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Introduction

A first course in complex analysis considers domains in the plane C, and studies
their holomorphic and meromorphic functions. But already the introduction of the
point at infinity shows the necessity for a wider scope and calls for the introduction
of the complex projective space P1.

The projective space is compact. Hence it does not embedd as a domain into C.
Instead, the projective space is a first non-trivial example of a compact complex
manifold.

These lecture notes deal with Riemann surfaces, i.e. complex manifolds of com-
plex dimension 1. A manifold is a topological space which is covered by open sub-
sets homeomorphic to an open subset of the plane or of a higher-dimensional affine
space. To obtain respectively a smooth or a complex structure on the manifold it
is required that the local homeomorphisms transform respectively in a smooth or
holomorphic way.

According to the definition topology covers the global structure of the manifold
which can be quite different from the plane. While analysis determines the type
of the manifold which is defined by the transformation type of the local home-
omorphisms. These transormations are defined on open subets of the plane, see
Figure 0.1.
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2 Introduction

Fig. 0.1 Topological and analytical building blocks of a manifold X

Riemann surfaces split into two classes:

• Compact Riemann surfaces: The local representation by power series implies that
on a compact Riemann surface all holomorphic functions are constant. Therefore
the main emphasis lies on meromorphic functions and the location of their poles.
The main result states: The set of meromorphic functions with poles of bounded
order is a finite-dimensional vector space. The theorems of Riemann-Roch and
Serre’s duality theorem serve to compute its dimension.

• Non-compact alias open Riemann surfaces: This class comprises e.g., all do-
mains in the plane C. A deep result states that any open Riemann surface is a
Stein manifold. A Stein manifold has many holomorphic and meromorphic func-
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tions. The Mittag-Leffler theorem and the Weierstrass product theorem general-
ize to Stein manifolds. Both problems are solvable on an open Riemann surface.





Part I
General Theory





Chapter 1
Riemann surfaces and holomorphic maps

This chapter gives the basic definitions of a Riemann surface and of holomorphic
maps. The concept of a manifold allows to translate local properties from complex
analysis in the plane to Riemann surfaces. One of the most fundamental properties
is the local representation of a holomorphic function as a convergent power series.
The chapter closes with some examples of compact Riemann surfaces. They show
the importance of meromorphic maps on these manifolds.

1.1 The concept of the Riemann surface

Definition 1.1 (Topological manifold, chart, complex atlas and complex struc-
ture).

1. A topological manifold X of real dimension k is a topological Hausdorff space X
such that each point x∈X has an open neighbourhood U with a homeomorphism,
named a chart around x,

φ : U ≃−→V

onto an open set V ⊂ Rk.

2. A complex atlas of a topological manifold X of real dimension 2, i.e. complex
dimension 1, is a family A of charts

A = (φi : Ui −→Vi)i∈I

with open subsets
Vi ⊂ C≃ R2,

such that

•

7



8 1 Riemann surfaces and holomorphic maps

X =
⋃
i∈I

Ui

• and for all pairs i, j ∈ I and

Ui j :=Ui ∩U j

the transition function of the two charts

ψi j := φi ◦ (φ j|Ui j)
−1 : φ j(Ui j)−→ φi(Ui j)

is holomorphic.

• Two complex atlases A1 and A2 of X are biholomorphically compatible if
their union

A1 ∪A2

is again a complex atlas. A maximal set of complex, biholomorphically com-
patible atlases of X is a complex structure Σ on X .

Definition 1.2 (Riemann surface, holomorphic map, meromorphic function).

1. A Riemann surface is a pair (X ,Σ) with a 2-dimensional connected, topological
manifold X with second-countable topology, i.e. having a countable base of the
topology, and a complex structure Σ on X .

2. A continuous map
f : (X ,ΣX )−→ (Y,ΣY )

between two Riemann surfaces is a holomorphic map if for each point x ∈ X
exists a chart around x from an atlas of ΣX

φ : U −→V,

and a chart around f (x) from an atlas of ΣY

ψ : S → T,

such that the composition

ψ ◦ f ◦ (φ |U ∩ f−1(S))−1 : φ(U ∩ f−1(S))−→ C

is holomorphic. Note that the definition is independent from the choice of the
charts.

For an open set U ⊂ X : A map f on U is holomorphic iff the restriction of f to
each component of U is holomorphic.
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3. A holomorphic function on X is a holomorphic map

f : (X ,ΣX )−→ C.

The ring of all holomorphic functions on X with respect to addition and multipli-
cation is denoted O(X).

4. A meromorphic function on X is given by an open set U ⊂ X with X \U discrete
and closed and a holomorphic function

f : U −→ C

such that for all x0 ∈ X \U
lim

x→x0
x ̸=x0

| f (x)|= ∞.

The points of X \U are named the poles and U is named the domain of the
meromorphic function. The order of a pole x∈X \U is determined by the Laurent
expansion of f with respect to a chart around x. The order is independent of the
choice of the chart.

Two meromorphic functions f and g on X can be added and multiplied at each
point which is neither a pole of f nor a pole of g. Extending the result to possibly
removable singularities defines a meromorphic function on X . The ring of all
meromorphic functions on X is denoted M (X). Because X is connected M (X)
is even a field.

For an open set U ⊂ X : A function f on U is meromorphic iff the restriction of f
to each component of U is meromorphic.

5. Consider an open set Y ⊂ X and a meromorphic function on Y . One defines the
order of f at a point y ∈ Y

ord( f ; y) :=


k f has at y a zero of order k ∈ N
−k f has at y a pole of order k ∈ N
∞ f = 0 in a neighbourhood of y

The requirement of second-countability of X in Definition 1.2 is made in order
that X is paracompact. Paracompactness provides for each open covering a subordi-
nate partition of unity, see Proposition 4.19.

Remark 1.3 (Holomorphic versus smooth).

1. Sometimes one uses for a chart of a Riemann surfaxe (X ,Σ) the suggestive nota-
tion

z : U −→V ⊂ C.
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Then the decomposition into real part and imaginary part

z = x+ i · y

and identifying C≃ R2 defines a chart

(x,y) : U −→V ⊂ R2

of a smooth structure Σsmooth on X : When considering a holomorphic transi-
tion function ψ as a function of two real variables then ψ has partial derivatives
of arbitrary order. Hence the transition function is smooth, i.e. differentiable of
class C∞, and the complex structure Σ induces a smooth structure Σsmooth on X
and

(X ,Σsmooth)

is a 2-dimensional paracompact smooth manifold. We will investigate a Riemann
surface (X ,Σ) by considering also its underlying smooth structure Σsmooth.

2. If (X ,Σ) is a Riemann surface then a map

f : X −→ C

is smooth, if f is smooth on (X ,Σsmooth). The ring of all smooth functions on X
is denoted E (X).

In the following we will denote a Riemann surface (X ,Σ) simply by X if the
details of the complex structure Σ are not relevant.

Example 1.4 (Riemann surfaces).

1. Connected open subsets of a Riemann surface: If X is a Riemann surface, then
also each open connected Y ⊂ X is a Riemann surface.

2. Domains in C: Apparently the plane C is a Riemann surface. According to
Example 1) also each domain X ⊂ C is Riemann surface. Hence complex analy-
sis of one variable is a specific part of the theory of Riemann surfaces.

3. Projective space P1: Consider the quotient

P1 := (C2 \{0})/∼

with the equivalence relation

z = (z0,z1)∼ w = (w0,w1) : ⇐⇒ ∃λ ∈ C∗ : w = λ · z ∈ C2 \{0},

and the canonical projection onto equivalence classes
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π : C2 \{0} −→ P1, z 7→ [z].

For z = (z0,z1) ∈ C2 \{0} the expression

(z0 : z1) := π(z) ∈ P1

is named the homogeneous coordinate of π(z).

We provide the set P1 with the quotient topology with respect to π , i.e. a
subset U ⊂ P1 is open iff the inverse image

π
−1(U)⊂ C2 \{0}

is open. Then the topological space P1 is a connected Hausdorff space. The topol-
ogy is second countable, i.e. it has a countable base of open sets. It is also com-
pact because

P1 = π(S3)

with the compact 3-sphere

S3 := {(z0, z1) ∈ C2 : |z0|2 + |z1|2 = 1}.

On the topological space P1 we introduce the following complex atlas

A = (φi : Ui −→ C)i=0,1 :

Set
Ui := {(z0 : z1) ∈ P1 : zi ̸= 0}

and define
φi : Ui −→ C

by

φi((z0 : z1)) :=


z1/z0 i = 0

z0/z1 i = 1

We have
U0 ∪U1 = P1

and
U :=U0 ∩U1 = {(z0 : z1) ∈ P1 : z0 ̸= 0 and z1 ̸= 0}

with
φ0(U) = φ1(U) = C∗.

The transition functions are holomorphic:

ψ01 := φ0◦(φ1|U)−1 :C∗−→C∗, z 7→
1
z
, and ψ10 := φ1◦(φ0|U)−1 :C∗−→C∗, z 7→

1
z
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Therefore the projective space P1, provided with the complex structure induced
by the complex atlas A , is a compact Riemann surface. The atlas A is named
the standard atlas of P1.

The standard embedding of C into P1 is the holomorphic map

j : C ↪−→ P1, z 7→ (1 : z).

Then
j(C) =U0

and
P1 = j(C)∪̇{(0 : 1)}

with
∞ := (0 : 1) ∈ C

named the point infinity.

4. Torus: Consider two complex constants ω1,ω2 ∈ C which are linearly indepen-
dent over the field R and denote by

Λ := Λ(ω1,ω2) := Z ·ω1 +Z ·ω2 ⊂ C

the lattice generated by (ω1,ω2). The lattice is a subgroup of the Abelian
group (C,+). Hence the quotient

T := (C/Λ ,+)

is an Abelian group too. We denote by

π : C−→ T

the canonical quotient map and provide T with the induced quotient topology.
Then π is an open map: For any open U ⊂ C the set

π
−1(π(U)) =

⋃
λ∈Λ

(λ +U)⊂ C

is open as the union of open sets. Hence π(U) ⊂ T is open by definition of the
quotient topology. As a topological space the torus T is Hausdorff, connected,
and second countable. If

F := {λ1 ·ω1 +λ2 ·ω2 ∈ C : 0 ≤ λ j < 1, j = 1,2}

then the closure F ⊂ C of the fundamental parallelogram F is compact. Hence
the torus

T = π(F)

is compact.
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To obtain a complex atlas A on the topological space T we choose for each
point y ∈ F an open neighbourhood Vy ⊂ C of y which does not contain two
different points y1 ̸= y2 with

y1 − y2 ∈ Λ .

Then for x := π(y)
π|Vy : Vy −→Ux := π(Vy)

is bijective, continuous and open, hence a homeomorphism. Set

φx := (π|Vy)
−1 : Ux −→Vy.

We define
A := (φπ(y) : Uπ(y) −→Vy)y∈F

To compute the transition functions of two charts φ1,φ2

ψ12 = φ1 ◦ (φ2|U)−1, U :=U1 ∩U2,

consider y ∈ φ2(U) and define

x := π(y) ∈U.

Then
y = φ2(x) and ψ12(y) = φ1(x)

Hence
ψ12(y)− y ∈ Λ .

The map
ψ12 − id

is locally constant on φ2(U) because Λ is a discrete topological space and ψ12 is
continuous. Hence ψ12 is holomorphic.

As a consequence: The torus T provided with the complex structure induced
by A is a compact Riemann surface.

Remark 1.5 (Generalizations).

1. The projective space P1 is the most simple example of the complex projec-
tive spaces Pn, n ≥ 1, which parametrize complex lines in Cn+1. The pro-
jective spaces are generalized by the complex Grassmannians Gr(k,n), the set
of k-dimensional subspaces of an n-dimensional complex vector space.

2. For a torus T the map
T ×T −→ T,(x,y) 7→ x− y
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is continuous and even holomorphic in the sense of complex analysis of sev-
eral variables. Hence (T,+) is a topological group and even a compact Abelian
complex Lie group. The torus T generalizes to the complex Lie groups of higher-
dimensional tori

T n := Cn/Λ , n ≥ 1.

1.2 Holomorphic maps

Small open subsets of a Riemann surface cannot be distinguished from open sets
in C. Therefore those results from complex analysis, which refer to local properties,
transfer at once to Riemann surfaces. Examples are given by Proposition 1.6 and
Corollary 1.7.

But Riemann surfaces can be compact, see Example 1.4. It is a remarkable fact,
which new properties this global property brings into play; properties which are not
shared by domains in C, see Proposition 1.8 and Theorem 1.9.

Proposition 1.6 (Local representation of a holomorphic map). Consider a non-
constant holomorphic map

f : X −→ Y

between two Riemann surfaces. For any x ∈ X exist

• a uniquely determined k ∈ N∗, the branching order of f at x,

• a complex chart of X around x

φ : U −→V

• and a complex chart of Y around f (x)

ψ : S −→ T,

such that
f (U)⊂ S

and
g := ψ ◦ f ◦φ

−1 : V −→ T

has the form
g(z) = zk, z ∈V.

Proof. i) Choosing charts: We choose charts
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φ1 : U1 −→V1

of X around x and
ψ : S −→ T

of Y around f (x) with
φ1(x) = ψ( f (x)) = 0 ∈ C

and
f (U1)⊂ S.

Then
g1 := ψ ◦ f ◦φ

−1
1 : V1 −→ T

is a non-constant holomorphic function with

g1(0) = 0.

If
k := ord(g1; 0)≥ 1

then
g1(w) = wk ·h1(w)

with h1 holomorphic, having no zeros in a neighbourhood Dr(0).

ii) Existence of a k-th root: The function h1 has a k-th root

h := k
√

h1 : Dr(0)−→ C∗.

Because h(0) ̸= 0 the function

Dr(0)−→ C, w 7→ w ·h(w),

is locally biholomorphic in a neighbourhood of zero by the inverse mapping theo-
rem. Hence for suitable neighbourhoods of 0

V, V2 ⊂V1

its restriction
α : V2

≃−→V, w 7→ w ·h(w),

is biholomorphic.

iii) The definite chart: Elements z ∈V satisfy

z = α(w) = w ·h(w) or α
−1(z) = w

For U := φ
−1
1 (V2) the map

φ := α ◦ (φ1|U) : U −→V
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is a complex chart of X around x.

U U1 S

V2 V1

V T

φ

f

φ1|U φ1

α

g

ψ

g1

Define

g := g1 ◦α
−1 = ψ ◦ f ◦φ

−1.

For
z = α(w) = w ·h(w) ∈V

then
g(z) = g1(α

−1(z)) = g1(w) = (w ·h(w))k = zk, q.e.d.

Corollary 1.7 (Open mapping theorem). Each non-constant holomorphic map

f : X −→ Y

between two Riemann surfaces is an open map.

Proof. Proposition 1.6 implies that f maps neighbourhoods of a point x ∈ X to
neighbourhoods of f (x) in Y , q.e.d.

As a consequence of Corollary 1.7 any injective holomorphic map between Rie-
mann surfaces

f : X −→ Y

is biholomorphic onto its image, i.e. the open set

Z := f (X)⊂ Y

is a Riemann surface and the restriction

f : X −→ Z

is bijective with holomorphic inverse

f−1 : Z −→ X .
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Proposition 1.8 (Maximum principle). Consider a non-constant holomorphic
function

f : X −→ C

on a Riemann surface X. If f attains the maximum of its value at a point x0 ∈
X then f is constant. In particular: Any non-constant holomorphic function on a
compact Riemann surface is constant.

Proof. Assume that f is not constant. Then Corollary 1.7 implies that f is open.
Hence any neighbourhood U of x0 contains a point x ∈U with

| f (x)|> | f (x0)|,

a contradiction, q.e.d.

A corollary of Proposition 1.8 is Theorem 1.9.

Theorem 1.9 (Compact Riemann surfaces have no non-trivial holomorphic
functions). Each holomorphic function on a compact Riemann surface X is con-
stant, i.e.

O(X) = C.

Proof. For an indirect proof assume that f is not constant. Then Proposition 1.8
implies f (X) = C and f (X) compact, a contradiction, q.e.d.

Theorem 1.10 (Meromorphic functions and holomorphic maps). Meromorphic
functions on a Riemann surface X are holomorphic maps

X −→ P1.

Conversely, any non-constant holomorphic map

f : X −→ P1

is a meromorphic function f ∈ M (X) with domain X \ f−1(∞).

Proof. i) Consider a meromorphic function f ∈ M (X). For each pole x0 ∈ X
extend f by defining

f (x0) := ∞ ∈ P1.

Referring to the standard atlas of P1 from Example 1.4, 3

(φi : Ui −→ C)i=0,1,

for a suitable neighbourhood U ⊂ X of x0 the map

φ1 ◦ ( f |U) : U −→ C
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is continuous and holomorphic on U \{x0}. By Riemann’s theorem about removable
singularities the map

φ1 ◦ ( f |U)

is holomorphic. Hence the extension

f : X −→ P1

is a holomorphic map.

ii) Let

f : X −→ P1

be a non-constant holomorphic map. Then

f−1(∞)⊂ X

is discrete and closed with

f |X ′ : X ′ −→ C, X ′ := X \ f−1(∞),

holomorphic and for any x0 ∈ f−1(∞)

lim
x→x0

f (x) = ∞, q.e.d.

Proposition 1.11 (Meromorphic functions on P1). The meromorphic functions
on P1 are the rational functions, i.e.

M (P1) = C(z)

as equality of fields.

Proof. i) The rational function

f (z) = a+ z ∈ C(z), a ∈ C,

is meromorphic on P1. Hence any rational function is meromorphic on P1 because M (P1)
is a field. As a consequence

C(z)⊂ M (P1).

ii) Consider a meromorphic function f ∈ M (P1). Compactness of P1 implies
that f has a most finitely many poles

P := {a1, ...,an}.

W.l.o.g. ∞ /∈ P, otherwise replace f by 1/ f . As a consequence, w.l.o.g. we may
assume that f is meromorphic on C. Let the rational functions
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Hν(z) =
−1

∑
j=−kν

cν , j · (z−aν)
j

be the principal parts of f at the poles aν ∈ P, ν = 1, ...,n,. Then

f −
n

∑
ν=1

Hν

is holomorphic on P1, hence constant due to Theorem 1.9. As a consequence f is
rational. We proved

M (P1)⊂ C(z), q.e.d.

Remark 1.12 (Meromorphic functions on the torus).

1. Consider a lattice Λ ⊂ C. A meromorphic function f on C is doubly periodic
or elliptic with respect to Λ if for each point z ∈ C from the domain of f : For
all λ ∈ Λ

f (z+λ ) = f (z).

Apparently the field of meromorphic functions on the torus C/Λ is isomorphic
to the field of elliptic functions with respect to Λ .

2. A complex torus T = C/Λ has the field of meromorphic functions

M (T ) = C(℘,℘ ′).

Here ℘ denotes the Weierstrass ℘-function of the torus, which is transcendent
over the field C. Its derivative ℘ ′ satisfies the differential equation

℘
′2 = 4 ·℘3 −g2 ·℘−g3

with distinguished constants

g2 = 60 ·GΛ ,4 and g3 = 140 ·GΛ ,6

derived from the lattice Λ . In particular ℘ ′ is algebraic over the field C(℘). For
details cf. [40, Theor. 1.18].

Proposition 1.13 (Identity theorem). Consider two holomorphic maps

f j : X −→ Y, j = 1,2,

between two Riemann surfaces. If for a set A ⊂ X with accumulation point a ∈ A

f1|A = f2|A

then f1 = f2.
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The proof of Proposition 1.13 reduces to the identity theorem of complex anal-
ysis in the plane by using charts around the accumulation point a ∈ A and its
image f (a) ∈ Y .



Chapter 2
The language of sheaves

A sheaf is when you do vertically algebra and horizontally
topology.

2.1 Presheaf and sheaf

We define presheaves (deutsch: Prägarbe) and sheaves (deutsch: Garbe) of Abelian
groups first. But the definition and results transfer to other objects of Abelian cate-
gories, i.e. to commutative rings R or R-modules and also to the category of sets.

Definition 2.1 (Presheaf of Abelian groups).

1. A presheaf F of Abelian groups on a topological space X is a family

F (U), U ⊂ X open subset ,

of Abelian groups, and for each pair V ⊂ U of open subsets of X a homomor-
phism of Abelian groups

ρ
U
V : F (U)−→ F (V )

satisfying:
ρ

U
U = idF (U)

and
ρ

V
W ◦ρ

U
V = ρ

U
W for W ⊂V ⊂U.

The maps ρU
V are often named restrictions and denoted

f |V := ρ
U
V ( f )

for f ∈ F (U), V ⊂U open.

The elements of the Abelian groups

F (U), U ⊂ X open,

21
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are named the sections of F on U .

2. A morphism
f : F −→ G

between two presheaves of Abelian groups with restrictions respectively ρ and σ

is a family of group homomorphisms

fU : F (U)−→ G (U), U ⊂ X open subset ,

such that for any pair V ⊂ U of open subsets of X the following diagram com-
mutes

F (U) G (U)

F (V ) G (V )

fU

ρU
V σU

V

fV

Remark 2.2 (Presheaf as a functor). Consider a fixed topological space X . Denote
by X the category of open subsets of X :

• Objects of X are the open sets of U ⊂ X

• and for V ⊂U the only morphism from Mor(V,U) is the injection V ↪→U , i.e.

Mor(V,U) :=

{
{V ↪→U} V ⊂U

/0 otherwise;

Then the presheaves F of Abelian groups on X are exactly the contravariant func-
tors

F : X −→ Ab

to the category Ab of Abelian groups. A morphism

F −→ G

between two presheaves is a functor morphism (natural transformation) from F to G .

In general the concept of a presheaf is too weak to support any strong result on a
Riemann surface. The stronger concept is a sheaf. It satisfies two additional sheaf-
conditions. According to these conditions local sections which coincide on their
common domain of definition glue to a unique global section.
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Definition 2.3 (Sheaf). Consider a topological space X . A sheaf F of Abelian
groups on X is a presheaf of Abelian groups on X , which satisfies the following two
sheaf axioms:

For each open U ⊂ X and for each open covering U = (Ui)i∈I of U :

1. If two elements f , g ∈ F (U) satisfy for all i ∈ I

f |Ui = g|Ui

then
f = g,

i.e. local equality implies global equality.

2. If a family
fi ∈ F (Ui), i ∈ I,

satisfies for all i, j ∈ I
fi|Ui ∩U j = f j|Ui ∩U j

then an element f ∈ F (U) exists satisfying for all i ∈ I

f |Ui = fi,

i.e. local sections which agree on the intersections glue to a global element.

A morphism of sheaves is a morphism of the underlying presheaves.

If one paraphrases a presheaf as a family of local objects, then a sheaf is a fam-
ily of local objects which fit together to make a unique global object. If it is not
possible to make the parts fit, then cohomology theory is a means to measure the
obstructions, see Chapter 6.

Definition 2.4 (Subsheaf of Abelian groups). Consider a presheaf F of Abelian
groups on a topological space X .

1. A presheaf of Abelian groups G on X is a subpresheaf of F

• if for all open sets U ⊂ X
G (U)⊂ F (U)

is a subgroup, and

• if the restriction maps of G are induced by the restriction maps of F .

2. If F is a sheaf, then a sheaf G is a subsheaf of F if G is a subpresheaf of F .
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Similar to presheaves and sheaves of Abelian groups one defines presheaves and
sheaves with other algebraic structures like rings or modules.

Example 2.5 (Sheaves).

1. Let X be a topological space.

• Sheaf C of continuous functions: For any open set U ⊂ X define

C (U) := { f : U −→ C | f continuous}

as the complex vector space of continuous maps on U . The presheaf

C (U), U ⊂ X open,

with the restriction of functions

ρ
U
V : C (U)−→ C (V ), f 7→ f |V, V ⊂U,

is a sheaf. It is named the sheaf C of continuous functions on X .

• Sheaf Z of locally constant functions: Consider a topological space X . For
each open set U ⊂ X define

F (U) := { f : U −→ Z | f constant}

with the canonical restriction morphisms. The family

F := F (U), U ⊂ X open,

is a presheaf.

In general, the presheaf F is not a sheaf: Assume

X = X1∪̇X2

with two connected components. Then the family ( f1, f2) with

f1(X1) := {1} and f2(X2) := {2}

does not arise as
f1 = f |X1 and f2 = f |X2

with a constant section f ∈ F (X).

A slight change in the definition of F provides a sheaf on X : A function on an
open set U ⊂ X is locally constant if each point x ∈U has a neighbourhood V ,
such that the restriction f |V is constant. One defines
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Z(U) := { f : U −→ Z | f locally constant}.

Then
Z(U), U ⊂ X open,

with the canonical restrictions is a sheaf. The sheaf is often denoted Z like
the ring of integers. The context has to clarify whether the symbol denotes the
ring of integers or the sheaf of locally constant integer-valued functions.

Similarly one defines the sheaf C of locally constant complex-valued func-
tions. Note that both sheaves Z and C are named constant sheaves - not locally
constant sheaves.

2. Let X be a Riemann surface.

• Sheaf O of holomorphic functions: Consider for each open U ⊂ X the ring

O(U) := { f : U −→ C | f holomorphic}

the ring of holomorphic functions on U . The presheaf

O(U), U ⊂ X open,

with the canonical restriction of functions is a sheaf of rings. It is named the
sheaf O of holomorphic functions on X or the holomorphic structure sheaf.

• Sheaf O∗ of holomorphic functions without zeros: Consider for each open U ⊂ X
the multiplicative Abelian group

O∗(U) := { f ∈ O(U) : f (x) ̸= 0 for all x ∈U}.

The presheaf
O∗(U), U ⊂ X open,

with the canonical restriction of functions is a sheaf. It is named the sheaf O∗

of holomorphic functions without zeros on X . Apparently O∗ is the sheaf of
units of O .

• Sheaf M of meromorphic functions: Consider for each open U ⊂ X the ring

M (U) := { f meromorphic in U}

the ring of meromorphic functions in U . The presheaf

M (U), U ⊂ X open,

with the canonical restriction of functions is a sheaf of rings. It is named the
sheaf M of meromorphic functions on X .
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• Sheaf M ∗ of meromorphic functions, non-vanishing on any component: Con-
sider for each open U ⊂ X the multiplicative Abelian group

M ∗(U) := { f ∈M (U) : f does not vanish identically on any component of U}

The presheaf
M ∗(U), U ⊂ X open,

with the canonical restriction of functions is a sheaf. It is named the sheaf M ∗

of non-zero meromorphic functions on X .

• Sheaf E of smooth functions: Consider for each open U ⊂ X the ring

E (U) := { f : U −→ C | f smooth}

The presheaf
E (U), U ⊂ X open,

with the canonical restriction of functions is a sheaf. It is named the sheaf E
of smooth functions on X or the smooth structure sheaf.

The sheaves O and M are sheaves of rings. The sheaves O∗ and M ∗ are sheaves
of multiplicative groups. They are the sheaves of units of repectively O and M .

Sheaves of locally constant functions like Z,R,C are important for homology
and cohomology in the context of algebraic topology. While sheaves of holomorphic
and meromorphic functions are the basic objects on Riemann surfaces. A deep result
on compact Riemann surfaces shows the relation between the cohomology of the
sheaves from the topological context and those from the holomorphic context, see
Theorem 12.41.

2.2 The stalk of a presheaf

Definition 2.6 (Stalk of a presheaf). Consider a presheaf F of Abelian groups
on a topological space X , and a point x ∈ X . The stalk Fx of F at x is the set of
equivalence classes with respect to the following equivalence relation on the union
of all F (U), U open neighbourhood of x:

f1 ∈ F (U1)∼ f2 ∈ F (U2)

if for a suitable open neighbourhood V of x with V ⊂U1 ∩U2

f1|V = f2|V.
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Apparently, the stalk Fx is an Abelian group in a canonical way, and each canonical
map

π
U
x : F (U)−→ Fx

is a group homomorphism. The elements from Fx are named the germs of F at x.

Remark 2.7 (Stalks).

1. The stalk of a presheaf F at a point x ∈ X is the inductive limit of the sections
from F (U) for all neighbourhoods U of x.

2. Let X be a Riemann surface. For a point x ∈ X consider the stalks

R := Ox and K := Mx.

Using a chart around x shows

R = C{z}, the ring of convergent power series with center = 0,

and
K = Q(R) = C(z), the quotient field of R,

a statement about germs. The quotient field Q(R) is the field of convergent Lau-
rent series with center = 0, having only finitely many terms with negative expo-
nents.

In general, this local statement does not necessarily generalize to a global state-
ment: On one hand, for X = C one has

M (X) = Q(O(X))

due to Weierstrass product theorem, a statement about global sections. The same
statement holds even for any domain X ⊂ C. On the other hand, on a compact
Riemann surface X one has

O(X) = C

but
M (X) ̸= C, e.g. M (P1) = C(z).

For more advanced results see [30, Kapitel 4∗ §1.5 Satz, §2.4].

3. Any morphism of presheaves on X

f : F −→ G

induces for any x ∈ X a morphism

fx : Fx −→ Gx
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of the corresponding stalks such that the following diagram diagram commutes

F (U) G (U)

Fx Gx

fU

πU
x τU

x

fx

Here the vertical maps are the canonical group homomorphisms from Definition 2.6.
In general, these maps are not surjective. But each germ fx ∈ Fx has an open
neighbourhood U ⊂ X and a representative f ∈ F (U). The neighbourhood U
may depend on fx.

4. On a Riemann surface X sections of a sheaf like O can be considered at least
from the following different topological viewpoints:

• At a point x ∈ X one considers the value f (x)∈C of a function f holomorphic
in an open neighbourhood of x.

• At a point x∈X one considers the germ fx ∈C(z) of a function f holomorphic
in an open neighbourhood of x.

• In a given open neighbourhood U ⊂ X of a point x ∈ X one considers a holo-
morphic function f ∈ O(U).

• One considers a globally defined holomorphic function f ∈ O(X).

Definition 2.8 (Exact sheaf sequence). Consider a topological space X .

1. A sequence of sheaves on X is a family

( fi : Fi −→ Fi+1)i∈Z

of morphisms of sheaves. The family is a complex if for all x ∈ X on the level of
stalks the induced family of morphisms of Abelian groups

( fi,x : Fi,x −→ Fi+1,x)i∈Z

satisfies for all i ∈ Z
fi,x ◦ fi−1,x = 0.

The family is exact if for all x ∈ X on the level of stalks the induced family of
morphisms of Abelian groups

( fi,x : Fi,x −→ Fi+1,x)i∈Z
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is exact, i.e. if for all i ∈ Z

ker[ fi,x : Fi,x −→ Fi+1,x] = im[ fi−1,x : Fi−1,x −→ Fi,x].

2. A short exact sequence of sheaves is an exact sheaf sequence of the form

0 −→ F
f−→ G

g−→ H −→ 0.

3. A morphism of sheaves
f : F −→ G

is respectively, injective or surjective or bijective if the corresponding property
holds on the level of stalks

fx : Fx −→ Gx

for all x ∈ X .

Note: An exact sequence of sheaves has to satisfy in particular for all i ∈ Z

fi+1 ◦ fi = 0.

Remark 2.9 (Exactness of a sheaf sequence).

1. Exactness of a sheaf sequence is a statement about the induced morphisms of
the stalks. It is not required that the corresponding sequence of morphisms of the
groups of sections

fi,U : Fi(U)−→ Fi+1(U), U open neighbourhood of x ∈ X , i ∈ Z,

is exact.

One has to distinguish between a statement on the level of germs and a local
statement on the level of neighbourhoods. It is exactly the task of cohomology
theory, see Chapter 6, to measure the difference between exactness on the level of
germs and exactness on the level of sections, in particular on the level of global
sections.

2. A sequence of Abelian groups

0 −→ F1
f−→ F

g−→ F2 −→ 0

is exact iff
f injective, g surjective, and im f = ker g.
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Proposition 2.10 (Exponential sequence). The exponential sequence on a Rie-
mann surface X is the following exact sequence of sheaves of Abelian groups

0 −→ Z j−→ O
ex−→ O∗ → 0

Here the morphism j is the canonical inclusion. And the exponential

O
ex−→ O∗

is defined for open sets U ⊂ X as

exU : O(U)−→ O∗(U), f 7→ exp(2πi · f ).

Proof. To prove that the sheaf sequence is exact we consider for arbitrary but
fixed x ∈ X the sequence of stalks

0 −→ Zx = Z jx−→ Ox
exx−→ O∗

x → 0

Exactness at Ox: Each holomorphic function f defined on a domain and satisfying

e2πi f = 1

is an integer constant and vice versa.

Exactness at O∗
x : The surjectivity of the morphism exx follows from the fact, that

any holomorphic function without zeros defined in a disk has a holomorphic
logarithm, q.e.d.

Note that the exponential sequence from Proposition 2.10 is not exact on the level
of global sections: For X = C∗ the morphism

O(X)
exX−−→ O∗(X), f 7→ exp(2πi · f )

is not surjective, because the holomorphic function

z|X ∈ O∗(X)

has no holomorphic logarithm. The counter example will be continued in Chapter 6.

Example 2.11 (The twisted sheaves O(k) on P1). We consider the Riemann surface P1

with its standard atlas A from Example 1.4. Set

U01 :=U0 ∩U1

and

g01 : U01 −→ C∗, g01(z0 : z1) :=
z1

z0
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1. Twisted sheaf : For arbitray but fixed k ∈ Z the presheaf

O(k)(U), U ⊂ P1 open,

with

O(k)(U) := {(s0,s1) ∈ O(U ∩U0)×O(U ∩U1)| s0 = gk
01 · s1 on U ∩U01}

and the canonical restrictions is a sheaf O(k). It is named a twist of the structure
sheaf, because for k = 0

O(0) = O.

2. Local representation of global sections: The holomorphic functions

s0, s1 and g01

are defined on open sets of the Riemann surface P1. Using the standard coordi-
nates we derive holomorphic functions on open subsets of the plane: Set

u :=
z1

z0
= φ0(z0 : z1) and v :=

z0

z1
= φ1(z0 : z1)

and define the holomorphic functions

f j : C−→ C, j = 0,1,

with
f0(u) := s0(1 : u) and f1(v) := s1(v : 1).

These holomorphic functions have the Taylor expansions

f0(u) =
∞

∑
n=0

c0,n ·un and f1(v) =
∞

∑
n=0

c1,n ·vn.

The transformation

f0(u)= s0(1 : u)= gk
01(1 : u)·s1(1 : u)= uk ·s1(1 : u)= uk ·s1(1/u : 1)= uk · f1(1/u)

implies for all u ∈ C∗

∞

∑
n=0

c0,n ·un = uk ·
∞

∑
n=0

c1,n · (1/u)n.

Comparing coefficients implies for the global sections of the twisted sheaves O(k):

• If k ≥ 0 then

O(k)(P1)≃

{
k

∑
n=0

cn ·un : cn ∈ C, n = 0, ...,k

}
≃ Ck+1
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• If k < 0 then
O(k)(P1) = 0.

3. Global sections and homogeneous polynomials: An appropriate representation of
the complex vector spaces

O(k), k ≥ 0,

are the vector spaces of homogeneous polynomials: For k ≥ 0 denote by

HPol(k)⊂ C[z0,z1]

the k+1-dimensional vector space of complex homogeneous polynomials of de-
gree k in two variables. The vector space HPol(k) is generated by the monomials

zα
0 · zβ

1 with α +β = k.

The C-linear map

g : HPol(k)−→ O(k)(P1), P(z0,z1) 7→ (s0,s1),

with
s0(z0 : z1) := P(1,z1/z0) and s1(z0 : z1) := P(z0/z1,1)

is well-defined: Homogeneity implies for any λ ∈ C∗

P(λ · z0,λ · z1) = λ
k ·P(z0,z1).

Therefore
s0(z0 : z1) = P(1,z1/z0) = (1/z0)

k ·P(z0,z1)

and
s1(z0 : z1) = P(z0/z1,1) = (1/z1)

k ·P(z0,z1)

which implies

s0(z0 : z1) = (z1/z0)
k · s1(z0 : z1) = g01(z0 : z1)

k · s1(z0 : z1)

The map g is injective, and therefore also surjective because domain and range
have the same dimension k+1. As a consequence for k ≥ 0

O(k)(P1)≃ HPol(k)⊂ C[z0,z1].

The global sections of the first twists are

O(0)(P1)≃ spanC < 1 >

O(1)(P1)≃ spanC < z0, z1 >

O(2)(P1)≃ spanC < z2
0, z0 · z1, z2

1 > .
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2.3 General sheaf constructions

The section investigates some methods to build new sheaves.

Definition 2.12 (Image sheaf). Consider a continuous map

f : X −→ Y

between topological spaces. For any sheaf F on X the family

f∗F (V ) := F ( f−1V ), V ⊂ Y open,

with the induced restriction maps is a sheaf on Y , namd the image sheaf or direct
image f∗F of F .

Remark 2.13 (Image sheaf).

1. Let
φ : X −→ Y

be a continuous map and F a sheaf on X . For each point x ∈ X one has a canon-
ical morphism of stalks

(φ∗F )φ(x) −→ Fx

induced from the canonical maps

(φ∗F )(V ) = F (φ−1(V ))

φ∗Fφ(x) Fx

πV
φ(x) π

φ−1V
x

with V ⊂ Y open neighbourhood of φ(x).

2. A holomorphic map
φ : X −→ Y

between two Riemann surfaces induces via pullback of holomorphic functions
from Y to X a sheaf morphism

φ̃ : OY −→ φ∗OX

defined as follows: For an open set V ⊂ Y

φ̃V : OY (V )−→ (φ∗OX )(V ) = OX (φ
−1(V )), f 7→ f ◦φ .
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In particular, one obtains for each y ∈ Y and each

x ∈ Xy := φ
−1(y)

a morphism of stalks
OY,y −→ (φ∗OX )φ(x) −→ OX ,x.

Conversely, a continuous map

φ : X −→ Y

between two Riemann surfaces is holomorphic if φ induces via pullback a sheaf
morphism

φ̃ : OY −→ φ∗OX .

According to the saying “A sheaf is when you do vertically algebra and horizon-
tally topology” one can translate the basic constructions from commutative algebra
to sheaves. We will distinguish a basic sheaf of rings R and introduce the concept
of a sheaf F of R-modules.

Definition 2.14 (O-module sheaf). Consider a Riemann surfaces X . Recall from
Example 2.5 the holomorphic structure sheaf O .

1. A sheaf F of O-modules - for short an O-module sheaf or even an O-module F
- is a sheaf F such that F (U) is an O(U)-module for each open U ⊂ X , and the
corresponding ring multiplication is compatible with restrictions, i.e. for each
open V ⊂U the following diagram commutes

O(U)×F (U) F (U)

O(V )×F (V ) F (V )

Here the horizontal morphisms define the module structure on the sections, and
the vertical morphisms are the restrictions.

2. A morphism
f : F −→ G

between two O-module sheaves is an O-module morphism if for all U ⊂ X

fU : F (U)−→ G (U)

is a morphism of O(U)-modules.
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Definition 2.15 (Algebraic constructions with sheaves).

1. Let X be a topological space and consider two sheaves F , G of Abelian groups
on X .

• Direct sum: The presheaf

F (U)⊕G (U), U ⊂ X open,

with the induced restriction maps is a sheaf on Y . It is named the direct sum

F ⊕G

of F and G .

• Restriction: For any open Y ⊂ X the presheaf

(F |Y )(U) := F (U), U ⊂ Y open,

with the induced restriction maps is a sheaf on Y . It is named the restriction F |Y
of F to Y .

• Extension: Consider a closed set Y ⊂ X and a sheaf F on X \Y . The presheaf

F X (U), U ⊂ X open,

with

F X (U) :=

{
F (U) Y ∩U = /0
0 Y ∩U ̸= /0

with the restrictions induced from F is a sheaf. It is named the extension F X

of F to X .

• Sheaf of sheaf morphisms: The presheaf

Hom(F ,G )(U) := Hom(F |U, G |U), U ⊂ X open,

with induced restrictions is a sheaf on X . It is named

H om(F ,G )

the sheaf of sheaf morphisms from F to G . Note the difference between the
two Abelian groups

Hom(F |U, G |U) and Hom(F (U), G (U)).

2. Let X be a Riemann surface and F , G two O-module sheaves on X .

• The sheaf F is
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– a free sheaf of rank = k if
F ≃ O⊕k,

– a locally free sheaf of rank = k if any point x∈X has an open neighbourhood U ⊂ X
such that the restriction

F |U

is a free sheaf on U of rank = k. A locally free sheaf of rank = 1 is named
an invertible sheaf.

Note. All stalks of a locally free sheaf F of rank = k at X are isomorphic,
i.e. for all x ∈ X

Fx ≃ O⊕k
x .

• Sheaf of O-module morphisms: For open U ⊂ X denote by

HomO|U (F |U,G |U)

the O(U)-module of O|U-module morphisms between F |U and G |U . The
presheaf

HomO|U (F |U,G |U), U ⊂ X open,

is an O-module sheaf, named

H omO(F ,G ).

• Dual sheaf : For an O-module sheaf F the sheaf

F∨ := H omO(F ,O)

is named the dual sheaf of F .

The twisted sheaves O(k) from Example 2.11 are invertible sheaves on P1. Chap-
ter 10 will introduce line bundles and investigate the relation between line bundles
and invertible sheaves.

Analogously one may consider the smooth structure (X ,Σsmooth) and take the
sheaf E as its structure sheaf. One defines in an analogous way E -module sheaves.

Definition 2.16 carries over the definition of a sheaf from all open sets of a topo-
logical space to a base of the open sets. Proposition 2.17 allows to extend a sheaf
with respect to a base to the whole topological space. This results facilitates the
construction of sheaves because one has to define sections only on small open sets.
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Definition 2.16 (Sheaf with respect to a base). Let X be a topological space and
consider a base B of the topology of X . A B-sheaf F of Abelian groups is a family

F (U), U ∈ B,

with restriction maps for basic open sets U, V

ρ
U
V : F (U)−→ F (V )

satisfying

• for each basic open set U
ρ

U
U = idF (U)

• and for basic open sets W ⊂V ⊂U

ρ
V
W ◦ρ

U
V = ρ

U
W

such that for each basic open set Y ∈ B and each covering U of Y by basic open
sets the following two axioms hold:

1. If two elements f ,g ∈ F (Y ) satisfy for all U ∈ U

f |U = g|U

then
f = g.

2. If a family
fU ∈ F (U), U ∈ U ,

satisfies for each pair U1,U2 ∈ U and for each V ∈ B with V ⊂U1 ∩U2

fU1 |V = fU2 |V,

then an element f ∈ F (Y ) exists such that for all U ∈ U

f |U = fU .

Proposition 2.17 (Constructing a sheaf bottom up from a B-sheaf). Let X be a
topological space and consider a base B of the topology of X. Then each B-sheaf FB

induces a sheaf F on X by the following construction:

For any open U ⊂ X define

F (U) := {( fV )V ∈ ∏
V⊂U
V∈B

FB(V ) : fV |W = fW for all basic sets W ⊂V}

For Ũ ,U ∈ B with U ⊂ Ũ define the restriction
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ρ
Ũ
U : F (Ũ)−→ F (U)

by the following commutative diagram

F (Ũ) F (U)

∏V⊂Ũ
V∈B

F (V ) ∏V⊂U
V∈B

F (V )

ρŨ
U

with vertical injections and the map

∏
V⊂Ũ
V∈B

F (V )−→ ∏
V⊂U
V∈B

F (V )

induced by the universal property of the product by the projections for W ⊂U, W ∈ B:

∏
V⊂Ũ
V∈B

F (V )−→ F (W )

Proof. One has to verify that the restriction of a compatible family within the prod-
uct is again compatible, q.e.d.

The construction of F (U) in Proposition 2.17 is the projective limit while the
stalk Fx in Definition 2.6 is the inductive limit or direct limit of certain families of
Abelian groups of sections.



Chapter 3
Covering projections

The chapter first recalls some fundamental results from covering theory. These re-
sults will then be applied in the context of Riemann surfaces. Classifying the con-
cepts and issues, which have been introduced, we distinguish the following steps of
increasing abstraction:

• Complex analysis in domains of C

• Riemann surfaces and holomorphic maps

• Sheaf theory on Riemann surfaces and topological spaces

• Étale space of the structure sheaf as a holomorphic unbranched covering projec-
tion.

The basic object of investigation in this chapter is the étale space of a presheaf,
see Definition 3.9. We then give the following applications of this concept:

• Sheafification of a presheaf, Theorem 3.11.

• The tensor product sheaf of two O-module sheaves, Definition 3.17.

• The maximal global analytic continuation of a holomorphic germ, Theorem 3.31.

• The Riemann surface of an algebraic function over a compact Riemann surface,
for a scetch see Remark 3.33.

39
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3.1 Branched and unbranched covering projections

Definition 3.1 (Covering projection). Consider a map

p : X −→ Y

between two topological spaces X and Y .

1. The map p is a local homeomorphism or an étale map if any x ∈ X has an open
neighbourhood U ⊂ X such that p(U)⊂ Y is open and the restriction

p|U : U ≃−→ p(U)

is a homeomorphism.

2. The map p is a covering projection, if p is continuous, open and discrete, i.e.
each fibre

Xy := p−1(y), y ∈ Y,

is a discrete topological space when equipped with the subspace topology of Xy ⊂ X .
The spaces X and Y are named respectively the total space and the base of the
covering projection.

3. If p is a covering projection then a point x ∈ X is a branch point of p if for any
neighbourhood U of x the restriction

p|U : U −→ Y

is not injective. If A ⊂ X denotes the set of branch points of p, then

B := p(A)⊂ Y

is the set of critical values of p. A covering projection without branch points is
named unbranched.

4. The map p is an unbounded, unbranched covering projection if each point y ∈ Y
has an open neighbourhood V such that

p−1(V ) =
⋃̇

i∈I
Ui (disjoint union)

and for each i ∈ I the restriction

p|Ui : Ui −→V

is a homeomorphism.
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Apparently, a local homeomorphism is a continuous and open map. Each un-
branched and unbound covering projection in the sense of Definition 3.1, part 4 is a
covering projection in the sense of part 2. It is unbranched in the sense of part 3.

Lemma 3.2 (Local homeomorphism). A map

p : X −→ Y

between topological spaces is an unbranched covering projection if and only if p is
a local homeomorphism.

Proof. i) Assume that p is an unbranched covering projection. Any point x ∈ X has
an open neighbourhood U with p|U injective. Because p is open, the set

V := p(U)⊂ Y

is open. The map
p|U : U −→V

is bijective, continuous and open, hence a homeomorphism.

ii) Assume that p is a local homeomorphism. Then any point x ∈ X has an open
neighbourhood U such that

p|U : U −→V

is a homeomorphism onto an open set

V := p(U)⊂ Y.

In particular p|U is injective, which implies that p is unbranched and

{x}=U ∩ p−1(p(x)) =U ∩Xp(x)

Hence each fibre
Xy, y ∈ Y,

is discrete. Moreover p is open and continuous, q.e.d.

Unbounded, unbranched covering projections play an important role in the
category of topological spaces and homotopic maps:

• They facilitate the computation of the fundamental group of a topological space,
Definition 3.3.
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• They satisfy a lifting criterion depending on the fundamental group, Proposition 3.4:
Whether a map

f : X → B

into the base B of an unbounded, unbranched covering projection

p : E → B

lifts to a map into its total space E only depends on the induced maps of the
fundamental groups.

• They have the homotopy lifting property: Whether a map

f : X → B

into the base of an unbounded, unbranched covering projection

p : E → B

lifts to a map into the total space E only depends on the homotopy class of f ,
Proposition 3.5.

To recall these results from algebraic topology we recommend the textbooks
[20, Chap. 1.1, 1.3] and [36, Chap. 2, Sect. 2, 4]. Note that books from algebraic
topology name “covering projection” a map which is an unbounded, unbranched
covering projection in the sense of Definition 3.1. If one distinguishes in a
topological space X a point x0 ∈ X , then the pair (X ,x0) is named a pointed
topological space with base point x0.

Let I = [0,1]⊂ R denote the real unit interval.

Definition 3.3 (Fundamental group and simply connectedness). Consider a
path-connected topological space X.

1. After choosing an arbitrary but fixed distinguished point x0 ∈ X the fundamental
group π1(X ,x0) of X with respect to the basepoint x0 is the set of homotopy
classes of closed paths, i.e. of continuous maps

α : I → X with α(0) = α(1) = x0

with the catenation

(α1 ∗α2)(t) :=

{
α1(2t) if 0 ≤ t ≤ 1/2
α2(2t −1) if 1/2 ≤ t ≤ 1

as group multiplication.
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2. The topological space X is simply-connected if π1(X ,x0) = 0.

Apparently closed paths can also be considered continuous maps

S1 → X

from the 1-sphere, i.e. from the unit circle. One checks that the catenation defines a
group structure on the set of homotopy classes. In addition, the fundamental group
- as an abstract group - does not depend on the choice of the basepoint. Therefore
one often writes writes π1(X ,∗) or even π1(X).

A morphism
f : (X ,x0)→ (Y,y0)

of path-connected pointed topological spaces, i.e. satisfying f (x0) = y0, induces a
group homorphism of the fundamental groups

π1( f ) : π1(X ,x0)→ π1(Y,y0), [α] 7→ [ f ◦α].

In case of an unbounded, unbranched covering projection f the induced map π1( f )
is injective. The fundamental group is a covariant functor from the homotopy
category of path-connected pointed topological spaces, i.e. the category of path-
connected pointed topological spaces with morphism the homotopy classes of con-
tinuous maps respecting the base point, to the category of groups.

Proposition 3.4 (Lifting criterion). Consider an unbounded, unbranched covering
projection

p : (E,e0)→ (B,b0)

of path-connected, pointed topological spaces and a continuous map

f : (X ,x0)→ (B,b0)

with X path-connected and locally path-connected. Then the following properties
are equivalent:

1. The map f has a unique lift to (E,e0), i.e. a continuous map

f̃ : (X ,x0)→ (E,e0)

exists such that the following diagram commutes

(E,e0)

(X ,x0) (B,b0)

pf̃

f
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2. The induced map of the fundamental groups

π1( f ) : π1(X ,x0)→ π1(B,b0)

satisfies

[im : π1(X ,x0)
π1( f )−−−→ π1(B,b0)]⊂ [im : π1(E,e0)

π1(p)−−−→ π1(B,b0)].

In particular, any continous map f : (X ,x0)→ (B,b0) from a simply-connected
topological space X lifts to a continous map f̃ into the covering space (E,e0).
Choosing the simply-connected topological space

X = I

shows: Any path
f in B with f (0) = b0

lifts to a unique path
f̃ in B with f̃ (0) = e0

But note: If f is a closed path, the lift f̃ is not necessarily closed.

Proposition 3.5 (Homotopy lifting property). Consider an unbounded, unbranched
covering projection

p : (E,e0)→ (B,b0).

If a continous map with connected X

f : (X ,x0)→ (B,b0)

into the base lifts to a map

f̃ : (X ,x0)→ (E,e0)

into the covering space then also any homotopy F of f , which fixes the base point,
lifts uniquely to a homotopy of f̃ , i.e. expressing the homotopy lifting property in a
formal way: Assume the existence of

• a homotopy of f relative {x0}, i.e. a continuous map

F : (X ,x0)× I → (B,b0)

with
F(−,0) = f and F(x0,−) = b0,

• and of a continuous map f̃ : (X ,x0)→ (E,e0) with p◦ f̃ = f .

Then a unique homotopy of f̃ relative {x0} exists
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F̃ : (X ,x0)× I → (E,e0)

with
F = p◦ F̃ ,

i.e. such that the following diagram commutes:

(X ,x0)×{0} (E,e0)

(X ,x0)× I (B,b0)

f̃

p

F

F̃

Lemma 3.6 (Poincaré-Volterra). Consider a connected topological manifold X, a
second-countable topological space Y and a continuous map

p : X −→ Y

with discrete fibres. Then also X is second-countable.

For the proof see [8, Lemma 23.2].

We now apply covering theory from algebraic topology to the theory of sheaves
and holomorphic maps between Riemann surfaces. This method has been prepared
by Proposition 1.6.

Proposition 3.7 (Holomorphic maps and covering projections). Each non-constant
holomorphic map

f : X −→ Y

between two Riemann surfaces is a covering projection.

Proof. The map is continuous. It is also open according to Corollary 1.7. If f were
not discrete then for at least one y ∈ f (X) the fibre Xy ⊂ X were not discrete.
Then Xy has an accumulation point, which contradicts the identity theorem from
Proposition 1.13, q.e.d.

Proposition 3.8 (Pullback of the complex structure along unbranched covering
projections). Consider a Riemann surface Y , a connected Hausdorff space X and
an unbranched covering projection

p : X −→ Y.

Then on X exists a unique structure of a Riemann surface such that p becomes a
holomorphic map.
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Proof. Because p is a local homeomorphism, also X is a topological manifold.
Lemma 3.6 implies second countability of X . We define a complex atlas A on X as
the family of the following charts: If

φ1 : U1 −→V

is a complex chart of the complex structure of Y such that an open set U ⊂ X exists
with

p|U : U −→U1

a homeomorphism, then the homeomorphism

φ := φ1 ◦ (p|U) : U −→V

belongs to A . To check that the charts of A are biholomorphic compatible we
assume two charts

φ = φ1 ◦ (p|U) : U −→V and φ
′ = φ

′
1 ◦ (p|U ′) : U ′ −→V ′

with U ∩U ′ ̸= /0. Then the transition function - we do not indicate all restrictions -

ψU ′U := φ
′ ◦φ

−1 = φ
′
1 ◦ (p|U ∩U ′)◦ (p|U ∩U ′)−1 ◦ (φ1)

−1 = φ
′
1 ◦ (φ1)

−1

is holomorphic because the charts of Y are biholomorphically compatible. After
providing the topological space X with the complex structure Σ induced by the
atlas A we obtain a Riemann surface (X ,Σ), and the map

p : (X ,Σ)−→ Y

is holomorphic and even locally biholomorphic. If (X ,Σ ′) is a second complex
structure such that

p : (X ,Σ ′)−→ Y

is holomorphic, then
idX : (X ,Σ)−→ (X ,Σ ′)

is locally biholomorphic, hence biholomorphic, q.e.d.

We recall: For a continous map p : X −→ Y between topological spaces a section
over an open set U ⊂ Y is a continuous map

s : U −→ X

with p◦ s = idU .

Definition 3.9 (Étale space of a presheaf). Consider a presheaf F on a topological
space X . Define the disjoint union of all stalks
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|F | :=
⋃̇

x∈X
Fx

and the canonical projection

p : |F | −→ X , fx ∈ Fx 7→ x ∈ X .

For each open set U ⊂ X and f ∈ F (U) consider the set of corresponding germs
of f

[U, f ] := { fx : x ∈U}.

The set B of all sets [U, f ] is the base of a topology on |F |, and the topological
space |F | is named the étale space of the presheaf F .

Proposition 3.10 (Étale space of a presheaf). Let F be a presheaf on a topologi-
cal space X.

1. The étale space |F | from Definition 3.9 is a topological space.

2. The canonical projection

p : |F | −→ X , fx 7→ x for fx ∈ Fx,

is a local homeomorphism.

Proof. 1. We have to show that B is the base of a topology: Assume x∈X , fx ∈Fx,
and

fx ∈ [U, f ]∩ [V,g].

Then x ∈U ∩V and
f ∈ F (U) and g ∈ G (V )

determine the same germ fx ∈ Fx. Hence an open subset W ⊂U ∩V exists such
that

f |W = g|W.

As a consequence [W, f |W ] ∈ B and

fx ∈ [W, f |W ]⊂ [U, f ]∩ [V,g].

As a consequence, the set B is the base of the topology T on |F | with elements
the arbitrary unions of elements from B. Here we follow the convention that the
union of an empty family is the empty set and the intersection of an empty family
is the whole set.

2. For each open set U ⊂ X the inverse image

p−1(U) =
⋃
{[V, f ] : V ⊂U open and f ∈ F (V )}
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is open. Apparently
p([U, f ]) =U ⊂ X open.

Hence p is continuous and open. The restriction

p|[U, f ] : [U, f ]−→U

is bijective, because for all y ∈U

(p|[U, f ])−1(y) = { fy}.

Hence p is a local homeomorphism, q.e.d.

As a first application of the étale space construction we attach to each presheaf a
sheaf, named its sheafification.

Theorem 3.11 (Sheafification of a presheaf). Consider a presheaf F on a topo-
logical space X. If one defines for each open set U ⊂ X

F sh(U) := {s : U −→ |F | : s section of p},

then the family
F sh(U), U ⊂ X open,

with the canonical restriction of sections is a sheaf, the sheafification F sh of the
presheaf F .

Proof. Apparently the presheaf

F sh(U), U ⊂ X open,

with the canonical restriction of sections is a sheaf F sh: In the present context both
sheaf axioms deal with continuous maps to |F |, q.e.d.

If the presheaf F is already a sheaf, then F sh ≃ F , i.e. the sheafification of a
sheaf is the sheaf itself.

Definition 3.12 (Presheaf satisfying the identity theorem). Let X be a topological
space. A presheaf F on X satisfies the identity theorem if for any connected open
subset Y ⊂ X holds: Two sections

f , g ∈ F (Y ),

which define the same germ for at least one point y ∈ Y , are equal, i.e.

fy = gy =⇒ f = g.
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Apparently the structure sheaf O of a Riemann surface satisfies the identity the-
orem.

Proposition 3.13 (Hausdorff property of the étale space). Let X be a locally-
connected Hausdoff space and F a presheaf on X which satisfies the identity theo-
rem from Definition 3.12. Then the étale space |F | is a Hausdorff space.

Proof. We denote by
p : |F | −→ X

the canonical projection. Consider two distinct elements fx1 ̸= fx2 ∈ |F |.

i) If x1 ̸= x2 then for j = 1, 2 we may choose disjoint neighbourhoods U j ⊂ X
of x j. Apparently

p−1(U1) and p−1(U2)

are disjoint neighbourhoods of respectively fx1 and fx2 .

ii) If x1 = x2 =: x then for j = 1, 2 we represent each germ fx j ∈ Fx by a section

f j ∈ F (U j)

with open neighbourhoods U j ⊂ X of x j. We choose a connected neighbourhood U
of x with

U ⊂U1 ∩U2

and obtain open neighbourhoods

[U, f j|U ]⊂ |F |

of fx j , j = 1,2.

Assume: Their intersection

[U, f1|U ]∩ [U, f2|U ]

is not empty. Then we obtain a point y ∈U with

fy = f1,y = f2,y

Because F satisfies the identity theorem we conclude

f1|U = f2|U,

which implies fx1 = fx2 , a contradiction, q.e.d.
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Remark 3.14 (Complex structure on the étale space of the structure sheaf). Consider
a Riemann surface X . Then the étale space |OX | has a complex structure such each
connected component

Y ⊂ |OX |

becomes a Riemann surface and the restriction

p|Y : Y −→ X

is a locally biholomorphic map between Riemann surfaces.

Proof. The result follows from Proposition 3.8, Proposition 3.10 and Proposition 3.13,
q.e.d.

Proposition 3.15 (Sections of a sheafification). Let X be a topological space
and F a presheaf on X. Consider the étale space

p : |F | −→ X

and a section of p
s : U −→ |F |, U ⊂ X open.

Then: Each point x∈U has an open neighbourhood V ⊂U and an element f ∈ F (V )
satisfying for all y ∈V

s(y) = fy ∈ Fy.

As a consequence, an element

f ∈ F sh(U), U ⊂ X open,

is a family of compatible sections of F , i.e. a family f = ( fi)i∈I

• with an open covering U = (Ui)i∈I of U depending on f

• and elements fi ∈ F (Ui), i ∈ I, such that

fi|Ui ∩U j = f j|Ui ∩U j, i, j ∈ I.

In particular, for each x ∈ X holds the isomorphy of stalks

F sh
x ≃ Fx.

Remark 3.16 (Sections of the sheafification).

1. Proposition 3.15 characterizes sections of the sheafification F sh as compatible
families of sections of the presheaf F . Sections in a sheaf are equivalent to com-
patible local sections due to the two sheaf axioms. Hence the sheafification of a
sheaf F reproduces the sheaf, i.e. F sh ≃ F .
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2. For a sheaf F on X the étale space

p : |F | −→ X

allows to define sections of F over arbitrary subsets A ⊂ X :

F (A) := {s : A −→ |F | : p◦ s = idA}

In particular, for any point x ∈ X one obtains the stalk at x as

F ({x}) = Fx

An application of Theorem 3.11 is the definition of the tensor product sheaf.

Definition 3.17 (Tensor product). Let X be a Riemann surface. For two O-module
sheaves F , G consider the presheaf

F (U)⊗O(U) G (U), U ⊂ X open,

with restrictions induced from the restrictions of the two factors. Its sheafification is
defined as the tensor product

F ⊗OG

of F and G .

Remark 3.18 (Tensor product).

1. Stalk of a tensor product: For two O-module sheaves F and G on a Riemann
surface X for all x ∈ X

(F ⊗O G )x ≃ Fx ⊗Ox Gx.

The proof relies on the fact that tensoring commutes with taking the inductive
limits, see [37].

Dennote by H the presheaf

H (U) := F (U)⊗O(U)G (U), U ⊂ X open,

with restrictions induced from the restrictions of the factors. Proposition 3.15
implies: For x ∈ X the germs, i.e. the elements of the stalk

(F ⊗OG )x

are the equivalence classes of elements from
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H (U) = F (U)⊗O(U)G (U), U ⊂ X open neighbourhood of x.

With
lim−→
x∈U

O(U) = Ox

we obtain
(F ⊗OG )x = Hx = lim−→

x∈U

(F (U)⊗O(U)G (U)) =

= lim−→
x∈U

F (U)⊗Ox lim−→
x∈U

G (U) = Fx ⊗OxGx

with the second last equality due to interchanging tensor product and direct limit.

2. Tensor product of twisted sheaves: For two integers k1, k2 ∈ Z the tensor product
of the corresponding twisted sheaves on P1 from Example 2.11 satisfies

O(k1)⊗O O(k2)≃ O(k1 + k2).

Proof. i) Sheaf morphism: We define a sheaf morphism

f : O(k1)⊗O O(k2)−→ O(k1 + k2)

as follows: The domain is a sheafification. Proposition 3.15 implies: Each ele-
ment

s ∈ (O(k1)⊗O O(k2))(U), U ⊂ X open,

is a family of compatible sections from

O(k1)(V )⊗O(V ) O(k2)(V ), V ⊂U suitable open sets depending on s.

The tensor product of two sections

s1 ⊗ s2 ∈ O(k1)(V )⊗O(V ) O(k2)(V )

defines a section in
O(k1 + k2)(V )

by multiplying the representing holomorphic functions, because the product sat-
isfies the correct transformation law with gk1+k2

01 . The family of resulting sections
from

O(k1 + k2)(V )

is compatible and defines the section

f (s) ∈ O(k1 + k2)(U).

ii) Alternative formulation of part i) by using the étale space: Consider the
presheaf

H (U) := O(k1)(U)⊗O(U) O(k2)(U), U ⊂ P1 open,
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with the canonical restrictions induced from the factors. If

p|H | : |H | −→ P1

denotes the covering projection of its étale space then by definition of H sh for
each open U ⊂ P1

(O(k1)⊗O O(k2))(U) := H sh(U) = {s : U −→ |H | : s section of p|H |}

Here we have due to part 1 for each x ∈U

s(x) = s1(x)⊗ s2(x) ∈ O(k1)x ⊗Ox O(k2)x

Analogously

O(k1 + k2)(U) = {σ : U −→ |O(k1 + k2)| : σ section of p|O(k1+k2)|}

Therefore

fU : (O(k1)⊗O O(k2))(U)−→ O(k1 + k2)(U),s = s1 ⊗ s2 7→ σ := s1 · s2

is well-defined.

iii) Isomorphism: Due to part 1 the morphism

f : O(k1)⊗O O(k2)−→ O(k1 + k2)

induces for each x ∈ P1 a morphism of stalks

fx : (O(k1)⊗O O(k2))x = O(k1)x ⊗OxO(k2)x −→ O(k1 + k2)x

Using a fixed complex chart around x we identify

O(k1)x ≃ O(k2)x ≃ O(k1 + k2)x ≃ Ox

then
Ox ≃ Ox ⊗OxOx

fx−→ Ox, s1 ⊗ s2 7→ s1 · s2,

is an isomorphism of stalks. Hence f is an isomorphism of sheaves.

3. Tensor product of presheaves: For the twisted sheaves O(k) on P1:

• On one hand, due to part 2 we have the isomorphy of sheaves

O(k1)⊗O O(k2)≃ O(k1 + k2).

• On the other hand, tensoring global sections gives for k1 = 1, k2 =−1

O(1)(P1)⊗O(P1)O(−1)(P1)=C2⊗C0= 0 ( first taking sections, then tensoring)
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while

(O(1)⊗O O(−1))(P1) = O(P1) = C (first tensoring then taking sections).

Therefore

0 = O(1)(P1)⊗O(P1)O(−1)(P1)⊊ (O(1)⊗OO(1))(P1) = C.

As a consequence, tensoring does not commute with taking sections, and the
presheaf

O(1)(U)⊗O(U) O(−1)(U), U ⊂ P1 open,

is not a sheaf.

3.2 Proper holomorphic maps

The present section combines the result of the local representation of a holomorphic
map from Proposition 1.6 and the topological properties of proper maps to obtain
a global result about the fibres of holomorphic maps between compact Riemann
surfaces, see Theorem 3.22.

Definition 3.19 (Proper map). A continous map

f : X −→ Y

between two locally compact Hausdorff spaces is proper if the inverse image of any
compact subset of Y is compact.

Remark 3.20 (Proper map).

1. Compact domain implies properness: For compact X any continuous map to a
locally compact Hausdorff space is proper.

2. Proper maps are closed: Each proper map

f : X −→ Y

is closed, i.e. each closed set A ⊂ X has a closed image f (A)⊂ Y .

Proof. We recall that in a locally compact space a set is closed iff its intersection
with any compact set is compact.
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Now consider a closed set A ⊂ X . We have to show: For any compact K ⊂ Y the
set

f (A)∩K ⊂ Y

is closed. We have the equality

f (A)∩K = f (A∩ f−1(K)).

By assumption
f−1(K)⊂ X

is compact, hence also
A∩ f−1(K)⊂ X

is compact. As a consequence the image

f (A∩ f−1(K))

is compact, q.e.d.

3. Neighbourhood of a fibre: Consider a proper map

f : X −→ Y

and a point y ∈Y . Then for any open neighbourhood U ⊂ X of the fibre Xy exists
an open neighbourhoood V ⊂ Y of y with

f−1(V )⊂U.

Proof. The complement
X \U ⊂ X

is closed. Part 2 implies that

A := f (X \U)⊂ Y

is closed. Because y /∈ A the complement

V := Y \A ⊂ Y

is an open neighbourhood of y. It satisfies

f−1(V ) = f−1(Y )\ f−1(A) = X \ f−1(A) =

= X \ f−1( f (X \U))⊂ X \ (X \U) =U, q.e.d.

4. Proper unbranched coverings are unbounded: A proper, unbranched covering
projection

p : X −→ Y
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between locally compact Hausdorff spaces is an unbounded, unbranched cover-
ing projection with finite fibres. For connected Y the cardinality of the fibres

Xy,y ∈ Y,

does not depend on y ∈ Y .

Proof. Consider an arbitrary but fixed point y ∈ f (X). Because f is proper and
discrete, the fibre Xy, y ∈ Y, is discrete and compact, hence finite

Xy = {x1, ...,xn}.

Because p is unbranched, for each j = 1, ...,n the point x j ∈ Xy has an open
neighbourhood Wj such that

p|Wj : Wj −→Vj := p′(Wj)

is a local homeomorphism onto an open set Vj ⊂ Y . W.l.o.g. the sets

Wj, j = 1, ...,n,

are pairwise disjoint because Xy is discrete. Part 3 implies the existence of an
open neighbourhood of y

V ⊂
n⋂

j=1

Vj

with

p−1(V )⊂
n⋃

j=1

Wj.

For j = 1, ...,n we set
U j :=Wj ∩ p−1(V ).

Then
p−1(V ) =

⋃̇
j=1,...,n

U j,

and for each j = 1, ..,n the restriction

p|U j : U j −→V

is a homeomorphisms. The map f is proper and open, in particular closed and
open. Hence

f (X) = Y

if Y is connected. The cardinality of the fibres Xy depends continuously on y.
Hence for connected Y this number is independent from y ∈ Y , q.e.d.

If a holomorphic map has finite fibres, Definition 3.21 gives the cardinality of the
fibres. The definition includes the fibres at critical values.
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Definition 3.21 (Cardinality of a finite fibre). Consider a holomorphic map

f : X −→ Y

with finite fibres. For a point x ∈ X one defines the multiplicity of f at x as

v( f ; x) := k

with k ∈ N the number from the local representation of f at x according to
Proposition 1.6. For each y ∈ Y one defines the cardinality of the fibre

Xy := f−1(y)

as
card Xy := ∑

x∈Xy

v( f ; x).

Apparently, Definition 3.21 counts the cardinality according to multiplicity.

Theorem 3.22 (Value attainment of proper holomorphic maps). Consider a
non-constant proper holomorphic map

f : X −→ Y

between two Riemann surfaces X and Y . Then f assumes every value y ∈Y with the
same multiplicity, i.e. all fibres

Xy, y ∈ Y,

have the same cardinality, counted according to multiplicity.

Proof. Corollary 1.7 and Remark 3.20 imply that the holomorphic map f is open
and closed. Connectedness of Y implies f (X) = Y , i.e. f is surjective.

i) Unbounded, unbranched covering projection outside the critical fibres:
According to Proposition 1.6 the function f has locally the form

f (z) = zk, k ≥ 1.

Hence its set A of branch points is discrete and closed, which implies that also the
set

B := f (A)⊂ Y

of critical values is closed. Set

Y ′ := Y \B and X ′ := X \ f−1(B).

The restriction
f ′ := f |X ′ : X ′ −→ Y ′
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is an unbranched covering projection. Properness of f implies that also f ′ is proper.
Remark 3.20, part 4 implies that

f ′ : X ′ −→ Y ′

is an unbounded unbranched covering projection with finite fibres. The set X ′ is
connected. Hence also Y ′ is connected and the cardinality of the fibres of f ′ has a
constant value n ∈ N∗.

ii) Cardinality of the fibres at critical values: Let y0 ∈ B be a critical value of f
with fibre

Xy0 = {x1, ...,xr}, k j := v( f ; x j) ∈ N, j = 1, ...,r.

Proposition 1.6 implies: For each j = 1, ..,r exist an open neighbourhood

U j ⊂ X

of x j and an open neigbhourhood

Vj ⊂ Y

of y0 such that for each point y ∈Vj \{y0} the set

f−1(y)∩U j

has
k j = v( f ,x j)

distinct points. We may assume the open sets U j pairwise disjoint. Remark 3.20,
part 3 implies the existence of an open neighbourhood of y0

V ⊂
r⋂

j=1

Vj

with

f−1(V )⊂
r⋃

j=1

U j.

Hence for each point y ∈V ∩Y ′ the fibre Xy has

n = k1 + ...+ kr

points while

card Xy0 :=
r

∑
j=1

v( f ;x j) = k1 + ...+ kr, q.e.d.
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Corollary 3.23 (Surjectivity of holomorphic maps). Any non-constant holomor-
phic map f : X −→ Y between two Riemann surfaces with X compact is surjective.

Proof. The map f is proper, q.e.d.

Corollary 3.24 (Poles and zeros of a meromorphic function). A non-constant
meromorphic function on a compact Riemann surface X has the same number of
poles and zeros, counted according to multiplicity. In particular: A polynomial of
degree n ∈ N∗, when considered as a meromorphic function on P1, has exactly n
zeros, counted according multiplicity.

Proof. According to Theorem 1.10 a meromorphic function f on a Riemann surface X
can be considered a holomorphic map

f : X −→ P1.

The map is proper because X is compact. Hence Theorem 3.22 proves the claim. A
polynomial of degree n ∈ N∗ has a single pole. The pole is at ∞ ∈ P1 and has the
order = n. Hence the polynomial has exactly n zeros, q.e.d.

3.3 Analytic continuation

Definition 3.25 (Analytic continuation of a germ along a path). Consider a Rie-
mann surface X , a path

γ : I −→ X

from a point a ∈ X to a point b ∈ X . A germ

fb ∈ Ob

originates from a germ fa ∈ Oa by analytic continuation along γ if the following
properties are satisfied:

• For each t ∈ I exists a germ
fγ(t) ∈ Oγ(t)

such that
fγ(0) = fa and fγ(1) = fb

• and for each t ∈ I exists an open neighbourhood T ⊂ I of t, an open set U ⊂ X
with γ(T )⊂U , and a holomorphic function f ∈ O(U) such that for all τ ∈ T

fγ(τ) = π
U
γ(τ)( f ).
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See Figure 3.1, upper part.

Fig. 3.1 Analytic continuation

Because I is compact, Definition 3.25 is equivalent to the following
“Kreiskettenverfahren”, see Figure 3.1, lower part: There exist

• a finite subdivision of I

0 < t0 < t1 < ... < tn−1 < tn = 1

• a family
U = {U1, ...,Un}

of domains in U j ⊂ X with

γ([t j−1, t j])⊂U j, j = 1, ...,n,

• and for each j = 1, ...,n a holomorphic function f j ∈ O(U j) with
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fa = π
U1
a ( f1) and fb = π

Un
b ( fn)

such that on the component of U j ∩U j+1 which contains the point γ(t j)

f j = f j+1, j = 1, ...,n−1.

Note that Definition 3.25 defines the analytic continuation of germs as a relation
between germs, not between functions.

The concept of analytic continuation of a holomorphic germ along a path trans-
lates to lifting the path to the étale space of the structure sheaf.

Theorem 3.26 (Analytic continuation of holomorphic germs and the étale space
of the structure sheaf). Consider a Riemann surface X, two points a, b ∈ X with
germs

fa ∈ Oa and fb ∈ Ob

and a path
γ : I −→ X

with
γ(0) = a and γ(1) = b.

Then are equivalent:

• The germ fb ∈ Ob is the analytic continuation of fa along γ

• The path γ lifts to a path
γ̃ : I −→ |O|

according to

(|O|, fa)

(I,0) (X ,a)

pγ̃

γ

and the lifting γ̃ satisfies
γ̃(1) = fb

Proof. i) Assume that fb ∈ Ob is the analytic continuation of fa ∈ Ob along γ . The
family ( fγ(t))t∈I defines the map

γ̃ : I −→ |O|, t 7→ fγ(t)

By definition of the topology of |O| the map γ̃ is continuous and the diagram from
Theorem 3.26 commutes.
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ii) Conversely, assume the existence of a lift γ̃ according to the diagram. We define
a family of germs ( fγ(t))t∈I by

ft := γ̃(t) ∈ Oγ(t).

For given τ ∈ I choose an open neighbourhood [U, f ] of γ̃(τ). By continuity exists
an open neighbourhood T of τ in I such that

γ̃(T )⊂ [U, f ], i.e.

γ(T )⊂U and fγ(t) = γ̃(t) = π
U
t ( f ) for all t ∈ T.

By definition
fb := γ̃(1)

is an analytic continuation of fa along γ , q.e.d.

Theorem 3.26 states concerning a germ fa ∈ Oa: The analytic continuations of fa
along a path γ equals the endpoint γ̃(1) of the lift γ̃ of γ . According to
Theorem 3.27 the analytic continuation along a path γ depends only on the
homotopy class of γ .

Proposition 3.27 (Monodromy). Let X be a Riemann surface. Consider two paths

γ0, γ1 : I −→ X

with
a := γ0(0) = γ1(0) and b := γ0(1) = γ1(1)

and a homotopy (γs)s∈I relative {0,1} from γ0 to γ1. Moreover consider a germ fa ∈ Oa
and assume that fa has an analytic continuation along every path γs, s ∈ I. Then fa
extends along γ0 and along γ1 to the same germ fb ∈ Ob, see Figure 3.2.

Fig. 3.2 Monodromy
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Proof. Theorem 3.26 implies that each curve γs, s ∈ I, lifts to a curve

γ̃s, s ∈ I,

which starts at fa ∈ |O|. One checks that the map

Φ̃ : I × I −→ X , (t,s) 7→ γ̃s(t)

is continuous because p is a local homeomorphism, see [8, Theor. 4.10]. In par-
ticular, the endpoints of γ̃s, s ∈ I, depend continuously on s ∈ I. They vary in the
fibre p−1(b), hence they are constant, i.e. each lift γ̃s, s ∈ I, terminates at fb ∈ |O|,
q.e.d.

Remark 3.28 (Pushdown of holomorphic germs along holomorphic, unbranched
covering projections). A holomorphic, unbranched covering projection

p : Y −→ X

between two Riemann surfaces is locally biholomorphic. Hence for each x ∈ X and
each y ∈ Yx the composition with the canonical maps from Remark 2.13, 2

p∗ := [OX ,x −→ (p∗OY )x −→ OY,y]

is an isomorphism of stalks. We denote by

p∗ : OY,y −→ OX ,x

its inverse, the pushdown of germs.

We now investigate the analytic continuation of a holomorphic germ to a global
holomorphic function. In particular, we have to provide a domain of definition for
the analytic extension.

Definition 3.29 (Global analytic continuation of a germ). Consider a Riemann
surface X , a point a ∈ X and a germ fa ∈ Oa.

1. A global analytic continuation of fa is a triple

(p, f ,b)

with

• a holomorphic, unbranched covering of pointed Riemann surfaces.

p : (Y,b)−→ (X ,a)
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• and a holomorphic function
f : Y −→ C

such that the germ
fb ∈ OY,b

of f in b ∈ Y satisfies

p∗( fb) = fa with p∗ : OY,b −→ OX ,a

the pushdown from Remark 3.28.

2. A global analytic continuation (p, f ,b) of fa is maximal or universal iff each ana-
lytic contiuation of fa factorizes via (p, f ,b), i.e. iff for any analytic continuation

(p′, f ′,b′)

of fa exists a holomorphic map

F : Y ′ −→ Y

such that the following diagram commutes

(Y ′,b′) (Y,b)

(X ,a)

F

p′ p

and the pullback of f satisfies

F∗( f ) := f ◦F = f ′.

Lemma 3.30 proves for a global analytic continuation (Y, p,b) of fa ∈OX ,a: Any
path starting at b ∈ Y induces an analytic continuation of fa along the induced path
in X .

Lemma 3.30 (Global analytic continuation and analytic continuations along
paths). Let X be a Riemann surface and consider a global analytic continuation

(p, f ,b)

of a germ fa ∈ OX ,a. Then for any point y ∈ Y the germ at x := p(y)

fx := p∗( fy) ∈ OX ,x

originates from the germ
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fa ∈ OX ,a

by analytic continuation along a suitable path in X from a to x.

Proof. Because the Riemann surface Y is connected and therefore also path-connected,
we may choose a path in Y from b to y

α : (I,0)−→ (Y,b).

The path α projects to the path p◦α in X from a to x according to the commutative
diagram

(Y,b)

(I,0) (X ,a)

α p

p◦α

The locally biholomorphic map pushes down the holomorphic germs along α to
a compatible family of holomorphic germs along p◦α , see Figure 3.3, q.e.d.

Fig. 3.3 Paths in the étale space and analytic continuation

Summing up the statements of Lemma 3.30 and Theorem 3.26: Consider a Rie-
mann surface X , a point a ∈ X and a germ fa ∈ OX ,a. Assume a global analytic
continuation (p, f ,b) of fa.

• Each point y ∈ Y defines a germ

p∗( fy) ∈ OX ,x, x := p(y),
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which originates from fa by analytic continuation along a path in X .

• If Y ⊂ |OX | is the component which contains fa and

p : Y −→ X

the canonical unbranched covering, then the germs, which originate from fa by
analytic continuation along a path in X , correspond bijectively to the points of Y .

Theorem 3.31 shows: The maximal global analytic extensions of the germs of
holomorphic functions on a Riemann surface X are the restrictions of the étale space
of the structure sheaf O

p : |O| −→ X

to its connected components Y ⊂ |O|. Hence we now make the step from the level
of stalks to the level of global holomorphic functions which are implicitely defined
by the germs of the stalk.

Theorem 3.31 (Existence of the maximal global analytic continuation). Con-
sider a Riemann surface X and a point a∈ X. Then any germ fa ∈Oa has a maximal
global analytic continuation.

Proof. We have to define a triple (p, f ,b) with the properties from Definition 3.29.

i) Definition of p: We denote by Y ⊂ |O| the component which contains fa and
restrict the canonical projection

|O| −→ X

to obtain a holomorphic unbranched covering projection

p : Y −→ X ,

see Remark 3.14. We set
b := fa ∈ Y.

ii) Definition of f : We define
f : Y −→ C

in the following tautological way: By definition each point y ∈ Y is a
germ fp(y) ∈ Op(y). We define

f (y) := fp(y)(p(y))

attaching to y ∈ Y the value of the germ

fp(y) ∈ Op(y)

at the point p(y) ∈ X .
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To show that f is holomorphic we note that the component Y ⊂ |O| is open
because the topological space |O| is locally connected. A given point y ∈ Y with

x := p(y) ∈ X

has an open neighbourhood V ⊂ Y such

U := p(V )⊂ X

is open, the restriction
p|V : V −→U

is biholomorphic, and the germ fx has a holomorphic representative

fU : U −→ C.

The composition
f |V = fU ◦ (p|V )

shows the holomorphy of f |V . As a consequence

(p, f ,b)

is a global analytic extension of fa ∈ Oa.

iii) Maximality: Now consider a further global analytic continuation (q,g,c)
of fa ∈ Oa with

q : (Z,c)−→ (X ,a).

We have to construct a holomorphic function

F : (Z,c)−→ (Y,b)

such that the following diagram commutes:

C

(Z,c) (Y,b)

(X ,a)

g f

F

q p

We define
F : (Z,c)−→ (Y,b)

as follows: For a given point ζ ∈ Z choose a path in Z from c to ζ
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α̃ : (I,0)−→ (Z,c).

• Pushing down α̃ via q: Lemma 3.30 implies for the path

γ := q◦ α̃ : (I,0)−→ (X ,a) :

The germ
fa = q∗(gc) ∈ OX ,x

extends along γ to the analytic germ

fx := q∗(gζ ) ∈ OX ,x, x := q(ζ ),

see Figure 3.5.

Fig. 3.4 Definition of F

• Lifting γ via p: According to Theorem 3.26 the germs, which originate
from fa ∈ OX ,a by analytic continuations along the path γ in X , correspond
bijectively to the points of Y . Hence the germ

fx ∈ OX ,x

determines a unique point y ∈ Y with

p∗( fy) = fx = q∗(gζ ) ∈ OX ,x

We define
F(ζ ) := y ∈ Y.

One checks that F is holomorphic and satisfies

F∗( f ) = g, q.e.d.
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[25, Chap. 3] presents some interesting examples of maximal global analytic
continuations.

Fig. 3.5 The “mysterious” spiral staircase: Maximal global analytic continuation of the logarithm
(due to Leonid 2)

Remark 3.32 (The “mysterious” spiral staircase). Figure 3.5 visualizes the expo-
nential map as the maximal global analytic continuation (p, f ,b) of the germ of the
principal value Log of the logarithm at the point
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a = 1 ∈ C∗.

The figure shows the total space Y of the unbranched covering projection

p : (Y,b)−→ (X ,a) = (C∗,a)

The projection maps in vertical direction onto (X ,a).

i) Construction of (p, f ,b): The Riemann surface Y is obtained by gluing the family

Yk, k ∈ Z,

of copies Yk ≃ C∗ along the negative real axis R−: After passing R− from the
second quadrant in Yk one enters the third quadrant in Yk+1. After gluing Yk
with Yk+1, the limit points when approaching the negative real axis from the
upper Yk+1 are considered elements of the lower Yk. Define

Y :=
⋃̇

k∈Z
Yk

Then elements of Y are pairs
(y,k) ∈ C∗×Z.

Set
a := 1 ∈ C∗ and b := (1,0) ∈ Y.

The map p projects Y in vertical direction onto C∗ as

p : (Y,b)−→ (C∗,a), (y,k) 7→ y.

On Y exists a global logarithm, the holomorphic function

log : Y −→ C, log(y,k) := Log(y)+ k ·2πi

with Log the principal value of the logarithm. The triple

(p, log,b)

is a global analytic continuation of the germ of Log at a = 1.

ii) The exponential map and global analytic continuation of Log: The Riemann
surface Y is simply connected because there is no central fibre Y0. As a
consequence Y is homeomorphic - and a posteriori biholomorphic - to the total
space C of the universal covering of C∗

exp : C−→ C∗

A biholomorphic map
F : C ≃−→ Y

making commutative the diagram
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C

(C,0) (Y,(1,0))

(C∗,1)

F

exp p

idC log

can be obtained as follows: Let

D := {z ∈ C : −iπ < Im z ≤ iπ}

denote a fundamental domain of the exponential map and set

Dk := D+ k ·2πi

Each restriction
exp|Dk : Dk −→ C∗

is a bijective continuous map. The maps

Fk : Dk −→ Yk,(z,k) 7→ (exp(z),k), k ∈ Z,

combine to a biholomorphic map

F : C=
⋃̇

k∈Z
Dk −→ Y =

⋃̇
k∈Z

Yk

with
F(0) = (1,0) ∈ Y

One computes for each k ∈ Z

F∗( f )|Dk : Dk −→ C,z 7→ log(exp(z),k) = Log(exp(z))+ k ·2πi = z,

hence
log◦F = idC.

As a consequence the two global analytic continuations of the germ of Log

(p, f ,b) and (exp, idC,0)

with
exp : (C,0)−→ (C∗,1)

are isomorphic.
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iii) Maximality: If (q,g,c) with

q : (Z,c)−→ (X ,a), Z ⊂ |OX |,

denotes the maximal global continuation of the germ

fa = Log1

then the maximality induces a holomorphic map

F : C−→ Z

such that the following diagram commutes

C

(C,0) (Z,c)

(C∗,1)

id g

exp

F

q

and
F∗(g) := g◦F = idC.

Hence F is injective. Because exp and q are surjective unbranched covering
projections, the general theory of covering projections implies that also F is a
surjective covering projection. Hence the map F is a holomorphic
homeomorphism, and therefore biholomorphic, q.e.d.

We conclude this section with an outlook. It shows how the étale space of the
structure sheaf can be used to consider a multiple-valued meromorphic function on
a compact Riemann surface X as a well-defined meromorphic function on a covering
of X .

Remark 3.33 (Algebraic extensions of the field of meromorphic functions). Consider
a compact Riemann surface X and the field

k := M (X)

of global meromorphic functions on X . Each finite field extension K/k of k has a
primitive element: There exist an element F with

K = k(F).
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The field extension poses the following problem:

• How to realize F as a meromorphic funtion F ∈ M (Y ) defined on a suitable
Riemann surface Y and

• how to relate Y to X?

i) The minimal polynomial: We consider the minimal polynomial P ∈ k[T ] of K/k,
an irreducible polynomial of degree

n := [K : k].

Let
P(T ) = T n + c1 ·T n−1 + ...+ cn−1 ·T + cn ∈ k[T ]

For j = 1, ...,n the coefficient (−1) j · c j ∈ k is the j-th elementary symmetric poly-
nomial

s j(F1, ...,Fn) ∈ k

in the n-roots of P.

ii) Construction within the étale space |OX |: Denote by ∆ ∈ k[T ] the discriminant
of P. There exists a discrete set A ⊂ X such that each coefficient c j, j = 1, ...,n, is
holomorphic in a neighbourhood of all points of

X ′ := X \A

and such that ∆ has no zeros in X ′. Set

Y ′ := {gx ∈ |OX | : x ∈ X ′ and P(gx) = 0}

with the canonical projection
π
′ : Y ′ −→ X ′.

One defines the holomorphic function

F1 : Y ′ −→ X ′, F1(gx) := gx(x).

It satisfies P(F1) = 0, i.e. for all y ∈ Y ′ and for all x := π ′(y) ∈ X ′

0 = P(F1)(y) = F1(y)n + c1(x) ·F1(y)n−1 + ...+ cn−1(x) ·F1(y)+ cn(x).

iii) Extending the unbranched covering to include branch points over X : One
checks, that π ′ is an unbounded, unbranched covering projection, which extends to
a proper, holomorphic, but possibly branched covering projection

π : Y −→ X

of Riemann surfaces according to the following commutative diagram
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Y ′ Y

X ′ X

π ′ π

The holomorphic function F1 on Y ′ extends to a meromorphic function F on Y
annihilated by the pullback π∗(P) of the minimal polynomial, i.e. on Y

(π∗(P))(F) = 0.

For the details of this construction as well as for an illustrative example see
[8, Theorem 8.9 and Example 8.10].



Chapter 4
Differential forms

Exterior derivation is the means to define derivatives on smooth manifolds. The
exterior derivation generalizes the partial derivations in affine space. In order that
the result on a manifold is independent from the used charts one has to define the
exterior derivation of a functions as a first order differential form. Analogously, the
exterior derivation of a first order differential form has to be defined as a second
order differential form.

The main result on exterior derivation on a Riemann surface, i.e. on a manifold
with an additional complex structure, is the exactness of the Dolbeault sequence and
the de Rham sequence, see Section 5.1 and 5.2 later on.

4.1 Cotangent space

This section starts with considering the smooth structure of a Riemann manifold.
First, we study some algebraic properties of the stalks of the sheaf E of smooth
functions. We recall that a local ring is a ring with exactly one maximal ideal.

Lemma 4.1 (Ring of germs of smooth functions). Denote by R the ring of smooth
functions defined in a neighbourhood of 0 ∈ R2, i.e. R is the quotient of the set

{ f : U −→ C| U ⊂ R2 open neighbourhood of 0, f smooth}

when identifying two functions with the same restriction to a common neighbour-
hood of zero. The ring R is isomorphic to the stalks EX ,x of the structure sheaf EX
of the smooth - not the complex - structure of a Riemann surface X at an arbitrary
point x ∈ X.

1. The set

75
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m := { f ∈ R : f (0) = 0}

is the unique maximal ideal of R, hence R is a local ring.

2. The product satisfies

m2 =

{
f ∈ R : f (0) =

∂ f
∂x

(0) =
∂ f
∂y

(0) = 0

}
.

Proof. 1) If f ∈ R but f (0) ̸= 0 then the reciproque

f−1 :=
1
f
∈ R,

hence f is a unit in R. Conversely: For every unit f the reciproque f−1 ∈ R exists
which implies f (0) ̸= 0.

Hence R \m is the set of units of R. Any ideal a ⊂ R which contains an
element f ∈ R\m equals R. As a consequence m ⊂ R is a maximal ideal, and it
is the only maximal ideal.

2) If

h := f ·g ∈m2, f , g ∈m,

then by the product rule

∂h
∂x

(0) =
∂ f
∂x

(0) ·g(0)+ f (0) ·
∂g
∂x

(0) = 0

and similarly for
∂h
∂y

(0). Conversely assume h ∈m satisfying

∂h
∂x

(0) =
∂h
∂y

(0) = 0.

For (x,y) in a ball neighbourhood of 0 ∈ R2 we have

h(x,y) :=
∫ 1

0

d
dt

h(tx, ty) dt =
∫ 1

0

(
∂h
∂x

(tx, ty) · x+
∂h
∂y

(tx, ty) · y

)
dt =

= x ·
∫ 1

0

∂h
∂x

(tx, ty) dt + y ·
∫ 1

0

∂h
∂y

(tx, ty) dt = x ·h1(x,y)+ y ·h2(x,y)

with
h1, h2 ∈m and thus h ∈m2

because by assumption
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h1(0,0) =
∫ 1

0

∂h
∂x

(0,0) dt =
∂h
∂x

(0,0) ·1 = 0

and similarly
h2(0,0) = 0, q.e.d.

A smooth 2-dimensional manifold is locally isomorphic to an open neighbourhood
of 0 ∈ R2. Hence the result of Lemma 4.1 carries over to the stalks of the structure
sheaf E of the smooth structure underlying a Riemann surface.

Corollary 4.2 (The stalk of the structure sheaves E and O). Let X be a
Riemann surface and fix an arbitrary point p ∈ X.

1. The stalk Ep of the smooth structure sheaf E on X is a commutative ring with 1.

2. An element f ∈ Ep is a unit if and only if

f (p) ̸= 0.

The non-units of Ep form the unique maximal ideal

mE ,p = { f ∈ Ep : f (p) = 0}.

The ring Ep is a local ring with residue field

k(p) := Ep/mE ,p = C

and the injection
k(p) ↪→ Ep

embeds the germs of locally constant functions.

3. The subring
Op ⊂ Ep,

the stalk of the holomorphic structure sheaf on X, is a local ring with maximal
ideal

mO,p = { f ∈ Op : f (p) = 0}

and residue field
kO(p) := Op/mO,p = C.

Note. In the holomorphic context the powers of the maximal ideal

mk
O,p, k ∈ N∗,

are principal ideals. The ideal mO,p is generated by the germ of the coordinate func-
tion z. The product mk

O,p is generated by the germ of power of zk.
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For a Riemann surface X we now use charts around a given point to carry over
the concept of the cotangent space from the affine spaces R2 ≃ C to the smooth
and to the complex structure of X . We start with the smooth cotangent space and
identify the holomorphic cotangent space as a subspace. If not stated otherwise we
will identify C and its open subsets with R2 and its open subsets.

Definition 4.3 (Partial derivations and Wirtinger operators). Let X be a Rie-
mann surface. A chart of X

z = x+ i · y : U −→V ⊂ C

defines for any function f ∈ E (U) a smooth function

f ◦ z−1 : V −→ C

according to the commutative diagram

U C

V

f

f ◦ z−1z

One defines the partial derivations

∂

∂x
: E (U)−→ E (U),

∂ f
∂x

:=
∂ ( f ◦ z−1)

∂x
◦ z

∂

∂y
: E (U)−→ E (U),

∂ f
∂y

:=
∂ ( f ◦ z−1)

∂y
◦ z

and the Wirtinger operators

∂ :=
∂

∂ z
:=

1
2
·

(
∂

∂x
− i ·

∂

∂y

)
and ∂ :=

∂

∂ z
:=

1
2
·

(
∂

∂x
+ i ·

∂

∂y

)

Note. The partial derivatives from Definition 4.3 depend on the choice of the
chart which is used for the definition.

Remark 4.4 (Wirtinger operators). Consider a Riemann surface X , a chart of X

z : U −→V ⊂ R2

and a smooth function
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f : U −→ C.

i) The Wirtinger operators on the Riemann surface X relate to the Wirtinger opera-
tors on C:

∂ f :=
∂ ( f ◦ z−1)

∂ z
◦ z and ∂ f :=

∂ ( f ◦ z−1)

∂ z
◦ z

In both equations the Wirtinger operator on the left-hand side relates to the open
set U ⊂ X of the Riemann surface, while the Wirtinger operator on the right-hand
side relates to the open set V ⊂ C of the plane. As a consequence, the smooth
function f is holomorphic iff

∂ f = 0.

ii) With respect to complex conjugation the Wirtinger operators satisfy

∂ f
∂ z

=
∂ f
∂ z

and
∂ f
∂ z

=
∂ f
∂ z

.

iii) We have
∂

∂ z
+

∂

∂ z
=

∂

∂x
and

∂

∂ z
−

∂

∂ z
=

1
i
·

∂

∂y

Definition 4.5 (Smooth cotangent space and differential). Consider a Riemann
surface X and fix a point p ∈ X . Denote by

mE ,p ⊂ Ep

the maximal ideal in the ring of germs of smooth functions in a neighbourhood of p.

1. The quotient
T 1

p :=mE ,p/m
2
E ,p

is in a canonical way a vector space over the residue field

C≃ k(p) = Ep/mE ,p,

named the smooth cotangent space of X at p ∈ X . Its elements are called smooth
cotangent vectors of X at p.

2. The canonical map

dp : Ep −→ T 1
p , f 7→ dp f := f − f (p) mod m2

p

is named the differential. Because

f − f (p) ∈mp

its residue class in mE ,p/m
2
E ,p is well-defined.
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The smooth cotangential space T 1
p is an invariant of the stalk Ep of the smooth

structure sheaf E of the Riemann surface X . Because all rings Ep, p ∈ X , are iso-
morphic to the same ring R, the cotangent space T 1

p is also denoted T 1R and equated
with the cotangent space of the ring R.

Proposition 4.6 (Basis of the smooth cotangent space). Consider a Riemann sur-
face X and a point p ∈ X. If

z : U −→V ⊂ C

is chart around p with decomposition

z = x+ i · y

then the two differentials
(dpx,dpy)

form a basis of the smooth cotangent space T 1
p . The cotangent vector derived from

a germ f ∈ Ep

dp f = f − f (p) mod m2
p

has the basis representation

dp f =
∂ f
∂x

(p) ·dpx+
∂ f
∂y

(p) ·dpy

Proof. The claim is local. Hence we may assume U ⊂C≃R2 a disk with center p = 0.

i) Generators: The idea of the proof is to represent a smooth function f ∈ E (U) by
its Taylor expansion

f (x,y) = f (0)+
∂ f
∂x

(0) · x+
∂ f
∂y

(0) · y+ r(x,y)

with the rest term r ∈ E (U) satisfying

r(0,0) =
∂ r
∂x

(0,0) =
∂ r
∂y

(0,0) = 0.

Lemma 4.1 implies r ∈m2
p. We obtain

f − f (0)≡
∂ f
∂x

(0) · x+
∂ f
∂y

(0) · y mod m2
p

Hence

dp f =
∂ f
∂x

(0) ·dpx+
∂ f
∂y

(0) ·dpy

ii) Linear independence: If the cotangent vector satisfies
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c1 ·dpx+ c2 ·dpy = 0 ∈mp/m
2
p

then its representing function

f := c1 · x+ c2 · y ∈mp

already belongs to m2
p. Lemma 4.1 implies that the partial derivatives at p = 0 van-

ish, i.e.

0 =
∂ f
∂x

(p) = c1 and 0 =
∂ f
∂y

(p) = c2, q.e.d.

The smoooth cotangent space T 1
p is a 2-dimensional complex vector space:

• It is a complex vector space because it is defined by using complex-valued func-
tions.

• It is 2-dimensional because the differentials of the two real coordinate functions x
and y form a basis.

The cotangent space T 1
p is attached to the point p ∈ X . The index p must not suggest

that its elements are germs - they are not. We will see that the cotangent vectors
from T 1

p are the values at the point p of the germs of certain differential forms de-
fined in an open neighbourhood of p.

Proposition 4.7 (Splitting the smooth cotangent space). Let X be a Riemann sur-
face. Consider a point p ∈ X. A chart around p

z : U −→V

splits the smooth cotangent space as the direct sum of two 1-dimensional complex
subspaces

T 1
p = T 1,0

p ⊕T 0,1
p

with
T 1,0

p := C ·dpz and T 0,1
p := C ·dpz.

The splitting is independent from the choice of the chart. As a consequence, the
differential dp splits as

d′
p : Ep −→ T 1,0

p , d′
p( f ) :=

∂ f
∂ z

·dpz,

and

d′′
p : Ep −→ T 0,1

p , d′′
p( f ) :=

∂ f
∂ z

·dpz,

satisfying
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dp f = d′
p f +d′′

p f .

The complex subspace
T 1,0

p ⊂ T 1
p

is named the holomorphic cotangent space of X at p.

Proof. We assume the existence of a second chart of X around p ∈ X

w : S −→ T

Then
U ∩V ̸= /0.

With respect to the chart z we have the Taylor expansions of w

w−w(p) =
∂w
∂ z

(p) · (z− z(p))+
∂w
∂ z

(p) · (z− z(p)) mod m2
E ,p

and of w

w−w(p) =
∂w
∂ z

(p) · (z− z(p))+
∂w
∂ z

(p) · (z− z(p)) mod m2
E ,p

They imply

dpw =
∂w
∂ z

(p) ·dpz+
∂w
∂ z

(p) ·dpz

dpw =
∂w
∂ z

(p) ·dpz+
∂w
∂ z

(p) ·dpz.

The holomorphy of the transition function

w◦ z−1

implies
∂w
∂ z

= 0.

and together with Remark 4.4

∂w
∂ z

=
∂w
∂ z

= 0.

Hence

dpw =
∂w
∂ z

(p) ·dpz and dpw =
∂w
∂ z

(p) ·dpz

with non-zero coefficients because w ◦ z−1 is locally biholomorphic. As a conse-
quence the splitting

T 1
p = T 1,0 ⊕T 0,1
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is independent from the chosen chart, q.e.d.

4.2 Exterior derivation

From real analysis it is well-known that differential forms of higher order are gen-
erated by the exterior product of first oder differentials. We recall the underlying
algebraic construction, the exterior algebra of a vector space.

Remark 4.8 (Exterior product). For a complex vector space V the exterior product

2∧
V

is the complex vector space with elements

v1 ∧v2, v1,v2 ∈V

which satisfy the rules

(v1 +v2)∧v3 = v1 ∧v3 +v2 ∧v3

(λ ·v1)∧v2 = λ · (v1 ∧v2)

v1 ∧v2 =−v2 ∧v1 (alternating)

If (v1, ...,vn) is a basis of V then the elements

vi ∧v j, 1 ≤ i < j ≤ n

are a basis of
∧2 V . As consequence

dim
2∧

V =

(
n
2

)
=

n(n−1)
2

.

Lemma 4.9 (Basis of T 2
p ). Let X be a Riemann surface. Consider a point p ∈ X and

a chart around p of X
z : U −→V

with decomposition
z = x+ i · y.

Then each of the following elements

dpx∧dpy and dpz∧dpz =−2i ·dpx∧dpy
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is a basis of the 1-dimensional exterior product of the smooth cotangent space

T 2
p :=

2∧
T 1

p

Definition 4.10 (Differential forms). Consider a Riemann surface X . For j = 1,2
define

T jX :=
⋃̇

x∈X
T j

x

with the canonical map

p j : T jX −→ X , v 7→ x if v ∈ T j
x .

A differential form on an open set Y ⊂ X of order j is a section of p j, i.e. a map

ω : Y −→ T jX with p j ◦ω = idY .

In Definition 4.10 the condition

p j ◦ω = idY

means that a differential form ω of order j evaluates at each x ∈ Y to a value

ω(x) ∈ T j
x

in the smooth cotangent space respectively in its exterior power.

If
z : U −→V

is chart of X around p ∈ Y then any first order differential form ω on U ∩Y has the
form

ω = f ·dz+g ·dz

with two functions f ,g : U ∩Y −→ C. Here dz and dz are the differential forms on U
which evaluate at a point p ∈U to

dpz ∈ T 1
p respectively dpz ∈ T 1

p .

Any second order differential form η on U ∩Y has the form

η = h ·dz∧dz

with a function h : U ∩Y −→ C. Here

dz∧dz
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evaluates at p ∈U to
dpz∧dpz ∈ T 2

p .

Definition 4.11 (The sheaves of respectively smooth, holomorphic, and mero-
morphic differential forms). Let X be a Riemann surface.

1. A first order differential form

ω : Y −→ T 1X , Y ⊂ X open,

is smooth respectively holomorphic respectively meromorphic if for any chart

z : U −→V

the restriction to U ∩Y has the form

ω|U ∩Y = f ·dz+g ·dz

with smooth functions f ,g respectively

ω|U ∩Y = f ·dz

with a holomorphic respectively meromorphic function f .

2. Similarly, a second order differential form

ω : Y −→ T 2X ,Y ⊂ X open,

is smooth if for any chart
z : U −→V

the restriction to U ∩Y has the form

ω|U ∩Y = f ·dz∧dz

with a smooth function f .

3. For j = 1,2, the presheaf

E j(U) := {ω : U −→ T jU : smooth}, U ⊂ X open,

with canoncial restrictions is a sheaf E j on X , named the sheaf of smooth differ-
ential forms of order j. Analogously one obtains the subsheaves

E 1,0 ⊂ E 1 and E 0,1 ⊂ E 1

with the sections
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E 1,0(U) := {ω ∈ E 1(U) : ω(x) ∈ T 1,0
x for all x ∈U}

and
E 0,1(U) := {ω ∈ E 1(U) : ω(x) ∈ T 0,1

x for all x ∈U}.

One defines
E 0 := E and E 1,1 := E 2

as respectively the smooth structure sheaf and the sheaf of smooth differential
forms of highest order.

4. The presheaf

Ω
1(U) := {ω : U −→ T 1U : holomorphic}, U ⊂ X open,

with canoncial restrictions is a sheaf Ω 1 on X , named the sheaf of holomorphic
differential forms.

5. The presheaf

M 1(U) := {ω : U −→ T 1U : meromorphic}, U ⊂ X open,

with canoncial restrictions is a sheaf M 1 on X , named the sheaf of meromorphic
differential forms.

Definition 4.12 (Exterior derivation with respect to charts). Let X be a Riemann
surface and

z : U −→ C

a chart of X . For j = 0,1 we define C-linear maps

d,d′,d′′ : E j(U)−→ E j+1(U)

as follows:

• j=0: For f ∈ E (U) set

d′ f := ∂ f ·dz ∈ E 1,0(U) and d′′ f := ∂ f ·dz ∈ E 0,1(U)

and
d f := d′ f +d′′ f ∈ E (U) (Total differential)

• j=1: For
ω = g ·dz+h ·dz ∈ E 1(U)

set
d′

ω := d′g∧dz+d′h∧dz = d′h∧dz = ∂h ·dz∧dz ∈ E 2(U)

d′′
ω := d′′g∧dz+d′′h∧dz = d′′g∧dz = ∂g ·dz∧dz ∈ E 2(U)
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and
dω := d′

ω +d′′
ω ∈ E 2(U).

In Definition 4.12 note

d′g∧dz = 0 and d′′h∧dz = 0.

Proposition 4.13 (The sheaf morphism exterior derivation). Let X be a Riemann
surface. The locally defined exterior derivations from Definition 4.12 are indepen-
dent from the choice of the charts. For j = 0,1 they define sheaf morphisms

d,d′,d′′ : E j −→ E j+1

with
d′(E )⊂ E 1,0 and d′′(E )⊂ E 0,1

Proof. Consider a second chart

w : S −→ T.

Using the holomorphy of the transition function we obtain

dz =
∂ z
∂w

·dw and dz =
∂ z
∂w

·dw,

compare proof of Proposition 4.7. As a consequence

∂

∂ z
=

∂

∂w
·

∂w
∂ z

and
∂

∂ z
=

∂

∂w
·

∂w
∂ z

1. j=0: Consider a smooth function f ∈ E (U ∩ S). With respect to the chart z we
have

d f =
∂ f
∂ z

·dz+
∂ f
∂ z

·dz

As a consequence

d f =
∂ f
∂w

·
∂w
∂ z

·
∂ z
∂w

·dw+
∂ f
∂w

·
∂w
∂ z

·
∂ z
∂w

·dw

Hence

d f =
∂ f
∂w

·dw+
∂ f
∂w

·dw

which is the exterior derivation obtained by using the chart w.
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2. j=1:

i) First we proof the independence for the exterior derivation d′:

Because
d′|E (1,0)(U) = 0

it suffices to consider
ω = f ·dz ∈ E (0,1)(U ∩S).

Transforming dz we obtain with respect to the chart w

ω = f ·

(
∂ z
∂w

·dw

)
=

(
f ·

∂ z
∂w

)
·dw

and

d′
ω =

∂

∂w

(
f ·

∂ z
∂w

)
·dw∧dw =

∂ f
∂w

·
∂ z
∂w

·dw∧dw

Here

f ·
∂ 2z

∂w∂w
= 0

because
∂ z
∂w

= 0.

Using
∂ f
∂w

=
∂ f
∂ z

·
∂ z
∂w

we obtain

d′
ω =

∂ f
∂ z

·

(
∂ z
∂w

·dw

)
∧

(
∂ z
∂w

·dw

)
=

∂ f
∂ z

· (dz∧dz),

which equals the definition of d′ω with respect to the chart z.

ii) The proof of the independence of d′′ is analogous.

iii) The independence of
d = d′+d′′

follows from part i) and ii).

Proposition 4.14 (Restriction and iteration of derivations). Let X be a Riemann
surface. The exterior derivations satisfy:

1. Restriction:
d|Ω 1 = 0 and d′|E 1,0 = d′′|E 0,1 = 0.
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2. Iteration:
0 = d ◦d = d′ ◦d′ = d′′ ◦d′′ : E −→ E 2.

and
d′ ◦d′′ =−d′′ ◦d′,

i.e. each mesh is anticommutative:

E p,q E p+1,q

E p,q+1 E p+1,q+1

d′

d′′

d′
d′′

Proof. 1. The proof follows directly from the local representation.

2. It suffices to prove the analogous claim on the level of stalks. Here the question
is local and w.l.o.g. X = C:

(d ◦d)( f ) = d(d f ) =

= d

(
∂ f
∂ z

+
∂ f
∂ z

)
=

∂ 2 f
∂ z2 dz∧dz+

∂ 2 f
∂ z∂ z

dz∧dz+
∂ 2 f
∂ z∂ z

dz∧dz+
∂ 2 f
∂ z2 dz∧dz =

=
∂ 2 f
∂ z∂ z

· (dz∧dz+dz∧dz) = 0.

Moreover

(d′ ◦d′)( f ) = d′

(
∂ f
∂ z

dz

)
=

∂ 2 f
∂ z2 dz∧dz = 0

and

(d′′ ◦d′′)( f ) =
∂ 2 f
∂ z2 dz∧dz = 0

Eventually

0 = (d ◦d) = (d′+d′′)◦ (d′+d′′) = d′ ◦d′+d′ ◦d′′+d′′ ◦d′+d′′ ◦d′′

implies
d′ ◦d′′ =−d′′ ◦d′, q.e.d.

Definition 4.15 (Closed and exact differential forms). Consider a Riemann sur-
face X . For an open set U ⊂X and m∈N differential forms ω ∈ E m(U) with dω = 0
are named closed and differential forms of the form dω ∈ E m+1(U) are named ex-
act.
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4.3 Residue theorem

In complex analysis an important property of a holomorphic function f with isolated
singularities are the residues at the singularities of f . The residue at a singularity is
defined by means of the Laurent expansion of f . On a Riemann manifold the Laurent
series and also the residue depends on the choice of a chart, hence it is not invariant.
The solution is to define the residue not for a function but for a differential form.

Definition 4.16 (Residue of a holomorphic differential form with an isolated
singularity). Let Y ⊂ X be an open subset of a Riemann surface, and consider
a point p ∈ Y and a differential form

ω ∈ Ω
1(Y \{p}), p ∈ Y.

After choosing a chart of X around p

z : U −→V with U ⊂ Y, z(p) = 0,

the differential form is given as

ω|(U \{p}) = f ·dz

with a holomorphic function

f ∈ O(U \{p}).

One defines the residue of ω at p ∈ Y as

res(ω; p) := res( f ◦ z−1; 0) ∈ C.

Similarly to the terms in complex analysis one classifies in the situation of Def-
inition 4.16 the singularity of ω depending on the singularity of f as removable, a
pole or an essential singularity. A differential form is meromorphic if all singular-
ities are removable or poles. These definitions are independent from the choice of
charts on X .

Proposition 4.17 (Residue of a differential form). Let Y ⊂ X be an open subset
of a Riemann surface and consider a differential form

ω ∈ Ω
1(Y \{p}), p ∈ Y.

The value
res(ω; p)

from Definition 4.16 is independent from the choice of a chart around p.
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Proof. i) The specific case ω = dg: Consider a holomorphic function

g ∈ O(U \{p})

and a chart around p
z : U −→V.

The Laurent series
g = ∑

n∈Z
cn · zn

implies the representation

dg = d′g =
∂g
∂ z

·dz =

(
∑
n∈Z

n · cn · zn−1

)
·dz.

In particular
res(dg; p) = 0.

Apparently the result is independent from the choice of the chart.

ii) The specific case ω =
dg
g

with ord(g; p) = 1: If the function g ∈ O(U) has a

zero of first order with respect to the chart z then

g = z ·h with h ∈ O(U), h(p) ̸= 0.

Then
dg = h ·dz+ z ·dh

and
dg
g
=

h ·dz+ z ·dh
z ·h

=
dz
z
+

dh
h

Now h(p) ̸= 0 implies the holomorphy
dh
h
∈ Ω 1(U) and res

(
dh
h

; p

)
= 0. As a

consequence

res

(
dg
g

; p

)
= res

(
dz
z

; p

)
= 1

independently from the chosen chart.

iii) General case: Assume

ω = f ·dz with f ∈ O(U \{p}).

Consider the Laurent expansion
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f = ∑
n∈Z

cn · zn =

(
−2

∑
n=−∞

cn · zn

)
+

c−1

z
+

∞

∑
n=0

cn · zn.

and define the Laurent series

g :=
−2

∑
n=−∞

cn

n+1
· zn+1 +

∞

∑
n=0

cn

n+1
· zn+1

Then

ω = dg+ c−1 ·
dz
z

and
res(ω; p) = 0+ c−1 = c−1.

Both summands are independent from the choice of the chart according to part i)
and ii). The result proves the independence of res(ω; p) and finishes the proof, q.e.d.

To prepare the step from the level of germs to the level of gobal objects we recall
some results from topology concerning locally finite covering and paracompactness.

Definition 4.18 (Paracompactness and partition of unity). Consider a topolog-
cial Hausdorff space X .

1. Locally finite covering: An open covering V of X is locally finite, if any
point x ∈ X has a neighbourhood W ⊂X which intersects only finitely many open
sets from the covering, i.e. for only finitely many V ∈ V

W ∩V ̸= /0.

2. Refinement: Consider an open covering U =(Ui)i∈I of X. An open covering (Vj) j∈J
of X - possibly with a different index set J - is a refinement of U if a map

φ : J −→ I

exists satisfying for all j ∈ J
Vj ⊂Uφ( j)

Notation:
V < U ,

3. Paracompactness: If each open covering of X has a locally finite refinement
then X is paracompact.

4. Relatively compact subset: A subset U ⊂ X is relatively compact if its closure U
is compact. For two subsets V ⊂U ⊂ X the notation

V ⊂⊂U

is a shorthand for
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V ⊂ X relatively compact and V ⊂U.

Here one first takes the closure V with respect to the topology of X , and then one
requires V ⊂U .

5. Shrinking: Consider an open covering U =(Ui)i∈I of X . An open covering V = (Vi)i∈I
of X - with the same index set I - is a shrinking of U , expressed as

V << U ,

if for each i ∈ I
Vi ⊂⊂Ui.

6. Support: The support of a function

f : X −→ C

defined on a topological space X is defined as

supp f := {x ∈ X : f (x) ̸= 0}.

Similarly one defines the support of differential forms on open sets of a Riemann
surface X .

7. Partition of unity: A partition of unity subordinate to an open covering U = (Ui)i∈I
of a Riemann surface X is a family of smooth functions

φi : X −→ [0,1] with supp(φi)⊂Ui, i ∈ I,

satisfying the following properties:

• The family (φi)i∈I is locally finite, i.e. each point x∈X has a neighbourhood W
in X with

W ∩ supp(φi) ̸= /0

for only finitely many i ∈ I,

• and
∑
i∈I

φi = 1.

Note that the sum is well-defined due to the condition on locally finiteness.

Consider a Hausdorff space X , a relatively compact open set U ⊂ X and an open
subset
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V ⊂U with V ⊂U.

Then the closed subset V of the compact set U is compact itself, hence

V ⊂⊂U.

As a consequence: If a covering U = (Ui)i∈I of a Hausdorff space X is formed by
relatively compact open subsets Ui ⊂ X , i ∈ I, then any shrinking

V = (Vi)i∈I << U

satisfies for each i ∈ I
Vi ⊂⊂Ui.

We will apply the concepts from Definition 4.18 always in the context of Riemann
surfaces X . Hence we may assume that the open coverings of X under consideration
are formed by relatively compact subsets of X .

Proposition 4.19 (Partition of unity). Each Riemann surface X is paracompact,
and each open covering of X has a subordinate partition of unity.

Proof. i) Paracompactness: By definition X is second countable. Any topological
manifold is locally compact. As a consequence X is paracompact, [35, I.8.7 Satz 2].

ii) Shrinking theorem: Every locally finite open covering of a paracompact space
has a shrinking, [35, I.8.5 Satz 2; I.8.6 Satz 2].

iii) Partition of unity: Each locally finite open covering of a paracompact space has
a subordinate partition of unity, [35, I.8.6 Satz 3].

Remark 4.20 (Radó’s theorem on second countability). In Definition 1.2 of a Rie-
mann surface the required second countability already follows from the other con-
ditions. The result is due to Radó, see [8, §23].

Proposition 4.21 (Differential forms with compact support). Let X be a Riemann
surface and consider a differential form ω ∈ E 1(X) with compact support. Then∫∫

X
dω = 0.

Proof. The claim is a direct application of Stokes’ theorem on smooth manifolds.
But one can avoid the general case of Stokes’ theorem. Using a partition of unity as
a tool for a “divide and conquer” method the claim follows already from the specific
case of Stokes’s theorem for open disks in R2:
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We choose a finite covering
U = (Uk)k=1,...n

of the compact set supp ω with charts

zk : Uk −→Vk

and a partition of unity (φk)k subordinate to U with supp φk ⊂⊂Uk. Then

ω = ω1 + ...+ωn

with each
ωk := φk ·ω ∈ E (X), k = 1, ...,n,

having compact support
supp ωk ⊂⊂Uk.

The claim reduces to compute for each k = 1, ...,n∫∫
X

dωk.

Therefore we may assume w.l.o.g. X = C and

supp ω ⊂ DR(0)

for suitable R > 0. Stokes’ theorem for open subsets of R2 implies∫∫
DR(0)

dω =
∫
|z|=R

ω = 0

because
ω|∂DR(0) = 0, q.e.d.

Theorem 4.22 (Residue theorem). Let X be a compact Riemann surface and let

p1, ..., pn ∈ X

be finitely many pairwise distinct points. For any diffential form

ω ∈ Ω
1(X \{p1, ..., pn})

holds
n

∑
k=1

res(ω; pk) = 0.

Proof. Set
X ′ := X \{p1, ..., pn}.

The differential form ω ∈ Ω 1(X ′) is not defined at the singularities. In general ω

does not extend as a holomorphic form into the singularities. But one knows from
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the classical residue theorem, that the Laurent series at the singulartity can be ob-
tained by integrating along a circuit around the singularity. Here the integrand is
holomorphic. The strategy of the proof in part i) modifies ω around each singularity
to a smooth form g ·ω ∈ E (X) which extends by zero into the singularity.

i) Smoothing ω at each singularity: For each k = 1, ...,n we choose a chart
around pk

zk : Uk −→ D1(0)

and we may assume for i ̸= j
Ui ∩U j = /0.

Moreover, for k = 1, ...,n we choose a smooth function φk ∈ E (X) with compact
support

supp φk ⊂⊂Uk

and satisfying for a neighbourhood U ′
k ⊂⊂Uk of pk

φk|U ′
k = 1.

Consider the smooth function

g := 1− (φ1 + ...+φn) ∈ E (X).

It satisfies for k = 1, ...,n
g|U ′

k = 0.

The product
g ·ω ∈ E 1(X)

is well-defined and has compact support, because X is compact. Proposition 4.21
implies ∫∫

X
d(g ·ω) = 0.

ii) Extending each d(φk ·ω) by zero into its singularity: On

X ′ := X \{p1, ..., pk}

the restriction ω|X ′ is holomorphic and therefore satisfies

dω = 0.

For each k = 1, ...,n holds in U ′
k ∩X ′

φk ·ω = ω

hence in U ′
k ∩X ′

0 = d(φk ·ω) = dω ∈ E 2(U ′
k \{pk}),
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see Figure 4.1.

Fig. 4.1 supp d(φk ·ω) dashed

The extension of d(φk ·ω) by zero to the point pk defines a global smooth differ-
ential form

d(φk ·ω) ∈ E 2(X)

with compact support contained in Uk \U ′
k.

The equation on X ′

d(g ·ω) = dω −
n

∑
k=1

d(φk ·ω) =−
n

∑
k=1

d(φk ·ω)

implies for the extension to X the equation

d(g ·ω) =−
n

∑
k=1

d(φk ·ω).

Part i) implies

0 =
∫∫

X
d(g ·ω) =−

n

∑
k=1

∫∫
X

d(φk ·ω).

iii) Applying Stokes’ theorem for open disks in the plane: For each k = 1, ...,n the
differential form d(φk ·ω) has compact support in Uk. Hence∫∫

X
d(φk ·ω) =

∫∫
Uk

d(φk ·ω)
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and w.l.o.g. we may assume
Uk = DR(0)⊂ C

such that
supp φk ⊂⊂ DR(0) and φk|Dε(0) = 1

for suitable 0 < ε < R < ∞. Applying sucessively the equality

d(φk ·ω) = dω = 0 on U ′
k,

Stokes’s theorem for open sets in the plane, and the residue theorem from complex
analysis in the plane show∫∫

Uk

d(φk ·ω) =
∫∫

ε≤|z|≤R
d(φk ·ω) =

∫
|z|=R

φk ·ω −
∫
|z|=ε

φk ·ω =

−
∫
|z|=ε

φk ·ω =−
∫
|z|=ε

ω =−2πi · res(ω; pk).

We obtain

0 =−
n

∑
k=1

∫∫
X

d(φk ·ω) = 2πi ·
n

∑
k=1

res(ω; pk), q.e.d.

Remark 4.23 (Residue theorem). Consider the Riemann surface X =C, the point p = 0 ∈ X
and the holomorphic form

ω =
dz
z
∈ Ω

1(C∗).

Then
res(ω; p) = 2πi ̸= 0.

The example shows that Theorem 4.22 needs the assumption of compactness.



Chapter 5
Dolbeault and de Rham sequences

5.1 Exactness of the Dolbeault sequence

The present section solves the partial differential equation

∂ f = g with smooth source g ∈ E (X)

for disk domains
X = DR(0)⊂ C with 0 < R ≤ ∞.

The result is called Dolbeault’s lemma.

Theorem 5.1 (The inhomogeneous ∂ -equation with compact support). For each
smooth function g∈E (C) with compact support exists a smooth function f ∈ E (C)with

∂ f = g.

Proof. The solution will be obtained by an integral formula using the Cauchy ker-
nel. The important step of the argument is Stoke’s theorem.

We define

f : C−→ C, f (z) :=
1

2πi

∫∫
C

g(ζ )
ζ − z

dζ ∧dζ

To show that the integral is well-defined for each fixed point z ∈ C we introduce
polar coordinates around z

ζ = z+ reiθ with dζ ∧dζ =−2ir dr∧dθ

Hence

f (z) =−
1
π
·
∫ 2π

0

∫
∞

0

g(z+ reiθ )

reiθ r drdθ =−
1
π
·
∫ 2π

0

∫ R

0
g(z+ reiθ ) · e−iθ drdθ
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with R > 0 suitable. Hence the function f is well-defined on C. After the substitu-
tions

first ζ = z+w, dζ = dw, then eventually w = ζ

we obtain

f (z) =
1

2πi
·
∫∫

C

g(ζ )
ζ − z

dζ ∧dζ =
1

2πi
·
∫∫

DR(0)

g(z+w)
w

dw∧dw =

=
1

2πi
·
∫∫

DR(0)

g(z+ζ )

ζ
dζ ∧dζ

The integral depends smoothly on the parameter z. Hence we may interchange inte-
gration and differentiation with respect to z.

∂ f (z) =
1

2πi
·
∫∫

DR(0)

∂g(z+ζ )

∂ z
·

1
ζ

dζ ∧dζ =
1

2πi
· lim

ε→0

∫∫
Aε

∂g(z+ζ )

∂ z
·

1
ζ

dζ ∧dζ

with the annulus
Aε := {ζ ∈ C : ε ≤ |ζ | ≤ R}, ε > 0

The chain rule applied to

∂g(ζ + z)
∂ z

and to
∂g(ζ + z)

∂ζ

shows for ζ ∈ Aε

∂g(ζ + z)
∂ z

·
1
ζ
=

∂g(ζ + z)

∂ζ
·

1
ζ
=

∂

∂ζ

(
g(ζ + z)

ζ

)

because
∂ζ

∂ζ
= 0.

We obtain

∂ f (z) =
1

2πi
· lim

ε→0

∫∫
Aε

∂

∂ζ

(
g(ζ + z)

ζ

)
dζ ∧dζ =− lim

ε→0

∫∫
Aε

dω

with the differential form

ω(ζ ) :=
1

2πi
·

g(ζ + z)
ζ

dζ ∈ E 1,0(Aε)

Stoke’s theorem for a disk in the complex plane applies:

∂ f (z) =− lim
ε→0

∫∫
Aε

dω =− lim
ε→0

∫
∂Aε

ω = lim
ε→0

∫
|ζ |=ε

ω
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because for |ζ |= R
ω(ζ ) = 0

Using the standard parametrization of the circuit with radius ε > 0

ζ = ε · eiθ with dζ = iε · eiθ dθ = iζ dθ

gives

∂ f (z) = lim
ε→0

1
2π

·
∫ 2π

0
g(z+ ε · eiθ ) dθ = g(z), q.e.d.

We now generalize Theorem 5.1 to the case of an arbitrary smooth source g, not
necessarily having compact support. The proof will make use of exhausting a given
disk by a family of relatively compact disks.

Theorem 5.2 (Dolbeault’s lemma for the inhomogeneous ∂ -equation). Consider
a disk

X := DR(0) with radius 0 < R ≤ ∞.

Then for each smooth function g ∈ E (X) exists a smooth function f ∈ E (X) with

∂ f = g.

Proof. Because the right-hand side g ∈ E (X) does not have necessarily compact
support, one cannot obtain a solution just by integrating the source function multi-
plied by the Cauchy kernel.

i) Applying Dolbeault’s lemma with compact support: We construct an exhaustion
of the disk DR(0) by a sequence of relatively compact disks. Therefore we choose a
sequence of radii

0 < R0 < ... < Rn < ... < R with lim
n→∞

Rn = R

and set
Xn := DRn(0), n ∈ N, X−1 := /0

Then we choose for each n ∈ N a smooth function

ψn ∈ E (X)

with compact support

supp ψn ⊂⊂ Xn+1 and ψ|Xn = 1.

We extend each product
ψn ·g

by zero in the complement X \Xn+1 to a smooth function
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ψn ·g ∈ E (C)

with compact support
supp (ψn ·g)⊂⊂ Xn+1.

Theorem 5.1 provides for each n ∈ N a smooth function

fn ∈ E (X) with ∂ fn = ψn ·g,

in particular on Xn
∂ fn = g.

ii) Enforcing convergence by modifying the local solutions by global holomorphic
functions: Each member fn from the family ( fn)n∈N solves the ∂ -problem on Xn.
But the functions do not necessarily converge to a global solution on X . Because
the difference of two solutions is holomorphic we may modify each local solution
by a holomorphic function to enforce convergence. We construct the modification
by induction on n ∈ N∗.

Step n ≥ 1 constructs f̃n ∈ E (X) satisfying:

• On Xn
∂ f̃n = g

• and

∥ f̃n − f̃n−1∥Xn−2 ≤
1

2n−1.

Induction start n = 1: We set
f̃1 := f1.

By part i) on X1
∂ f̃1 = g.

Induction step n 7→ n+1: On Xn by induction assumption

∂ f̃n = g

and by part i) on Xn+1 - and in particular on Xn -

∂ fn+1 = g.

Hence on Xn
∂ ( fn+1 − f̃n) = 0

which implies
fn+1 − f̃n

is holomorphic on the disk Xn. We approximate the difference by one of its Taylor
polynomials P with

∥( fn+1 − f̃n)−P∥Xn−1 ≤
1
2n
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and define
f̃n+1 := fn+1 −P.

Then

∥ f̃n+1 − f̃n∥Xn−1 ≤
1
2n.

On Xn+1 we have due to part i)

∂ f̃n+1 = ∂ fn+1 −∂P = ∂ fn+1 = g

which finishes the induction step.

The resulting family ( f̃n)n∈N∗ satisfies:

• On Xn
∂ f̃n = g

• and

∥ f̃n+1 − f̃n∥Xn−1 ≤
1
2n

For each fixed z ∈ X the sequence

( f̃n(z))n∈N∗

is a Cauchy sequence by construction, hence exists

f (z) := lim
n→∞

f̃n(z).

For given n ∈ N∗ we decompose

f = f̃n +
∞

∑
k=n

( f̃k+1 − f̃k)

On Xn for each k ≥ n the function

f̃k+1 − f̃k

is holomorphic, and the sum

Fn :=
∞

∑
k=n

( f̃k+1 − f̃k)

is compactly convergent, hence holomorphic by Weierstrass’ theorem about normal
convergence. As a consequence the function

f = f̃n +Fn

is smooth on Xn and satisfies
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∂ f = ∂ f̃n +∂Fn = ∂ f̃n = g.

Because n ∈ N is arbitrary we obtain

f ∈ E (X) and ∂ f = g, q.e.d.

Definition 5.3 (Dolbeault sequence). On a Riemann surface X the Dolbeault se-
quence is the sequence of sheaf morphisms

0 −→ O −→ E
d′′−→ E 0,1 −→ 0

with the canonical injection

O ↪→ E .

Theorem 5.4 is a consequence of Dolbeault’s lemma and the Cauchy-Riemann
differential equations.

Theorem 5.4 (Exactness of the Dolbeault sequence). The Dolbeault sequence on
a Riemann surface X is an exact sheaf sequence.

Proof. Exactness of a sheaf sequence is a local statement. Hence we may assume X = DR(0)
is a disk.

1. Exactness at O: Apparently the injection of stalks

Op ↪→ Ep

is injective.

2. Exactness at E : For f ∈ Op we have

d′′
p( f ) = 0 ∈ E 0,1

p .

For the converse direction: The inclusion

ker[d′′
p : Ep −→ E 0,1

p ]⊂ Op

is due to the Cauchy-Riemann differential equations for open subsets of C.

3. Exactness at E 0,1: Apparently

d′′
p(E

0,1
p ) = 0.

Concerning the opposite direction consider the germ of a smooth form

ωp = gp dzp ∈ E 0,1
p .
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We may assume that ωp ∈ E 0,1
p has a representative

ω = g dz ∈ E 0,1(X)

with a smooth function g∈E (X). Theorem 5.2 provides a smooth function f ∈ E (X)
with

∂ f = g

As a consequence
d′′ f = ∂ f dz = g ·dz = ω, q.e.d.

One says: The Dolbeault sequence is a resolution of the structure sheaf O by
sheaves of smooth differential forms.

5.2 Exactness of the de Rham sequence

Definition 5.5 (De Rham sequence). On a Riemann surface X the de Rham se-
quence is the sequence of sheaf morphisms

0 −→ C−→ E
d−→ E 1 d−→ E 2 −→ 0

with the canonical injection

C ↪−→ E .

Theorem 5.6 (Exactness of the de Rham sequence). The de Rham sequence on a
Riemann surface X is an exact sheaf sequence.

Proof. Exactness of a sheaf sequence on X means exactness on the induced se-
quence of stalks at any point p ∈ X . Hence we may assume X = DR(0) a disk
and p = 0. Note that all germs of smooth differential forms have a representative
on X .

i) Exactness at C: Apparently the injection of stalks

Cp = C ↪→ Ep

is injective.
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ii) Exactness at E : Exterior derivation maps the germ of a constant function to
zero. Vice versa, if the partial derivatives of a smooth function vanish, then the
function is locally constant.

iii) Exactness at E 1: Consider a smooth function f ∈ E (X). According to
Proposition 4.14 we have

d2 f = 0.

For the opposite direction consider a smooth differential form

ω = f ·dz+g ·dz ∈ E 1(X)

with smooth f ,g ∈ E (X) and dω = 0. The vanishing dω = 0 implies

∂ f = ∂g.

We have to find a smooth function F ∈ E (X) solving the system of two partial
differential equations

∂F = f and ∂F = g.

Using that X is starlike with respect to 0 ∈ X we write down the solution F as an
integral: For a given point z ∈ X set

F(z) :=
∫ 1

0
( f (t · z) · z+g(t · z) · z) dt

The integral is well-defined because the integrand assumes its maximum on the
compact interval [0,1]. We may interchange integration and partial derivation with
respect to the parameters z and z, which shows F ∈ E (X). Partial derivation of the
integrand and using

∂g = ∂ f

gives
∂ ( f (tz) · z)+∂ (g(tz) · z) = ∂ f (tz) · tz+ f (tz)+∂g(tz) · tz =

= ∂ f (tz) · tz+ f (tz)+∂ f (tz) · tz.

Using

t ·
d
dt

f (tz) = t · (∂ f (tz) · z+∂ f (tz) · z)

shows

∂F(z) =
∫ 1

0

(
f (tz)+∂ f (tz) · tz+∂ f (tz) · tz

)
dt =

∫ 1

0

(
f (tz)+ t ·

d
dt

f (tz)

)
dt =

=
∫ 1

0

d
dt
(t · f (tz)) dt = f (z).

Analogously, one verifies
∂F = g.
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iv) Exactness at E 2: We have to show that the sheaf morphism

d : E 1 d−→ E 2

is surjective. As a corollary of Dolbeault’s Theorem we will show that even the
restriction

d|E (1,0) = d′′ : E (1,0) −→ E 2

is surjective: Consider a smooth differential form

ω = g ·dz∧dz ∈ E 2(X)

Theorem 5.2 provides a smooth f ∈ E (X) with

∂ f = g.

We define
η := f ·dz ∈ E 1,0(X).

Then
dη = d′′

η = ∂ f dz∧dz = g dz∧dz = ω, q.e.d.

One says: The de Rham sequence is a resolution of the sheaf C of locally constant
functions by sheaves of smooth differential forms.

From a topological point of view the proof in Theorem 5.6 of the exactness of
the de Rham sequence uses the existence of a primitive for starlike domains and
Dolbeault’s solution of the ∂ -problem. Apparently, Theorem 5.6 is a statement about
the smooth structure Σsmooth and holds independently from the existence of any
complex structure. In the context of smooth manifolds one proves the theorem as a
consequence of the Poincaré lemma for the d-operator. The Poincaré lemma is an
analogue of the Dolbeault lemma.

The whole content of the present chapter carries over to higher dimensional com-
plex manifolds and their smooth structure. And there, in the context of higher di-
mensions, the results show their full strenght, see e.g., [14, Kap. II, §4].

Remark 5.7 (Poincaré Lemma). Consider a star-like domain

X ⊂ C≃ R2.

Then for any 1-form ω ∈ E 1(X):

dω = 0 (closedness) =⇒ ω = dη for a suitable η ∈ E 1(X) (exactness).

The proof results from the integral formula in the proof of Theorem 5.6.





Chapter 6
Cohomology

For a Riemann surface X the functor of sections over a fixed open set U ⊂ X

ShX −→ Ab

from the category of sheaves of Abelian groups on X to the category of Abelian
groups is left exact, i.e. for any short exact sequence of sheaf morphisms

0 −→ F
f−→ G

g−→ H −→ 0

and for any open set U ⊂ X the sequence of morphisms of Abelian groups

0 −→ F (U)
fU−→ G (U)

gU−→ H (U)

is exact. But in general, the morphism at the right-hand side

G (U)
gU−→ H (U)

is not surjective, see Remark after Proposition 2.10.

Cohomology, or right-derivation of the functor of sections, is the means to ex-
tend the exact sequence of Abelian groups above to the right-hand side by defining
groups

Hq(U,F ), q ≥ 0,

and obtaining a long exact sequence in the category Ab.
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6.1 Čech Cohomology and its inductive limit

A suitable type of cohomology for sheaves on a Riemann surface X and also on
more general complex manifolds is Čech Cohomology. We now develop the basic
theory.

Definition 6.1 (Cochains, cocycles, coboundaries and Čech cohomology classes).
Consider a topological space X , a sheaf F of Abelian groups on X and an open

covering U = (Ui)i∈I of X .

• For each q ∈ N the q-th cochain group of F with respect to U is the Abelian
group

Cq(U ,F ) := ∏
(i0...iq)∈Iq+1

F (Ui0 ∩ ...∩Uiq), C−1(U ,F ) := 0.

Hence a q-cochain is a family

f = ( fi0...iq)i0...iq∈Iq+1

of sections fi0...iq ∈ F (Ui0 ∩ ...∩Uiq) over the q+1-fold intersections

Ui0...iq :=Ui0 ∩ ...∩Uiq

of the open sets of the covering. The group structure on Cq(U ,F ) derives from
the group structure of the factors.

• For each q ∈ N the coboundary operator

δ := δ
q : Cq(U ,F )−→Cq+1(U ,F )

is defined as
δ f := g := (gi0...iq+1)(i0...iq+1)∈Iq+2

with the cross sum of restrictions

gi0...iq+1 :=
q+1

∑
k=0

(−1)k · fi0...îkik+1...iq+1
|Ui0...ik...iq+1

Here îk means to omit the index ik.

• For each q ∈ N one defines the group of q-cocycles

Zq(U ,F ) := ker[Cq(U ,F )
δ q
−→Cq+1(U ,F )],

the group of q-coboundaries
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Bq(U ,F ) := im[Cq−1(U ,F )
δ q−1
−−−→Cq(U , F )],

and after checking
δ

q ◦δ
q−1 = 0

the q-th Čech cohomology group of F with respect to the open covering U

Hq(U ,F ) :=
Zq(U ,F )

Bq(U ,F )

Elements from Hq(U ,F ) are named q-th Čech cohomology classes of F with
respect to the covering U . Two cocycles from Zq(U ,F ) with determine the
same cohomology class in Hq(U ,F ) are named cohomologous.

Remark 6.2 (Cohomology).

1. Cocycle relation: Mostly we will be concerned with cohomology in dimension q = 0,1,2
because a Riemann surface has real dimension = 2. For q = 0,1 the cocycle con-
dition has the following meaning:

• q = 0: A family ( fi)i ∈C0(U ,F ) is a 0-cocycle iff for all i, j ∈ I

f j − fi = 0 on Ui ∩U j,

i.e. if the cochain satisfies on the intersections Ui ∩U j the equality

fi = f j.

Because F is a sheaf, 0-cocyles correspond bijectively to global sections f ∈ F (X)
and because

B0(U ,F ) = 0

we have
H0(U ,F ) = Z0(U ,F ) = F (X).

• q = 1: A family ( fi j)i j ∈C1(U ,F ) is a 1-cocycle iff for all i, j,k ∈ I

0 = f jk − fik + fi j

i.e. the cochain satisfies on the 3-fold intersections Ui ∩U j ∩Uk the cocycle
condition

fik = fi j + f jk.

With the first cohomology group a new concept enters sheaf theory. The group

H1(U ,F )

often collects the obstructions against glueing local solutions of a problem to
a global solution. Theorem 6.14 will show that on a Riemann surface all ob-
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structions vanish in the category of smooth functions, but not in the category
of holomorphic functions. A first means to classify compact Riemann surfaces
will be the size of the groups H1(U ,O), see Definition 7.17.

2. Iteration of the coboundary operator: One verifies that the composition of the
coboundary operator from Definition 6.1 satisfies for each q ∈ N the equation

δ
q ◦δ

q−1 = 0,

i.e. cochains and coboundary form a complex of Abelian groups. For the proof
one uses that the sum in the definition of the coboundary operator is an alternating
sum. For example for q = 1:

C0(U ,F )
δ 0
−→C1(U ,F )

δ 1
−→C2(U ,F )

satisfies
δ

0(( fi)i∈I) = (gi j := f j − fi)i, j∈I ∈C1(U ,F )

and
δ

1((gi j)i, j∈I) := ((hi jk = g jk −gik +gi j)i jk∈I) ∈C2(U ,F ).

As a consequence

hi jk = ( fk − f j)− ( fk − fi)+( f j − fi) = 0.

Hence
Bq(U ,F )⊂ Zq(U ,F )

and the quotient
Zq(U ,F )

Bq(U ,F )

is well-defined.

3. The cohomology with respect to an open covering introduced in Definition 6.1
is named Čech cohomology and the corresponding objects are often written with
the Čech accent like in Ȟn(U ,F ). We will not use this notation.

Our next aim is to remove the dependency of the cohomology on a given open
covering of the Riemann surface X . We show how to abstract from the covering to
obtain a cohomology theory which only depends on X and on the sheaf F .

Definition 6.3 (Refinement of open coverings). Consider a Riemann surface X ,
and two open coverings U = (Ui)i∈I and V = (Vj) j∈J of X .

• If V < U with respect to the refinement map

τ : J −→ I
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then τ induces for any sheaf F on X a restriction

tUV : Zq(U ,F )−→ Zq(V ,F )

which maps the family

f = ( fi0...iq)i0...iq with sections fi0...iq defined on Ui0 ∩ ...∩Uiq

to the family
tVU ( f ) := g := (g j0... jq) j0... jq

with sections defined as the restriction

g j0... jq := fτ( j0)...τ( jq)|Vj0 ∩ ...∩Vjq

• The restriction map is compatible with coboundaries, hence induces a refinement
map between the cohomology groups

tUV : Hq(U ,F )−→ Hq(V ,F ).

Lemma 6.4 (The refinement map in cohomology). Consider a topological space
and a refinement of coverings

V = (Vj) j∈J < U = (Uα)α∈I

with respect to
τ : J −→ I.

Then for any q ∈ N the restriction

tUV : Hq(U ,F )−→ Hq(V ,F )

does not depend on the choice of the refinement map

τ : J −→ I.

If q = 1 then the restriction map is injective.

Proof. i) Independence: We only prove the case q= 1. For the general case see [14, Kap. B, §2.3]
and for its proof [7, §7, Satz]. Consider a second refinement map

σ : J −→ I with Vj ⊂Uσ( j), j ∈ J.

For a given cocycle
f = ( fαβ )αβ ∈ Z1(U ,F )

we have to show that the two restrictions

tUV ( f ) =: gτ = (gτ
kl) ∈ Z1(V ,F ) with gτ

kl = fτ(k)τ(l) on Vk ∩Vl
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and
sU
V ( f ) =: gσ = (gσ

kl) ∈ Z1(V ,F ) with gσ
kl = fσ(k)σ(l) on Vk ∩Vl

are cohomologous. By definition for any k ∈ J

Vk ⊂Uτ(k)∩Uσ(k)

We define the cochain
h = (hk)k∈J ∈C0(V ,F )

by the restrictions on Vk
hk := fσ(k)τ(k)

Then on Vk ∩Vl the 1-cocycle condition implies

gσ
kl −gτ

kl = fσ(k)σ(l)− fτ(k)τ(l) = ( fσ(k)σ(l)+ fσ(l)τ(k))− ( fσ(l)τ(k)+ fτ(k)τ(l)) =

= fσ(k)τ(k)− fσ(l)τ(l) = hk −hl

Hence
gσ −gτ =−δh

which proves the independence.

ii) Injectivity: Consider a cocycle

f = ( fαβ )αβ ∈ Z1(U ,F )

and assume
tUV ([ f ]) = 0 ∈ H1(V ,F )

Hence a cochain
g = (gi)i ∈C0(V ,F )

exists such that on
Vi ∩Vj ∩Uα ⊂Uτ(i)∩Uτ( j)∩Uα

(δg)i j = g j −gi = fτ(i)τ( j) = fτ(i)α + fατ( j) = fατ( j)− fατ(i)

i.e.
fατ(i)−gi = fατ( j)−g j

Keeping α fixed and varying i shows: The family

( fατ(i)−gi)i

is the restriction of a section
hα ∈ F (Uα)

satisfying on each Uα ∩Vi
hα = fατ(i)−gi

For fixed α,β and variable i we have on
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Uα ∩Uβ ∩Vi

due to the cocycle condition

fαβ = fατ(i)+ fτ(i)β = ( fατ(i)−gi)− ( fβτ(i)−gi) = hα −hβ

Note fβτ(k) =− fτ(k)β .

As a consequence on Uα ∩Uβ

fαβ = hα −hβ = (−hβ )− (−hα),

showing
f = δh

with
h := (−hα)α ∈C0(U ,F ).

Therefore
[ f ] = 0 ∈ H1(U ,F ), q.e.d.

Definition 6.5 (Čech cohomology groups). Consider a topological space X and a
sheaf F of Abelian groups on X . For each q ∈ N the inductive limit

Hq(X ,F ) = lim→
U

Hq(U ,F )

with respect to the family of open coverings of X and refinement maps

tUV : Hq(U ,F )−→ Hq(V ,F )

according to Definition 6.3 is named the q-th Čech cohomology group of X with
values in F .

Lemma 6.4 ensures that in Definition 6.5 the refinement map between cohomology
groups does not depend on the choice of the refinement map V < U . Therefore
the inductive limit is well-defined.

Remark 6.6 (Čech Cohomology). Consider a topological space X and a sheaf F of
Abelian groups on X .

1. Consider two open coverings U and V of X . Then two cohomology classes

[ fU ] ∈ Hq(U ,F ) and [ fV ] ∈ Hq(V ,F )
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are named equivalent with respect to refinement if a common refinement

W < V and W < U

exists with
tUW ([ fU ]) = tVW ([ fV ]) ∈ Hq(W ,F ).

According to the definition of the inductive limit: Two cohomology classes which
refer to different open coverings are equivalent if and onl if they define the same
class in H(X ,F ).

2. For locally constant sheaves like Z or C on a manifold the Čech cohomology
groups from Definition 6.3 are isomorphic to the singular cohomology groups as
defined by the methods of algebraic topology, see [39, Théor. 4.17]. In particular,
for a compact Riemann surface X holds

H2(X ,Z) = Z and H2(X ,C) = C

because the underlying 2-dimensional compact topological manifold is ori-
entable.

Corollary 6.7 (Vanishing of H1(X ,F )). Consider a topological space X and a
sheaf F . Then are equivalent:

•
H1(X ,F ) = 0

• and for all open coverings U of X

H1(U ,F ) = 0.

Proof. The result follows from the injectiviy of the restriction, see Lemma 6.4,

tUV : H1(U ,F )−→ H1(V ,F )

for any refinement
V < U , q.e.d.

Theorem 6.8 is the particular case q = 1 of the general Leray theorem which
states: The Čech cohomology cohomology cohomology of X with values in a
sheaf F can be computed as the Čech cohomology with respect to an open covering U , if F
is acyclic with respect to U , i.e. if F has no cohomology on the subsets of the cov-
ering for the dimension q = 1. Generalizing the theorem to arbitrary values q ∈N is
a difficult and lengthy task.

Theorem 6.8 is of fundamental importance for the explicit computation of coho-
mology groups. The theorem and Definition 6.9 are named in honour of Jean Leray
who invented the concept of sheaves.
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Theorem 6.8 (Leray). Consider a topological space X, an open covering of X

U = (Uα)α∈I

and a sheaf F on X. If the pair (F ,U ) satisfies for all α ∈ I

H1(Uα ,F ) = 0

then
H1(X ,F ) = H1(U ,F ).

Note. The group H1(Uα ,F ) denotes the first cohomology of the open set Uα

with values in the sheaf F . It is not a Čech cohomology group with respect to a
covering.

Proof. The proof will show that for any refinement

V = (Vj) j∈J < U = (Uα)α∈I

the refinement map
tUV : H1(U ,F )−→ H1(V ,F )

is an isomorphism of Abelian groups.

i) The map is injective due to Lemma 6.4.

ii) For the proof of the surjectivity assume a refinement map

τ : J −→ I with Vj ⊂Uτ( j), j ∈ J.

Consider a cocycle
f = ( fi j)i j ∈ Z1(V ,F )

We have to find a cocycle

F = (Fαβ )αβ ∈ Z1(U ,F )

such that
tUV (F)− f = (Fτ(i)τ( j)− fi j)i j ∈ B1(V ,F )

i.e. the difference is even a coboundary.

• The cocycle ( fi j)i j restricts to each Uα to a coboundary

( fi j)i j = (gα,i −gα, j)i j ∈ B1(Uα ∩V ,F )

due to H1(Uα ∩V ,F ) = 0. And on Uα ∩Uβ the family
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(gα, j −gβ , j) j ∈C0(Uα ∩Uβ ∩V ,F )

defines a section Fαβ ∈ F (Uα ∩Uβ ):

Choose arbitrary but fixed indices α,β ∈ I. The open set Uα has the open cover-
ing

Uα ∩V = (Uα ∩Vj) j∈J .

The assumption of the theorem and Corollary 6.7, applied to the open set Uα ⊂ X
and its covering Uα ∩V , imply

H1(Uα ∩V ,F ) = 0

Hence a cochain
gα = (gα, j) j∈J ∈C0(Uα ∩V ,F )

exists such that for i, j ∈ J

– on Uα ∩Vi ∩Vj
fi j = gα, j −gα,i

– on Uβ ∩Vi ∩Vj
fi j = gβ , j −gβ ,i

– hence on Uα ∩Uβ ∩Vi ∩Vj

gα, j −gα,i = fi j = gβ , j −gβ ,i

i. e.
gα, j −gβ , j = gα,i −gβ ,i

Hence fixing α,β ∈ I and varying j ∈ J shows

(gα, j −gβ , j) j∈J ∈ Z0(Uα ∩Uβ ∩V ,F )

is a cocycle on Uα ∩Uβ . Therefore the sheaf property of F implies the existence
of a section

Fαβ ∈ F (Uα ∩Uβ )

with for all j ∈ J
Fαβ |Uα ∩Uβ ∩Vj = gα, j −gβ , j

• The family (Fαβ )αβ ∈C1(U ,F ) is even a cocycle:

For each j ∈ J the cocycle relation

Fαγ = Fαβ +Fβγ

is satisfied on each
Uα ∩Uβ ∩Uγ ∩Vj
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because

Fαβ +Fβγ = (gα, j −gβ , j)+(gβ , j −gγ, j) = gα, j −gγ, j = Fαγ .

Hence the cocycle relation is satisfied even on

Uα ∩Uβ ∩Uγ

i.e.
(Fαβ )αβ ∈ Z1(U ,F ).

• The cochain
h := (−gτ( j), j) j ∈C0(V ,F )

satisfies
tUV (F)− f = δh ∈ B1(V ,F ) :

We define the cochain
h = (h j) j∈J ∈C0(V ,F )

as
h j :=−gτ( j), j ∈ F (Vj)

It satisfies on Vi ∩Vj

(δh)i j = h j −hi = gτ(i),i −gτ( j), j = (gτ(i),i −gτ( j),i)− (gτ( j), j −gτ( j),i) =

= Fτ(i)τ( j)− fi j

hence
δh = tUV (F)− f ∈ B1(V ,F ), q.e.d.

Definition 6.9 (Leray covering). Let X be a Riemann surface. An open covering U = (Ui)i∈I
is a Leray covering for a sheaf F on X if for each i ∈ I

H1(Ui,F ) = 0.

Leray’s theorem 6.8 shows for a Leray covering U for F

H1(X ,F ) = H1(U ,F ).

Hence Čech cohomology with respect to a Leray covering equals sheaf cohomology.
There is no need to compute an inductive limit.
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6.2 Long exact cohomology sequence

Remark 6.10 (Left exactness of the functor Γ (X ,−)). On a topological space X the
covariant functor “global sections”

Γ (X ,−) : Shea f
X
−→ Ab, Γ (X ,F ) := F (X),

is left-exact, i.e. for any short exact sequence of sheaves of Abelian groups on X

0 −→ F
α−→ G

β−→ H −→ 0

the sequence of Abelian groups

0 −→ Γ (X ,F )
Γ (α)−−−→ Γ (X ,G )

Γ (β )−−−→ H (X)

is exact.

Here Shea f
X

denotes the category of sheaves of Abelian groups on X and Ab
denotes the category of Abelian groups.

Note: For any open covering U of X and any sheaf F holds

Γ (X ,F ) = F (X) = Z0(U ,F ) = H0(U ,F ) = H0(X ,F ).

Definition 6.11 (Connecting morphism). Consider a topological space X and a
short exact sequence of sheaves of Abelian groups

0 −→ F
α−→ G

β−→ H −→ 0,

see Definition 2.8. A morphism, named connecting morphism of the short exact
sequence,

∂ : H0(X ,H )−→ H1(X ,F )

is defined as follows: For all x ∈ X the morphism

gx : Gx −→ Hx

is surjective by definition of the exactness of the sheaf sequence.

• Hence for any element
h ∈ H (X) = H0(X ,H )

an open covering U = (Ui)i∈I of X exists and a family

gi ∈ G (Ui), i ∈ I,
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satisfying for all i ∈ I
βUi(gi) = hi := h|Ui.

• For each pair i, j ∈ I on
Ui j :=Ui ∩U j

the elements
gi j := g j −gi ∈ G (Ui j)

satisfy
βUi j(gi j) = h j|Ui j −hi|Ui j = 0.

Hence there is a family

f = ( fi j)i j ∈C1(U ,F )

satisfying on Ui j
αUi j( fi j) = gi j.

For each triple i, j,k ∈ I on

Ui jk :=Ui ∩U j ∩Uk

holds
αUi jk( f jk − fik + fi j) = g jk −gik +gi j = 0.

Because αUi jk is injective, the family f = ( fi j)i j is even a cocycle

f ∈ Z1(U ,F )

and the class
[ f ] ∈ H1(U ,F )

is well-defined.

• Via the canonical map induced by the inductive limit

π : H1(U ,F )−→ H1(X ,F )

we define
∂ (h) := π([ f ]) ∈ H1(X ,F ).

Remark 6.12 (Connecting morphism).

1. The construction of ∂ in Definition 6.11 operates by “climbing stairs” according
to
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0 F G H 0

( fi j) (gi j = g j −gi)

(gi) (hi)

α β

2. The definition of the connecting morphism from Definition 6.11

∂ : H0(X ,H )−→ H1(X ,F )

is independent from the choice of U and the choice of (gi)i ∈ Z1(U ,G ), hence
a well-defined morphism of Abelian groups.

3. Definition 6.11 generalizes to a family of connecting morphisms between the
higher cohomology groups

∂
q : Hq(X ,H )−→ Hq+1(X ,F ), q ∈ N,

with ∂ 0 := ∂ , see [7, §8 Satz 1].

Theorem 6.13 (Long exact cohomology sequence). Let X be a topological space.
A short exact sequence of sheaves of Abelian groups on X

0 −→ F
α−→ G

β−→ H −→ 0,

induces a long exact sequence of Abelian groups

0 −→ H0(X ,F )
α−→ H0(X ,G )

β−→ H0(X ,H )
∂ 0
−→

H1(X ,F )
α−→ H1(X ,G )

β−→ H1(X ,H )

Proof. i) Exactness at
H0(X ,F ) and H0(X ,G )

follows from the left-exactness of Γ (X ,−), see Remark 6.10.

ii) Exactness at H0(X ,H ):

• First, assume that

h = (hi)i ∈ Z0(U ,H ) = H0(X ,H )

satisfies
∂

0h = 0 ∈ H1(X ,F ).
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By definition the element ∂ 0h is represented by a cocycle

f = ( fi j)i j ∈ Z1(U ,F ),

and by assumption f is a coboundary: There exists a cochain

F = (Fi)i ∈C0(U ,F )

satisfying on Ui j =Ui ∩U j
fi j = Fj −Fi.

Hence
α( fi j) = α(Fj)−α(Fi).

By construction
α( fi j) = g j −gi.

Therefore
gi −α(Fi) = g j −α(Fj).

We obtain a global section

G := (gi +α(Fi))i ∈ Z0(U ,G ) = H0(X ,G )

satisfying

β (G) = (β (gi))i = (hi)i = h ∈ H0(U ,H ) = H0(X ,H ).

• Secondly, consider an element

g = (gi)i ∈ Z0(U ,G )

and set
h = β (g).

If
f = ( fi j)i j ∈ Z1(U ,F )

represents ∂ 0h then according to the definition of ∂ 0h

α( fi j) = g j −gi = 0

Injectivity of α implies f = 0, in particular

[ f ] = 0 ∈ H1(U ,F ) and ∂
0h := π([ f ]) = 0 ∈ H1(X ,F ).

iii) Exactness at H1(X ,F ) and at H1(X ,G ): See [8, §15, Satz 15.12], q.e.d.

Theorem 6.13 generalizes to connecting morphisms between cohomology
groups Hq(X ,−) of arbitrary order q ≥ 2. The proof presents some technical
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diffulties. They can be solved by introducing cohomology in the broader context of
presheaves and exact sequences of presheaf morphisms.

6.3 Computation of cohomology groups

Theorem 6.14 (Cohomology of the smooth structure sheaf). The smooth struc-
ture sheaf of a Riemann surface X satisfies

H1(X ,E ) = 0.

Proof. According to Corollary 6.7 we have to show

H1(U ,E ) = 0

for each open covering U = (Ui)i∈I of X . Consider an open covering U and a
smooth partition of unity (φi)i∈I subordinate to U , see Proposition 4.19.

Consider a 1-cocycle

f = ( fi j)i j ∈ Z1(U ,E ).

Choose an arbitrary but fixed index i ∈ I. For each k ∈ I the product

φk · fki : Ui ∩Uk −→ C

has support in Ui ∩Uk and extends by zero to a smooth function

f̃ki ∈ E (Ui).

The sum
Fi := ∑

k∈I
f̃ki ∈ E (Ui)

is well-defined. On Ui ∩U j we have

Fi −Fj = ∑
k∈I

f̃ki −∑
k∈I

f̃k j = ∑
k∈I

φk · ( fki − fk j) =

=−∑
k∈I

φk · ( fik + fk j) =−∑
k∈I

φk · fi j = f ji ·∑
k∈I

φk = f ji

Hence
f = δF

with the cochain
F := (Fk)k∈I ∈C0(U ,E ), q.e.d.
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Analogously to Theorem 6.14 one proves by means of a partition of unity for
other sheaves of smooth objects:

H1(X ,E 1) = H1(X ,E 0,1) = H1(X ,E 1,0) = H1(X ,E 2) = 0

and with some additional work for all these sheaves also the vanishing

Hq(X ,−) = 0, q ≥ 1.

Theorem 6.15 makes precise in which way elements of a first cohomology group
act obstructions.

Theorem 6.15 (The theorems of Dolbeault and de Rham). Consider a Riemann
surface X. Then

1. Dolbeault: The resolution of the structure sheaf O by the Dolbeault sequence,
see Definition 5.3, induces an isomorphism of complex vector spaces

H1(X ,O)≃
H0(X ,E 0,1)

im[H0(X ,E )
d′′−→ H0(X ,E 0,1)]

The resolution of the sheaf Ω 1

0 −→ Ω
1 −→ E 1,0 d′′−→ E 1,1 −→ 0

induces an isomorphism of complex vector spaces

H1(X ,Ω 1)≃
H0(X ,E 1,1)

im[H0(X ,E 1,0)
d′′−→ H0(X ,E 1,1)]

The groups on the right-hand side are named the Dolbeault groups Dolb0,1(X)
and Dolb1,1(X) of X respectively.

2. de Rham: The resolution of the sheaf C by the de Rham sequence, see Definition 5.6,
induces an isomorphism of complex vector spaces

H1(X ,C)≃
ker[H0(X ,E 1)

d−→ H0(X ,E 2)]

im[H0(X ,E )
d−→ H0(X ,E 1)]

The group on the right-hand side is named the de Rham group Rh1(X) of X.

In addition one has apparently the Dolbeault groups

H0(X ,O) = ker[H0(X ,E )
d′′−→ H0(X ,E 0,1)] =: Dolb0,0(X)
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and
H0(X ,Ω 1) = ker[H0(X ,E 1,0)

d′′−→ H0(X ,E 1,1)] =: Dolb1,0(X)

Proof (Theorem 6.15).

1. The exact Dolbeault sequence, see Theorem 5.4,

0 −→ O −→ E
d′′−→ E 0,1 −→ 0

induces the long exact cohomology sequence

0 −→ H0(X ,O)−→ H0(X ,E )
d′′−→ H0(X ,E 0,1)

∂ 0
−→ H1(X ,O)−→ H1(X ,E ) = 0

which proves the claim about O .

Exactness of the sequence of sheaves

0 −→ Ω
1 −→ E 1,0 d′′−→ E 1,1 −→ 0

means exactness of the corresponding sequence of stalks at each point x ∈ X .
Hence we may assume X = C and x = 0 ∈ C.

• Exactness at Ω 1
x : We have the injection Ω 1

x ↪→ E 1,0
x .

• Exactness at E 1,0
x : If

ω = f dz ∈ Ω
1
x

then d′′ω = 0 because f is holomorphic. For the converse assume

η = f dz ∈ E 1,0
x

with d′′η = 0. Then ∂ f = 0, hence ω ∈ Ω 1
x .

• Exactness at E 1,1
x : Consider a form

ω = g dz∧dz ∈ E 1,1
x .

Theorem 5.2 provides a smooth germ f ∈ Ex satisfying

∂ f = g.

We set
η := f dz ∈ E 1,0

x .

Then
d′′

η = ∂ f dz∧dz = g dz ∧dz = ω.

The resolution of Ω 1 induces the long exact cohomology sequence
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0−→H0(X ,Ω 1)−→H0(X ,E 1,0)
d′′−→H0(X ,E 1,1)

∂ 0
−→H1(X ,Ω 1)−→H1(X ,E 1,0)= 0

which proves the claim about Ω 1.

2. The de Rham sequence

0 −→ C−→ E
d−→ E 1 d−→ E 2 −→ 0

is an exact sheaf sequence, but it is not a short sequence. Hence we split the de
Rham sequence into two short exact sequences according to

0 C E E 1 E 2 0

F

0 0

d d

by introducing the sheaf

F := ker[E 1 d−→ E 2] = im[E
d−→ E 1]

Note that the kernel of a sheaf morphism is a sheaf. We obtain the two short exact
sequences

0 −→ C−→ E
d−→ F −→ 0

and
0 −→ F −→ E 1 d−→ E 2 −→ 0

• The first sheaf sequence has a long exact cohomology sequence with the seg-
ment

H0(X ,E )
d−→ H0(X ,F )

∂ 0
−→ H1(X ,C)−→ H1(X ,E ) = 0

which implies

H1(X ,C)≃
H0(X ,F )

im[H0(X ,E )
d−→ H0(X ,F )]

Here

im[H0(X ,E )
d−→ H0(X ,F )] = im[H0(X ,E )

d−→ H0(X ,E 1)]

• While the long exact cohomology sequence of the second sheaf sequence has
the segment

0 −→ H0(X ,F )−→ H0(X ,E 1)
d−→ H0(X ,E 2)
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which shows

H0(X ,F ) = ker[H0(X ,E 1)
d−→ H0(X ,E 2)].

Combining the results from both cohomology sequences we obtain

H1(X ,C)≃
ker[H0(X ,E 1)

d−→ H0(X ,E 2)]

im[H0(X ,E )
d−→ H0(X ,E 1)]

which finishes the proof, q.e.d.

Theorem 6.16 (Cohomology of the structure sheaf of a disk). Consider a disk

X := DR(0)⊂ C, 0 < R ≤ ∞.

Then
H1(X ,O) = 0.

Proof. The idea of the proof is to consider a holomorphic cocycle from the view-
point of smooth functions. The cocyle splits in the smooth context due to Theorem 6.14.
Then Dolbeault’s Theorem applies about the solution of the inhomogenous ∂ -differential
equation.

i) We apply Corollary 6.7. Consider an open covering

U = (Ui)i∈I

of X and a cocycle
f = ( fi j)i, j∈I ∈ Z1(U ,O).

We consider f ∈ Z1(U ,E ) as a cocycle with values in the sheaf E of smooth func-
tions. Theorem 6.14 states

H1(X ,E ) = 0.

Hence a cochain
(gi)i∈I ∈C0(U ,E )

exists such that for all i, j ∈ I
fi j = g j −gi.

ii) Because fi j is holomorphic

0 =
∂ fi j

∂ z
=

∂g j

∂ z
−

∂gi

∂ z

Hence a global function h ∈ E (X) exist which satisfies for all i ∈ I

h|Ui =
∂gi

∂ z
.
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iii) Theorem 5.2 provides a global function

g ∈ E (X) with
∂g
∂ z

= h.

Finally, the cochain

F := (Fi := gi − (g|Ui))i∈I ∈C0(U ,E )

satisfies for all i ∈ I
∂Fi

∂ z
=

∂ (gi − (g|Ui))

∂ z
= 0,

which implies
F ∈C0(U ,O).

Apparently for all i, j ∈ I

Fj −Fi = (g j − (g|U j)− (gi − (g|Ui)) = g j −gi = fi j

i.e.
δ (F) = f ∈ B1(U ,O), q.e.d.

Theorem 6.16 shows: Any Riemann surface X has a Leray covering U for its
structure sheaf O: One takes coordinate neighbourhoods homeomorphic to a disk
as elements of the covering. The theorem is the basis for the computation of the
cohomology of locally free sheaves on Riemann surfaces.

Proposition 6.17 (Cohomology of the structure sheaf of P1). The structure sheaf
of the projective space satisfies

H1(P1,O) = 0.

Proof. The standard covering U = (U0,U1) from Example 1.4 is a Leray covering
of P1 due to Theorem 6.16. Hence Leray’s Theorem 6.8 implies

H1(P1,O) = H1(U ,O)

Consider a cocylce
( f01, f10) ∈ Z1(U ,O)

Because U0 ∩U1 is biholomorph equivalent to C∗ the holomophic function

f10 =− f01 ∈ O(U0 ∩U1)

is determined by its Laurent series with respect to the coordinate u := φ0 on U0

f10(u) = ∑
n∈Z

cn ·un.
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On U0 ∩U1 we have
f10(u) = f0(u)+ f1(u)

with the definitions

f0(u) := ∑
n∈N

cn ·un and f1(u) :=
−1

∑
n=∞

cn ·un =
∞

∑
n=1

c−n ·

(
1
u

)n

To split the function f̂0 we introduce the two holomorphic functions

g0 : U0 −→ C, g0(x) :=− f0(u(x)),

and

g1 : U1 −→ C, g1(x) := f1

(
1

v(x)

)
=

∞

∑
n=1

c−n ·v(x)n

Then for all x ∈U0 ∩U1 holds

f01(x) =−g0(x)+g1(x)

i.e. on U0 ∩U1 holds the splitting

f01 =−g0 +g1

Hence
Z1(U ,O) = B1(U ,O)

which implies
H1(U ,O) = 0 = H1(P1,O), q.e.d.

Theorem 6.18 generalizes Proposition 6.17.

Theorem 6.18 (Cohomology of the twisted sheaves on P1). The cohomology of
the twisted sheaves on P1

L := O(k), k ∈ Z,

satisfies

dimC H1(P1,L ) =

{
0 k >−2

1+(−k−2) k ≤−2

In particular
dimC H1(P1,L ) = dimC H0(P1,L ∨⊗O Ω

1).

Proof. The standard covering

U = (U0,U1)

is a Leray covering of P1 for L . We choose coordinates
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u :=
z1

z0
and v :=

z0

z1

with the transformation

u =
1
v

Hence
H1(U ,L ) = H1(P1,L ).

We have
Z1(U ,L )≃ L (U01)≃ O(U01)≃ O(C∗).

On one hand,

Z1(U ,L ) =

{
∞

∑
n=−∞

cn ·un : convergent Laurent series

}
.

On the other hand,

B1(U ,L ) = {s0 − s1 ∈ L (U01) : (s0,s1) ∈ L (U0)×L (U1)}

Using on U01 the u-coordinate we obtain coboundaries as the following holomorphic
functions

B1(U ,L )≃

{
∞

∑
n=0

cn ·un −uk ·
0

∑
n=−∞

dn ·un : convergent Laurent series

}
⊂Z1(U ,L )

From

H1(P1,L ) =
Z1(U ,L )

B1(U ,L )

results

dimC H1(P1,L ) =

{
0 k >−2

1+(−k−2) k ≤−2

Recalling from Exercise 29 the isomorphy

Ω
1 ≃ O(−2)

shows
L ∨⊗O Ω

1 = L ∨⊗O O(−2) = O(−k−2).

The dimension of
H0(P1,O(−k−2))

has been computed in Example 2.11 and confirms

dimC H1(P1,L ) = dim H0(P1,O(−k−2)) = dim H0(P1,L ∨⊗O Ω
1), q.e.d.
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Theorem 6.17 is a particular case of Serre’s duality theorem for invertible sheaves,
see Theorem 10.28.

Čech cohomology and cohomology theory for complex manifolds of arbitrary
finite dimension respectively complex spaces is the content of [7, §7 and §8]
and [14, Kap. A and Kap. B].

The book [17, Chap. VI] introduces sheaf cohomology by using sheaf resolu-
tions by fine sheaves: Chap. VI, Sect. B, Theorem 4 proves the uniqueness of the
cohomology theory for paracompact Hausdorff spaces. The book [12] is devoted
to sheaf theory and provides different methods to obtain a cohomology theory. A
general reference for sheaf theory is [3].



Part II
Compact Riemann Surfaces





Chapter 7
The finiteness theorem

On a compact Riemann surface X the structure sheaf satisfies

dim H0(X ,O) = 1.

The result is a consequence of the open mapping theorem for non-constant holo-
morphic functions. The finiteness theorem is a far reaching generalization: For all
invertible sheaves L on X and all q ∈ N holds

dim Hq(X ,L )< ∞.

This finiteness result does not generalize to the sheaf M of meromorphic functions:
We have seen that M (P1) is a pure transcendental field extension of C, hence

dim H0(P1,M ) = ∞.

If not stated otherwise, all vector spaces in this chapter are complex vector spaces
and all dimension formulas refer to their complex vector space dimension.

7.1 Topological vector spaces of holomorphic functions

The present section combines functional analysis and complex analysis. Our first
aim is to provide certain groups of holomorphic functions and holomorphic cochains
with the structure of a topological vector space. In general these spaces are infinite-
dimensional vector spaces. Therefore one has to provide them with the additional
structure of a topological vector space. One of the strictest structures of this kind are
Hilbert spaces. More general structures are Fréchet spaces.

Cohomology groups are cokernels. Hence an element of a cohomology group
is an equivalence class. First, one has to define a topology on cocycles and on the

135
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subgroup of coboundaries. Secondly, one has to obtain a well-defined topology on
the quotient. All these topologies are generally obtained by means of a suitable atlas
of the manifold. Therefore the final step is to verify that the induced vector space
topology is independent from the chosen atlas.

Definition 7.1 (Fréchet space).

1. A topological vector space is a vector space such that addition and scalar multi-
plication are continuous functions. We assume that the base field is C, provided
with its Euclidean topology.

2. A seminorm on a vector space V is a map

p : V −→ R+

satisfiying:

i) For all λ ∈ C and for all v ∈V

p(λ ·v) = |λ | · p(v)

ii) For all v1,v2 ∈V
p(v1 +v2)≤ p(v1)+ p(v2).

A seminorm p is a norm if in addition

p(v) = 0 ⇐⇒ v = 0.

3. A topological vector space V is a Fréchet space if V is a complete Hausdorff
space and the topology is defined by a countable family (pn)n∈N of seminorms,
i.e. the finite intersections of sets

V ( j,ε) := {v ∈V : p j(v)< ε}, ε > 0,

form a neighbourhood basis of 0 ∈V .

Apparently the concept of Fréchet spaces generalizes the concept of Banach
spaces by replacing a fixed norm by a countable family of seminorms. A sequence

( fν)ν ∈ N

in a Fréchet space V is a Cauchy sequence if for each neighbourhood of zero W ⊂V
exists N ∈ N such that for all ν , µ ≥ N

fν − fµ ∈W.

Each Fréchet space V is metrizable, e.g. by the metric
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d( f ,g) :=
∞

∑
n=0

1
2n ·

pn( f −g)
1+ pn( f −g)

, f ,g ∈V.

Definition 7.2 (Topology of compact convergence). Consider an open set U ⊂ C.
On the vector space O(U) of holomorphic functions on U the topology of compact
convergence is defined as follows: A sequence

( fν)ν∈N,

of holomorphic functions fν ∈ O(U), ν ∈ N, is convergent towards f ∈ O(U) if
and only if for each compact K ⊂U

lim
ν→∞

fν |K = f |K

as the limit of uniform convergence.

Proposition 7.3 (Fréchet space O(U)). Consider an open set U ⊂ C. The vector
space O(U) of holomorphic functions on U provided with the topology of compact
convergence is a Fréchet space.

Proof. One chooses an exhaustion (Un)n∈N of U by relatively compact subsets

Un ⊂⊂Un+1, n ∈ N,

and defines the seminorms

pn : O(U)−→ R+, pn( f ) := ∥ f∥Un := sup {| f (z)| : z ∈Un}

The Hausdorff property follows from the equivalence

f = 0 ⇐⇒ pn( f ) = 0 for all n ∈ N.

Completeness of O(U) follows from Weierstrass’ convergence theorem, see [41, Ch. 3],
q.e.d.

The vector space of complex square-integrable functions L2(U,C) is a Hilbert
space with respect to the Hermitian scalar product

<−,−>: L2(U,C)×L2(U,C)−→ C, < f ,g >:=
∫

U
f (z) ·g(z) dx∧dy

For each f ∈ L2(U,C) denote by

∥ f∥L2(U) :=
√

< f , f >

the induced norm.
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Definition 7.4 (Square-integrable holomorphic functions). For an open set U ⊂ C
denote by

L2(U,O) :=
{

f ∈ O(U) : ∥ f∥2
L2(U) < ∞

}
⊂ L2(U,C)

the subspace of square-integrable holomorphic functions.

Proposition 7.5 (Estimating L2-norm by sup-norm). For an open set U ⊂ C
and f ∈ L2(U,C) holds

∥ f∥L2(U) ≤
√

vol(U) · ∥ f∥U ≤ ∞.

Here
vol(U) :=

∫∫
U

dx∧dy.

Lemma 7.6 (Orthogonal basis). Consider a point a ∈ C and the disk

D := DR(a), 0 < R ≤ ∞.

1. The family of monomials

φn(z) := (z−a)n, n ∈ N,

is an orthogonal basis in L2(D,O) with

∥φn∥2
L2(D) = πR2 ·

R2n

n+1

2. For f ∈ L2(D,O) with Taylor series

f (z) =
∞

∑
n=0

cn · (z−a)n

the coefficients of the Taylor series equal the Fourier coefficients with respect to
the orthogonal basis, i.e.

cn =
< f ,φn >

∥φn∥2
L2(D)

In particular

∥ f∥2
L2(D) = πR2 ·

∞

∑
n=0

R2n ·
|cn|2

n+1

Proof. 1. i) One computes the values
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< φn,φm >∈ C

by introducing polar coordinates.

ii) To verify completeness of the orthogonal family we have to show for
each f ∈ L2(D,O):

< f ,φm >= 0 for all m ∈ N =⇒ f = 0.

The holomorphic function f ∈ O(D) expands into a Taylor series with center a
and radius of convergence ≥ R

f (z) =
∞

∑
n=0

cn · (z−a)n

Consider a radius 0 < r < R and set

Dr := Dr(a)⊂⊂ D

The Taylor series of f is uniformly convergent on Dr. For each m ∈ N∫∫
Dr

f ·φ m dx∧dy =
∫∫

Dρ

∞

∑
n=0

cn · (z−a)n · (z−a)m dx∧dy =

=
∞

∑
n=0

cn ·
∫∫

Dr

(z−a)n ·(z−a)m dx∧dy=
∞

∑
n=0

cn ·
∫ 2π

0

∫ r

0
ρ

n+m+1 ·eiθ(n−m) dρ∧dθ =

= 2π · cm ·
∫ r

0
ρ

2m+1 dρ = πr2 · cm ·
r2m

m+1
The Hölder estimate implies∫∫

D
| f ·φm| dx∧dy =< f ,φm >≤ ∥ f∥L2(D) · ∥φm∥L2(D) < ∞

Hence
lim
r→R

∫∫
Dr

f ·φ m dx∧dy =
∫∫

D
f ·φ m dx∧dy

which implies

< f ,φm >=
∫∫

D
f ·φ m dx∧dy = lim

r→R
πr2 · cm ·

r2m

m+1
= cm ·πR2 ·

R2m

m+1
.

The assumption
< f ,φm >= 0

for all m ∈ N implies: For all m ∈ N

cm = 0
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hence f = 0.

2. The Parseval equation applied to the orthogonal family (φn)n∈N implies the for-
mula for ∥ f∥2

L2(D)
, q.e.d.

Proposition 7.7 shows: If a holomorphic function f on an open set is square-
integrable, then its L2-norm majorizes for any compact subset the maximum norm
of f . Corollary 7.8 then concludes that L2(U,O) is a Hilbert space.

Proposition 7.7 (Estimating sup-norm by L2-norm after shrinking). Consider
an open set U ⊂ C and denote for each r > 0 by

Ur := {z ∈U : Dr(z)⊂U}

the subset of points with boundary distance at least = r. Then each f ∈ L2(U,O)
satisfies the estimate:

∥ f∥Ur ≤
1

r ·
√

π
· ∥ f∥L2(U)

Proof. Consider the Taylor expansion of F with center a point a ∈Ur

f (z) =
∞

∑
n=0

cn · (z−a)n

Lemma 7.6 implies

| f (a)|2 = |c0|2 ≤
1

r2π
· ∥ f∥2

L2(Dr(a))

Hence

| f (a)| ≤
1

r
√

π
· ∥ f∥L2(Dr(a)) ≤

1
r
√

π
· ∥ f∥L2(U)

and

∥ f∥Ur ≤
1

r
√

π
· ∥ f∥L2(U), q.e.d.

Corollary 7.8 (The Hilbert space L2(U,O)). Consider an open set U ⊂ C ≃ R2

and the complex vector space of square-integrable holomorphic functions on U

L2(U,O) :=
{

f ∈ O(U) : ∥ f∥2
L2(U) < ∞

}
.

The subspace of holomorphic square-integrable functions

L2(U,O)⊂ L2(U,C)
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is a closed subspace of the Hilbert space L2(U,C), hence itself a Hilbert space with
respect to the induced scalar product.

Proof. Consider a sequence ( fν)ν∈N of holomorphic square-integrable functions
and assume the existence of a square-integrable function f ∈ L2(U,C) with

f = lim
ν→∞

fν i.e. lim
ν→∞

∥ fν − fν∥L2(U) = 0

We have to show that the limit f is holomorphic. Because holomorphy is a local
property it suffices to prove that the restriction of f to suitable open subsets of U is
holomorphic. For each subset Ur ⊂U with Dr(z)⊂U for all z ∈Ur Proposition 7.7
implies

∥ f − fν∥Ur ≤
1

r
√

π
· ∥ f − fν∥L2(Ur)

Weierstrass’ convergence theorem implies the holomorphy of the restriction f |Ur,
q.e.d.

The Hilbert space L2(U,O) is named a Bergmann space.

7.2 Hilbert spaces of holomorphic cochains

We now carry over the Hilbert space topology on square integrable holomorphic
functions to cochains and cocyles of Čech-cohomology. In order to apply the results
from Section 7.1 we choose on a given Riemann surface X a finite family of charts
which map biholomorphically onto disks in the plane.

Definition 7.9 (Square integrable cochains). Consider a Riemann surface X and
a finite family of charts on X

φi : U∗
i

≃−→ Di(0) disk, i = 1, ...,n.

For a family
U = (Ui)i=1,...,n

of open subsets
Ui ⊂U∗

i , i = 1, ...,n,

set

Y :=
n⋃

i=1

Ui ⊂ X .

Then consider the Čech-cochains of Y with respect to the open covering U :
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• For η = ( fi) ∈C0(U ,O) set

∥η∥2
L2(U ) :=

n

∑
i=1

∥ fi∥2
L2 ∈ R+∪{∞}

• For ξ = ( fi j) ∈C1(U ,O) set

∥ξ∥2
L2(U ) :=

n

∑
i, j=1

∥ fi, j∥2
L2 ∈ R+∪{∞}

Here
∥ fi∥L2 := ∥ fi ◦φ

−1
i ∥L2(φi(Ui))

and
∥ fi, j∥L2 := ∥ fi, j ◦φ

−1
i ∥L2(φi(Ui∩U j))

We define the complex vector spaces of square integrable cochains on Y with re-
spect to U as

C0
L2(U ,O) := {η ∈C0(U ,O) : ∥η∥2

L2(U ) < ∞}

and
C1

L2(U ,O) := {ξ ∈C1(U ,O) : ∥ξ∥2
L2(U ) < ∞}

Note. Definition 7.9 does not presuppose that (U∗
i )i∈I covers all of of X .

Lemma 7.10 (Square integrable cocycles).

1. The vector spaces of square integrable cochains

C0
L2(U ,O) := {η ∈C0(U ,O) : ∥η∥2

L2(U ) < ∞} ⊂C0(U ,O)

and
C1

L2(U ,O) := {ξ ∈C1(U ,O) : ∥ξ∥2
L2(U ) < ∞} ⊂C1(U ,O)

are Hilbert spaces.

2. Their subspaces of cocycles

Z0
L2(U ,O) := Z0(U ,O)∩C0

L2(U ,O)

and
Z1

L2(U ,O) := Z1(U ,O)∩C1
L2(U ,O)

are closed, hence Hilbert spaces too.

The open mapping theorem for Hilbert spaces is the main ingredient from func-
tional analysis to prove the finiteness theorem 7.16.
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Remark 7.11 (Open mapping theorem of functional analysis). Any surjective con-
tinuous linear map

f : H1 −→ H2

between two Hilbert spaces is an open map. One proves the result in the more gen-
eral category of Banach spaces by using Baire’s category theorem, see [21, Satz 9.1].
The result generalizes to Fréchet spaces [31, Theor. 2.11].

In the following we often consider pairs of open coverings U and V of a topo-
logical space, which form a shrinking

V << U .

Recall from Definition 4.18 that both coverings of a shrinking have the same index
set I, and for all i ∈ I holds

Vi ⊂⊂Ui.

Results about the cohomology of a Riemann surface X can be proven by referring
to suitable fine coverings of X . Lemma 7.12 shows how to extend a cocycle without
changing its cohomology class with respect to families

W << V << U

We work with the Hilbert spaces of square integrable holomorphic cochains. The
relative compactness of pairs of open sets

V ⊂⊂U

is used to conclude that holomorphic functions on U become bounded when re-
stricted to the compact closure

V ⊂U.

Boundedness in the sup-norm then allows to estimate the L2-norm of the restriction.
We show by using the Dolbeault lemma: Any cocycle ξ ∈ Z1

L2(V )
(V ,O) extends to

a cocycle ζ ∈ Z1
L2(U )

(U ,O) such that with respect to W

ζ = ξ +δη

with a cochain
η ∈C0

L2(W )
(W ,O).

In addition, the L2-norms of ζ and η depend continuously on the L2-norm of ξ .
Lemma 7.12 will be used for the induction step in the proof of Proposition 7.14.

Lemma 7.12 (Extending cocycles and restricting cohomology classes). Con-
sider a Riemann surface X and a finite family of charts on X
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φi : U∗
i

≃−→ D1(0), i = 1, ...,n.

Assume families of open subsets

W << V << U << U ∗.

Then a constant C > 0 with the following property exists: For each ξ ∈ Z1
L2(V ,O)

exist

• a cocycle ζ ∈ Z1
L2(U ,O) and

• a cochain η ∈C0
L2(W ,O)

satisfying with respect to W
ζ = ξ +δη

in particular
[ζ |W ] = [ξ |W ] ∈ H1(W ,O)

and
max{∥ζ∥L2(U ), ∥η∥L2(W )} ≤C · ∥ξ∥L2(V )

Proof. We set

V := |V | :=
n⋃

i=1

Vi, W := |W |, U∗ := |U ∗| :=
n⋃

i=1

U∗
i

i) Extend the cocycle from V to U : First, we consider the smooth category and split

ξ = (ξi j)i, j=1,...,n ∈ Z1
L2(V ,O)⊂ Z1(V ,E )

as
ξi j = g j −gi

with a smooth cochain (gi)i=1,...,n ∈C0(V ,E ). Because

d′′
ξi j = 0

we have on Vi ∩Vj
d′′gi = d′′g j

and obtain a global differential form

ω ∈ E 0,1(V )

satisfying for all i = 1, ...,n
ω|Vi = d′′gi.

Because
W ⊂⊂V



7.2 Hilbert spaces of holomorphic cochains 145

we may choose a function ψ ∈ E (X) with

supp ψ ⊂V and ψ|W = 1.

We obtain an extension
ψ ·ω ∈ E 0,1(U∗).

For each i = 1, ...,n on the coordinate neighbourhood U∗
i Dolbeault’s Lemma, The-

orem 5.2, provides a smooth function hi ∈ E (U∗
i ) with

d′′hi = ψ ·ω|U∗
i .

As a consequence, on the intersections U∗
i ∩U∗

j the functions

Fi j := h j −hi

are holomorphic. Because
U ⊂⊂ U ∗

estimating the L2-norm against the sup-norm according to Proposition 7.5 provides
a cocycle

ζ := (Fi j|Ui ∩U j)i, j=1,...,n ∈ Z1
L2(U ,O).

ii) Construct a coboundary on W : For each i = 1, ...,n we have on Wi

d′′hi = ψ ·ω = ω = d′′gi,

which implies the holomorphy of

hi −gi.

Because
W << V << U ∗

the estimate from Proposition 7.5 assures

η := (hi −gi)i=1,...,n ∈C0
L2(W ,O).

We have on Wi ∩Wj

Fi j −ξi j = (h j −hi)− (g j −gi) = (h j −g j)− (hi −gi),

hence on W
ζ −ξ = δη .

iii) Estimate the L2-norms:The Cartesian product of Hilbert spaces

H := Z1
L2(U ,O)×Z1

L2(V ,O)×C0
L2(W ,O)

is a Hilbert space with induced norm
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∥(ζ ,ξ ,η)∥L2 :=
√

∥ζ∥2
L2(U )

+∥ξ∥2
L2(V )

+∥η∥2
L2(W )

Its subspace
A := {(ζ ,ξ ,η) ∈ H : ζ = ξ +δη on W } ⊂ H

is closed because the restriction as well as the coboundary map are continuous.
Hence A is a Hilbert space itself. The canonical projection

pr2 : A −→ Z1
L2(V ,O), (ζ ,ξ ,η) 7→ ξ ,

is linear and continuous. It is surjective according to part i) and ii). The open
mapping theorem, see Remark 7.11, implies: The map pr2 is also open. Hence a
constant C > 0 exists such that any

ξ ∈ Z1
L2(V ,O)

has under pr2 an inverse image

x = (ζ ,ξ ,η) ∈ A

with
∥x∥L2 ≤C · ∥ξ∥L2(W ), q.e.d.

Lemma 7.13 prepares the proof of Proposition 7.14. It formalizes the result:
Those holomorphic functions on an open set U ⊂ C with a high fraction of their L2-norm
concentrated near the boundary of U form a finite-dimensional subspace of L2(U,O).
Hence Lemma 7.13 indicates the point where certain subspaces of holomorphic sec-
tions with finite co-dimension are identified.

Lemma 7.13 (Finite codimension). Consider a pair of relatively compact open
subsets

W ⊂⊂U ⊂ C

Then for each ε > 0 a closed subspace A ⊂ L2(U,O) exists with finite codimension
such that for all f ∈ A

∥ f∥L2(W ) ≤ ε · ∥ f∥L2(U)

Proof. i) Topology: Because W is compact and W ⊂U we may choose a radius r > 0
and a finite set

P := {a1, ...,ak} ⊂W

such that
W ⊂

⋃
a∈P

Dr/2(a j)⊂⊂
⋃
a∈P

Dr(a j)⊂U

We choose n ∈ N such that
k

2n+1 ≤ ε.
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Consider
A := { f ∈ L2(U,O) : ord( f ; a)≥ n for all a ∈ P},

the closed subspace of all functions which vanish at least of order n at each point
of P. Then

A ⊂ L2(U,O)

has codimension at most k ·n.

ii) Estimate: For each fixed a ∈ P and f ∈ A we consider the Taylor series of f with
center a

f (z) =
∞

∑
ν=n

cν · (z−a)ν

For any 0 < ρ ≤ r Lemma 7.6 implies

∥ f∥2
L2(Dρ (a))

=
∞

∑
ν=n

π ·ρ2ν+2

ν +1
· |cν |2

In particular for r/2 < r

∥ f∥2
L2(Dr/2(a))

≤
1

22n+2 ·
∞

∑
ν=n

π · r2ν+2

ν +1
· |cν |2 ≤

1
22n+2 · ∥ f∥2

L2(Dr(a))
≤

1
22n+2 · ∥ f∥2

L2(U)

or

∥ f∥L2(Dr/2(a))
≤

1
2n+1 · ∥ f∥L2(U)

Because a ∈ P is arbitrary and

W ⊂
n⋃

k=1

Dr/2(a)

we get

∥ f∥L2(W ) ≤
k

2n+1 · ∥ f∥L2(U) ≤ ε · ∥ f∥L2(U), q.e.d.

Applying Lemma 7.13, Proposition 7.14 identifies certain closed subspaces
of Z1(U ,O) with finite co-dimension, which can be neglected for the cohomology
in the final proof of the finiteness theorem.

Proposition 7.14 (Restricting cohomology along relatively compact coverings).
Consider a Riemann surface X and a finite family U ∗ = (U∗

i )i=1,...,n of charts on X

φi : U∗
i

≃−→ D1(0), i = 1, ...,n.

Assume families of open subsets of X
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W << U << U ∗.

Then the image of the canonical restriction

H1(U ,O)−→ H1(W ,O)

is finite-dimensional.

Proof. i) Providing a distinguished finite-dimensional subspace of Z1
L2(U ,O): We

insert a further family
W << V << U .

Lemma 7.12, applied to the triple of families, provides a constant C > 0 as scaling
factor for the extension from V to U . We fix

ε :=
1
2
·

1
C

as the scaling factor for the restriction from U to V . Lemma 7.13 provides a closed
subspace

A ⊂ Z1
L2(U ,O)

with finite codimension such that for all α ∈ A

∥α∥L2(V ) ≤ ε · ∥α∥L2(U ).

Let
S := A⊥ ⊂ Z1

L2(U ,O)

be the orthogonal complement of A. It is finite-dimensional. Each induction step in
the subsequent part of the proof will use the orthogonal decomposition

Z1
L2(U ,O) = A

⊥
⊕S

Note: We use the fact that in a Hilbert space each closed subspace has an orthogonal
complement; an analogoue does not hold in general Banach spaces much less in
Fréchet spaces.

We claim: The restriction of Z1(U ,O) to W is cohomologuous with the restriction
of the finite-dimensional subspace S, i.e. for each cocycle

ξ ∈ Z1(U ,O)

exist

• a cocycle σ ∈ S ⊂ Z1
L2(U ,O) and

• a cochain η ∈C0(W ,O)
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such that on W
σ = ξ +δη , i.e. [σ ] = [ξ ] ∈ H1(W ,O).

ii) Inductive construction of σ and η : Choose an arbitrary but fixed

ξ ∈ Z1(U ,O)

The estimate from Proposition 7.5 allows to set

M := ∥ξ∥L2(V ) < ∞

because V << U is a shrinking. Hence Lemma 7.12 applies to the restriction

ξ |V ∈ Z1
L2(V ,O) :

There exist
ζ0 ∈ Z1

L2(U ,O) and η0 ∈C0
L2(W ,O)

such that on W
ζ0 = ξ +δη0

and
max

{
∥ζ0∥L2(U ), ∥η0∥L2(W )

}
≤C · ∥ξ∥L2(V ) =CM

The orthogonal decomposition splits

ζ0 =: α0 +σ0 with unique α0 ∈ A and σ0 ∈ S.

Then
α0 +σ0 = ξ +δη0

Our aim is to decrease step by step the error term α0 ∈ A by modifying σ0 to σ and
η0 to η , such that in the limit the error term α vanishes. The idea to decrease the
sucessive error terms αν : Each step makes a round trip comprising

• the restriction from U to V

• and the extension from V to U

The round trip reduces the error term by a factor at least 1/2.

We will obtain σ and η as convergent series

σ =
∞

∑
ν=0

σν , σν ∈ S ⊂ Z1
L2(U ,O),

and

η =
∞

∑
ν=0

ην , ην ∈C0
L2(W ,O).

By induction on ν ∈ N we verify: There exist elements
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ζν ∈ Z1
L2(U ,O), ην ∈C0

L2(W ,O),αν ∈ A ⊂ Z1
L2(U ,O), σν ∈ S ⊂ Z1

L2(U ,O),

satisfying:

• On W
ζν = αν−1 +δην ,

• on U
ζν = αν +σν

• and the estimate

max{∥ζν∥L2(U ),∥ην∥L2(W )} ≤
1
2ν

·CM

Start of induction ν = 0: With
α−1 := ξ

the start of induction has been constructed above.

For the induction step (≤ ν) 7→ ν +1:

1. By induction assumption the splitting

ζν = αν +σν

and the estimate for ζν imply the estimate

∥αν∥L2(U ) ≤
1
2ν

·CM

Lemma 7.13 implies for the restriction of αν ∈ A to V

∥αν∥L2(V ) ≤ ε · ∥αν∥L2(U ) ≤
1

2ν+1 ·M

2. Lemma 7.12 applied to
αν |V ∈ Z1

L2(V ,O)

provides elements

ζν+1 ∈ Z1
L2(U ,O) and ην+1 ∈C0

L2(W ,O)

satisfying with respect to W

ζν+1 = αν +δην+1

3. Splitting the extension ζν+1 due to the ortogonal decomposition

ζν+1 = αν+1 +σν+1 ∈ A
⊥
⊕S = Z1

L2(U ,O)
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provides the new error term αν+1

4. By induction assumption for j ≤ ν all constructed elements satisfy

ζ j = α j +σ j,

which adds up to

αν +
ν

∑
j=0

σ j = ξ +δ (
ν

∑
j=0

η j)

The estimate from Lemma 7.12 implies the estimate

max{∥ζν+1∥L2(U ),∥ην+1∥L2(W )} ≤C · ∥αν∥L2(V ) ≤
1

2ν+1 ·CM

This finishes the induction step.

iii) Convergence of the solution: Thanks to the estimate from part ii)

max{∥ζν∥L2(U ),∥ην∥L2(W )} ≤
1
2ν

·CM

and the apparent estimate

max
{
∥αν∥L2(U ),∥σν∥L2(U )

}
≤ ∥ζν∥L2(U )

the two series

σ :=
∞

∑
ν=0

σν ∈ S ⊂ Z1
L2(U ,O) and η :=

∞

∑
ν=0

ην ∈C0
L2(W ,O)

are convergent and
lim

ν→∞
αν = 0.

Hence on W
σ = ξ +δη , q.e.d.

7.3 Finiteness of dim H1(X ,O) and applications

Due to the preparations referring to square integrable cocycles from Section 7.2 we
are now ready to prove the finiteness theorem 7.16.

Proposition 7.15 (Finite-dimensional restriction of cohomology along relatively-
compact pairs). Consider a Riemann surface X and a pair of relatively-compact
open subsets
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Y1 ⊂⊂ Y2 ⊂ X .

Then the image of the restriction map

H1(Y2,O)−→ H1(Y1,O)

has finite dimension.

Proof. Because Y 1 is compact and Y 1 ⊂Y2 we can find a finite family of charts on X

φi : U∗
i

≃−→ D1(0), i = 1, ...,n,

and families
W << U << U ∗

satisfying:

•

Y1 ⊂ Ŷ1 :=
n⋃

i=1

Wi ⊂⊂ Ŷ2 :=
n⋃

i=1

Ui ⊂ Y2.

• and for all i = 1, ...,n the sets

φi(Ui),φi(Wi)⊂ C

are disks.

The coverings U and W are Leray covers of respectively Ŷ2 and Ŷ1 for the structure
sheaf O , see Theorem 6.16. Hence Leray’s Theorem 6.8 implies

H1(Ŷ2,O) = H1(U ,O) and H1(Ŷ1,O) = H1(W ,O).

Proposition 7.14 implies that the restriction

H1(Ŷ2,O)−→ H1(Ŷ1,O)

has finite-dimensional image. The restriction factorizes as

H1(Y2,O)−→ H1(Ŷ2,O)−→ H1(Ŷ1,O)−→ H1(Y1,O).

Hence it has finite-dimensional image, q.e.d.

As a corollary to Proposition 7.15 we obtain the fundamental finiteness Theorem 7.16
for compact Riemann surfaces.

Theorem 7.16 (Finiteness). For a compact Riemann surface X

dimC H1(X ,O)< ∞.

Proof. We apply Proposition 7.15 for the special case
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X = Y1 = Y2, q.e.d.

Definition 7.17 (Genus). The genus of a compact Riemann surface X is defined as

g(X) := dimC H1(X ,O).

Due to Proposition 6.17 holds
g(P1) = 0.

Proposition 7.18 is the first example of the principle that finiteness of the holo-
morphic cohomology implies the existenc of a meromorphic object with suitable
properties. Here the finitesness of the cohomology of the structure sheaf implies the
existence of a meromorphic function with suitable properties.

Proposition 7.18 (Existence of meromorphic functions). Let X be a Riemann
surface and Y ⊂⊂ X a relatively compact open subset. Then for any point p ∈ Y
exists a meromorphic function f ∈ M (Y ) with a single pole, located at p.

Proof. Proposition 7.15 implies that the image of the restriction is finite-dimensional

dim im[H1(X ,O)−→ H1(Y,O)] =: k < ∞

Consider a chart of X around p

z : U0 −→ DR(0)

Setting U1 := X \{p} defines an open covering

U = (U0,U1)

of X . We consider the commutative diagram of horizontal restrictions with respect
to the refinement, and with vertical projections to the inductive limit

H1(U ,O) H1(U ∩Y,O)

H1(X ,O) H1(Y,O)

π

Lemma 6.4 implies that the map



154 7 The finiteness theorem

π : H1(U ∩Y,O)−→ H1(Y,O)

is injective. Hence for the upper horizontal restriction

dim im[H1(U ,O)−→ H1(U ∩Y,O)]≤ k.

On
U0 ∩U1 =U0 \{p}=: U∗

0

the holomorphic functions

1/z j ∈ O(U∗
0 ), j = 1, ...,k+1,

represent k+1 cocycles

ζ j ∈ Z1(U ,O) with (ζ j)01 = 1/z j

The finiteness condition implies that the classes of the cocycles become linearly
dependent when restricted to Y : There exist complex numbers c1, ...,ck+1, not all
zero, and a cochain

η = ( f0, f1) ∈C0(U ∩Y,O)

such that on U∗
0 ∩Y

k+1

∑
j=1

c j ·ζ j = δη .

As a consequence on U∗
0 ∩Y holds

k+1

∑
j=1

c j · (1/z j) = f1 − f0.

The cocycle

( f0 +
k+1

∑
j=1

c j · (1/z j), f1) ∈ Z0(U ∩Y,M )

defines a meromorphic function

f ∈ M (Y )

with a single pole at p ∈U0 ∩Y , q.e.d.

Note that Proposition 7.18 does not specify the order of the pole at p. The proof
only bounds the order by k+1. In case of the complex torus

X = Y = C/Λ

holds the isomorphiy of sheaves
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O ≃ Ω
1.

The residue theorem, Theorem 4.22, implies: There is no meromorphic function on
the torus with exactly one pole, and this pole having the order = 1.

Corollary 7.19 (Existence of global meromorphic functions). Let X be a com-
pact Riemann surface. Then for any point p∈X exists a meromorphic function f ∈ M (X)
with a single pole, located at p. In particular the field

M (X) ̸= C

is an infinite-dimensional complex vector space.

Proof. The proof follows from Proposition 7.18 with Y := X , q.e.d.





Chapter 8
Riemann-Roch theorem

The theorem of Riemann-Roch is the fundamental result about the dimension of the
cohomology of a distinguished class of sheaves on a compact Riemann surface X .
The present chapter studies the theorem for sheaves OD attached to a divisor D. The
basis for all calculations is the finiteness result for dim H1(X ,O) from Chapter 7.

Chapter 9 will refine the Riemann-Roch theorem by Serre’s duality theorem.
After introducing line bundles L and the corresponding invertible sheaves we then
show that any invertible sheaf has the form OD for a suitable divisor D on X . Hence
both theorems hold for the class of locally free sheaves of rank 1. The most general
domain of validity of both theorems is the class of coherent O-modules, which cov-
ers in particular all locally free sheaves of arbitrary finite rank. These sheaves arise
from vector bundles on X . But we will not cover this case.

8.1 Divisors

A divisor formalizes a set of poles and zeros of a given order for meromorphic
functions or differential forms on a Riemann surface X . E.g., a single pole at a point
x ∈ X , with order k ∈ N, is formalized by the map

D : X −→ Z, D(x) =

{
−k x = x0

0 x ̸= x0

Similarly, an arbitrary set of poles is specified.

Definition 8.1 (Divisor). Consider a Riemann surface X .

1. A (Weil) divisor D on an open set U ⊂ X is a map

157
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D : U −→ Z

with support
supp D := {x ∈U : D(x) ̸= 0}

a discrete set, closed in U . Note. A discrete set A ⊂U is closed in U iff it has no
accumulation point in U .

The set Div(U) of all divisors on U is in a canonical way an additive Abelian
group.

2. A point p ∈ X defines the point divisor P ∈ Div(X) with

P : X −→ Z, x 7→

{
1 x = p
0 otherwise

3. For two divisors D1,D2 ∈ Div(U) one defines

D1 ≤ D2

if for all x ∈U
D1(x)≤ D2(x).

In particular, D ≥ 0 iff D(x)≥ 0 for all x ∈U .

A divisor D is named effective or non-negative if D ≥ 0. Note. Apparently each
divisor D ∈ Div(U) can be written as the difference

D = D1 −D2

of two effective divisors D1,D2 ∈ Div(U).

4. For compact X each divisor D ∈ Div(X) has finite support supp D. Hence the
degree of the divisor

deg D := ∑
x∈supp D

D(x) ∈ Z

is well-defined.

Definition 8.2 (Divisor of meromorphic functions and differential forms). Con-
sider a Riemann surface X .

1. The divisor of a meromorphic function f ∈ M ∗(X), denoted div f or ( f ), is the
divisor

div f : X −→ Z, (div f )(x) := ord( f ; x)

These divisors are named principal divisors.
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2. Two divisors D1,D2 ∈ Div(X) are equivalent, denoted

D1 ∼ D2

if D1 −D2 is a principal divisor. The quotient group by the subgroup of principal
divisors

Cl(X) := Div(X)/{D ∈ Div(X) : D principal}

is named the divisor class group of X .

3. For a meromorphic differential form ω ∈ M 1(X), with ω|U ̸= 0 for all U ⊂ X
open, the divisor

div ω : X −→ Z

is defined locally: For a given point p ∈ X one chooses a chart around p

z : U −→V.

On U one has the local representation

ω|U = f ·dz

with a meromorphic function f ∈ M ∗(U). One defines

(div ω)(p) := (div f )(p)

The definition is independent from the choice of the chart because a holomorphic
coordinate transformation does not change the order of a pole.

Note that we do not define the divisor of a meromorphic function or of a differ-
ential form if they vanish identically in the neighbourhood of a point. For a compact
Riemann surface X Corollary 3.24 implies

deg( f ) = 0

for any meromorphic function f ∈ M ∗(X). Hence the degree induces a group ho-
momorphism with the same name

deg : Cl(X)−→ Z.

Every divisor D ∈ Div(X) on a Riemann surface X singles out a subsheaf

OD ⊂ M

of meromorphic functions on X: One considers all meromorphic functions f with
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( f )≥−D

For an effective divisor D, these are meromorphic functions with poles of no higher
order as defined by D. If D ≤ 0, these are holomorphic functions having zeros at
least of the order defined by D.

The sheaves OD will play a dominant role in the study of compact Riemann sur-
faces X . The cohomology of OD is the subject matter of the Riemann-Roch theorem
in the present chapter and of Serre’s duality theorem in Chapter 9. We shall then see
that the sheaves OD are exactly the invertible sheaves of holomorphic sections on
line bundles on X .

Definition 8.3 (The sheaves of multiples of a divisor). Consider a Riemann
surface X .

1. For a divisor D ∈ Div(X) the presheaf of multiples of the divisor −D

OD(U) := { f ∈ M (U) : ord( f ;x)≥−D(x) for all x ∈U}, U ⊂ X open,

with the canonical restriction of meromorphic functions is an O-module sheaf,
denoted OD. It is named the sheaf of meromorphic functions which are multiples
of −D, for short the sheaf of multiples of −D.

One defines the O-module sheaf

Ω
1
D := Ω

1 ⊗O OD.

Then

Ω
1
D(U) := {ω ∈ M 1(U) : ord(ω; x)≥−D(x) for all x ∈U}, U ⊂ X open.

2. For two divisors D1,D2 ∈ Div(X) with

D1 ≤ D2

one has a canonical inclusion of sheaves

OD1 ↪→ OD2 .

The quotient sheaf, i.e. the sheafification of the presheaf

U 7→ OD2(U)/OD1(U), U ⊂ X open,

is denoted
H D2

D1
:= OD2/OD1 .

It fits into the short exact sequence of sheaf morphisms

0 −→ OD1 −→ OD2 −→ H D2
D1

−→ 0
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Note. Concerning the minus sign in Definition of OD textbooks are not uniform:
The sheaf OD equals the sheaf O(d) from [16] with

d=−D.

Very useful is the vanishing result from Proposition 8.4.

Proposition 8.4 (Divisors of negative degree). Consider a compact Riemann sur-
face X and a divisor D ∈ Div(X) with deg D < 0. Then

H0(X ,OD) = 0.

Proof. The divisor of a non-zero meromorphic function f ∈ H0(X ,OD) satisfies

( f )≥−D > 0

As a consequence, the principal divisor ( f ) has positive degree, a contradiction to
Corollary 3.24, which implies deg ( f ) = 0, q.e.d.

Definition 8.5 (Sheaf of divisors). Consider a Riemann surface X . The presheaf of
additive Abelian groups

U 7→ Div(U), U ⊂ X open,

with the canonical restriction of maps is a sheaf on X , denoted D and named the
sheaf of divisors.

Proposition 8.6 (Divisor sequence). On any Riemann surface X the following se-
quence of sheaves of Abelian groups is exact

0 −→ O∗ −→ M ∗ div−→ D → 0

Here the sheaves of Abelian groups O∗ and M ∗ are considered multiplicatively,
while D is considered additively.

Proof. The sheaf morphism

M ∗(U)
divU−−→ D(U) = Div(U), f 7→ div f , U ⊂ X open,

is well-defined. It is surjective because each divisor - having discrete support - is
locally the divisor of a meromorphic function, q.e.d.
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The connecting morphism of the divisor sequence from Proposition 8.6

∂ : H0(X ,D)−→ H1(X ,O∗)

is obtained as follows: Represent a given divisor

D ∈ Div(X) = H0(X ,D)

with respect to a suitable open covering U = (Ui)i∈I of X by a 0-cochain of mero-
morphic functions

( fi)i∈I ∈C0(U ,M ∗)

with
D|Ui = div fi, i ∈ I.

Then
∂D ∈ H1(U ,O∗)

is represented by the 1-cocycle of holomorphic functions without zeros

g = (gi j)i, j∈I ∈ Z1(U ,O∗) with gi j :=
f j

fi

and
∂D = [g] ∈ H1(X ,O∗).

Proposition 8.7 (Cohomologyy of the sheaf of divisors). The sheaf D of divisors
on a Riemann surface X satisfies

H1(X ,D) = 0

Proof. i) Integer valued partition of unity: Consider an arbitrary open covering U
of X . Second countability of X implies the existence of a countable refinement

V = (Vn)n∈N < U

Proposition 4.19 implies the existence of a shrinking

W << V

and a partition of unity (φn)n∈N subordinate to W = (Wn)n∈N, i.e. satisfying

supp(φn)⊂Wn

For each x ∈ X :

• For at least one n ∈ N holds x ∈Wn
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• There exists an open neighbourhood W of x with

W ∩Wn ̸= /0

for only finitely many n ∈ N

For each n ∈ N define

φn : X −→ Z, φn(x) :=

{
1 x ∈Wn, but x /∈Wk for k < n
0 otherwise

For each x ∈ X we have

∑
k∈Z

φk(x) = φn(x) = 1, x ∈Wn but x /∈Wk for k < n

Then (φn)n∈N is an integer valued partition of unity subordinate to W .

ii) Splitting by means of an integer valued partition of unity: The proof is similar to
the proof of Theorem 6.14. For a given open covering U we choose a countable,
locally-finite refinement

V = (Vi)i∈Z < U

with a subordinate integer valued partition of unity (φi)i∈Z, see part i). Consider a
cocycle

f = ( fi j)i j ∈ Z1(V ,D)

Choose an arbitrary but fixed index i ∈ Z. For each k ∈ Z the product

φk · fki : Vi ∩Vk −→ Z

has support in Vk ∩Vi and extends to a function

f̃ki : Vi −→ Z,

i.e.
f̃ki ∈ D(Vi).

The sum
Fi := ∑

k∈Z
f̃ki ∈ D(Vi)

is well-defined. On Vi ∩Vj we have

Fj −Fi = ∑
k∈Z

f̃k j − ∑
k∈Z

f̃ki = ∑
k∈Z

φk · ( fk j − fki) =− ∑
k∈Z

φk · f ji = fi j · ∑
k∈Z

φk = fi j

Hence
f = δF
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with the cochain
F := (Fk)k∈Z ∈C0(V ,D), q.e.d.

8.2 The Euler characteristic of the sheaves OD

The hard part of the proof of the Riemann-Roch theorem for the sheaves OD on
compact Riemann surfaces is the finiteness theorem which has been proved in The-
orem 7.16. The subsequent computation of the Euler characteristic of the sheaf OD,
attached to a divisor D ∈ Div(X), is a simple reduction. It starts with the considera-
tion of effective divisors.

The sheaf H D2
D1

is the means to compare the cohomology of two divisors D1 ≤ D2.

Lemma 8.8 states the cohomological properties H D2
D1

. Together with Lemma 8.9 it
prepares the proof of Theorem 8.10.

Lemma 8.8 (Comparing two divisors). Let X be a Riemann surface and D1,D2 ∈ Div(X)
two divisors with

D1 ≤ D2.

1. Then
H1(X ,H D2

D1
) = 0

2. For compact X holds

dimC H0(X ,H D2
D1

) = deg D2 −deg D1.

Proof. The set
S := {x ∈ X : D1(x) ̸= D2(x)}

is a discrete set, closed in X .

1. A given class from H1(X ,H D2
D1

) can be represented by a cocycle from

Z1(U ,H D2
D1

)

with a suitable open covering U of X . We choose a refinement

V = (Vi)i∈I < U

such that each point s ∈ S is contained in Vi for exactly one index i ∈ I. As a
consequence, for i ̸= j ∈ I

H D2
D1

(Vi ∩Vj) = 0
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which imples
Z1(V ,H D2

D1
) = 0.

We obtain for the inductive limit

H1(X ,H D2
D1

) = 0.

2. For compact X the set S is finite and

H0(X ,H D2
D1

) = ∏
s∈S

(OD2)s/(OD1)s

Hence
dimC H0(X ,H D2

D1
) = ∑

s∈S
dimC (OD2)s/(OD1)s =

= ∑
s∈S

(D2(s)−D1(s)) = deg D2 −deg D1.

Here we used that the quotient of stalks

(OD2)s/(OD1)s

is isomorphic to the space of all Laurent series of the form

−D1(s)−1

∑
n=−D2(s)

cn · zn.

The latter is a vector space with the finite dimension

D2(s)−D1(s), q.e.d.

Lemma 8.9 (Comparing the cohomology of the multiples of two divisors). Con-
sider a Riemann surface X and two divisors

D1 ≤ D2

on X. Then the inclusion
OD1 ↪−→ OD2

induces a surjective morphism

H1(X ,OD1)−→ H1(X ,OD2)

with injective dual
i D2

D1
: H1(X ,OD2)

∨ −→ H1(X ,OD1)
∨.

Proof. The claim follows from the long exact cohomology sequence
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0 −→ H0(X ,OD1)−→ H0(X ,OD2)−→ H0(X ,H D2
D1

)
∂−→

H1(X ,OD1)−→ H1(X ,OD2)−→ 0 = H1(X ,H D2
D1

)

of the sheaf sequence from Definition 8.3 and the application of Lemma 8.8, q.e.d.

Theorem 8.10 (Riemann Roch theorem for the sheaves OD). Consider a compact
Riemann surface X with genus g(X) and a divisor D ∈ Div(X). Then:

1. The complex vector spaces

H0(X ,OD) and H1(X ,OD)

are finite-dimensional.

2. The Euler characteristic of OD

χ(OD) := dim H0(X ,OD)−dim H1(X ,OD)

has the numerical value

χ(OD) = 1−g(X)+deg D ∈ Z

Proof. The proof rests on the Finiteness Theorem 7.16 for the zero divisor D = 0
with its multiple the structure sheaf O = OD. The long exact cohomology sequence
reduces the case of a general divisor to the specific case D = 0.

i) Effective divisor D ≥ 0: Lemma 8.9 implies

0 −→ H0(X ,O)−→ H0(X ,OD)−→ H0(X ,H D
0 )−→ H1(X ,O)−→ H1(X ,OD)−→ 0

Due to the compactness of X Theorem 1.9 implies

dim H0(X ,O) = 1,

and Theorem 7.16 implies

g(X) := dim H1(X ,O)< ∞

Lemma 8.8 implies
dim H0(X ,H D

0 ) = deg D < ∞

As a consequence, the long exact sequence above implies

dim H1(X ,OD)< ∞

and eventually
dim H0(X ,OD)< ∞
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Computing the alternate cross sum of the dimension of the finite dimensional vector
spaces of the exact sequence gives

0 = 1−dim H0(X ,OD)+deg D−g(X)+dim H1(X ,OD)

or
χ(OD) = 1−g(X)+deg D

ii) General case D ∈ Div(X): We decompose D as the difference of two effective
divisors

D = D1 −D2, D1,D2 ≥ 0.

Then D ≤ D1. Lemma 8.9 implies the exact sequence

0 −→ H0(X ,OD)−→ H0(X ,OD1)−→ H0(X ,H D1
D )−→ H1(X ,OD)−→ H1(X ,OD1)−→ 0

Part i) and Lemma 8.8 imply

dim H0(X ,OD), dimH1(X ,OD), dim H0(X ,H D1
D )< ∞.

Therefore also
dim H0(X ,OD1), dim H1(X ,OD1)< ∞

Computing the alternate cross sum gives

0 = dim H0(X ,OD)−dim H0(X ,OD1)+

+(deg D1 −deg D)−dim H1(X ,OD)+dim H1(X ,OD1)

Due to part i) applied to D1

dim H0(X ,OD1)−dim H1(X ,OD1) = 1−g(X)+deg D1

As a consequence

0 = dim H0(X ,OD)−1+g(X)−deg D1 +(deg D1 −deg D)−dim H1(X ,OD)

or
χ(OD) = 1−g(X)+deg D, q.e.d.

Theorem 8.10 shows: The value

χ(OD)−deg D = 1−g(X)

is an invariant of the Riemann surface X , independent from the divisor D.





Chapter 9
Serre duality

The Riemann-Roch theorem on a Riemann surface X computes the holomorphic
Euler characteristic

χ(OD) = dim H0(X ,OD)−dim H1(X ,OD).

Serres duality theorem replaces the first cohomology group

dim H1(X ,OD)

by the 0-th cohomology group

dim H0(X ,ω−D)

with
ω−D = O−D ⊗O ω

and ω a distinguished sheaf on X . Recall as a particular case Theorem 6.18 about
the twisted sheaves

L = O(k)

on X = P1:
dim H1(P1,L ) = dim H0(P1,L ∨⊗O Ω

1).

9.1 Dualizing sheaf and residue map

The theorem is based on the dualizing sheaf ω and its residue map defined on H1(X ,ω).
To define the residue map we have to consider also meromorphic differential forms.
Therefore we first consider the cohomology of meromorphic functions and differ-
ential forms.

169
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Theorem 9.1 (Cohomology of the sheaves M and M 1). For a compact Riemann
surface X

H1(X ,M ) = H1(X ,M 1) = 0.

Proof. i) Meromorphic functions: A given class ξ ∈ H1(X ,M ) is represented with
respect to a suitable open covering U = (Ui)i∈I by a cocycle

( fi j)i j ∈ Z1(U ,M ).

After shrinking U we may assume that for each i, j ∈ I the meromorphic function

fi j ∈ M (Ui ∩U j)

has only finitely many poles. We choose a refinement

V = (Vα)α∈A < U

with the refinement map
τ : A → I

such that for each pair i, j ∈ I each pole of

fi j ∈ M (Ui ∩U j)

is contained in Vα for exactly one α ∈ A. As a consequence

fτ(α)τ(β )|Vα ∩Vβ

has no poles, i.e.
( fi j)i j ∈ Z1(U ,M )

is mapped under the restriction

tUV : Z1(U ,M )−→ Z1(V ,M )

to the subspace of holomorphic cocycles

Z1(V ,O)⊂ Z1(V ,M ).

As a consequence, the embedding

O ↪−→ M

induces in the direct limit a surjective map

H1(X ,O)−→ H1(X ,M )

The finiteness of dimC H1(X ,O) implies

dimC H1(X ,M )< ∞.
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Because is H1(X ,M ) is also vector space over the field H0(X ,M ), and the latter is
an infinite-dimensional C-vector space due to Corollary 7.19, we conclude

H1(X ,M ) = 0.

ii) Meromorphic differential forms: According to Corollary 7.19 we may choose a
non-zero global, meromorphic function f ∈ M (X) and set

η := d f ∈ M 1(X).

The map
M −→ M 1, g 7→ g ·η ,

is an isomorphism of sheaves with inverse

M 1 −→ M , ζ 7→ ζ/η .

Here the quotient
q := ζ/η ∈ H0(X ,M )

has to be computed locally with respect to a chart

z : U −→V

If
η = fη ·dz and ζ = fζ ·dz

then

q|U :=
fζ

fη

∈ M (U).

Hence
H1(X ,M )≃ H1(X ,M 1)

with the first group vanishing due to part i), q.e.d.

Lemma 9.2 is a consequence of the Riemann-Roch theorem. It provides non-zero
sections for divisors with large degree.

Lemma 9.2 (Growth of dim H0(X ,Ω 1
D)). For each compact Riemann surface X

exists a numerical constant k0 ∈ Z such that for all divisors D ∈ Div(X)

dim H0(X ,Ω 1
D)≥ k0 +deg D.

Proof. We choose a non-constant global, meromorphic function f ∈M (X) accord-
ing to Corollary 7.19 and set

η := d f ∈ M 1(X).

Denote by
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K := div η ∈ Div(X)

the divisor of η and set
k0 := 1−g(X)+deg K

The map
OD+K −→ Ω

1
D, f 7→ f ·η ,

is an isomorphism of sheaves. Theorem 8.10 implies

dim H0(X ,Ω 1
D) = dim H0(X ,OD+K) =

= dim H1(X ,OD+K)+1−g(X)+deg(D+K)≥ deg D+ k0, q.e.d.

Definition 9.3 (Dualizing sheaf). Let X be a Riemann surface. The sheaf

ω := Ω
1

of holomorphic differential forms is the dualizing sheaf of X .

The next step is to define on a compact Riemann surface X a residue map

res : H1(X ,ω)−→ C.

Therefore we relate elements from H1(X ,ω) to meromorphic differential forms and
consider the residue of these forms. The construction is based on the following
results:

• The injection
Ω

1 ↪−→ M 1,

• the vanishing
H1(X ,M 1) = 0

• and the residue theorem applied to Mittag-Leffler distributions of differential
forms.

The Mittag-Leffler problem from complex analysis in the plane asks for mero-
morphic functions with given principal parts on a domain G ⊂ C. It is well-known
that the problem is solvable for G = C. The concept of a principal part does not
carry over literally to a Riemann surface X because the Laurent expansion of a mero-
mophic function at a pole depends on the choice of a chart around the pole. To obtain
on X an absolute notion of the principal part one has to replace meromophic func-
tions by meromorphic differential forms. The formal means is the Mittag-Leffler
distribution of differential forms.
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Definition 9.4 (Mittag-Leffler distribution of differential forms). Let X be a Rie-
mann surface.

1. Consider an open covering U of X and a meromorphic 0-cochain µ ∈C0(U ,M 1)
with holomorphic coboundary

δ µ = (µ j −µi)i j ∈ Z1(U ,ω).

For a given point p ∈ X the residue of µ at p, defined as

res(µ; p) := res(µi; p) for i ∈ I with p ∈Ui,

is independent from i ∈ I because the coboundary δ µ is holomorphic.

2. A Mittag-Leffler distribution of differential forms on X is a pair

ML = (U ,µ)

with an open covering U = (Ui)i∈I of X and a meromorphic 0-cochain

µ ∈C0(U ,M 1)

with holomorphic coboundary

δ µ ∈ Z1(U ,ω).

For any point p ∈ X the residue of the Mittag-Leffler distribution at p is defined
as

res(ML; p) := res(µ; p).

3. For compact X a Mittag-Leffler distribution ML has only finitely many poles,
because the poles of a meromorphic function have no accumulation point. In
particular, there are only finitely many points p ∈ X with

res(ML; p) ̸= 0.

The complex number

res ML := ∑
p∈X

res(ML; p) ∈ C

is the residue of the Mittag-Leffler distribution ML.

Definition 9.5 (Residue map). Let X be a compact Riemann surface. Then define
the residue map on X

res : H1(X ,ω)−→ C

as follows: Any class
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η ∈ H1(X ,ω)

can be represented by a cocycle

(ηi j)i j ∈ Z1(U ,ω)

with respect to a suitable open covering U = (Ui)i∈I of X . Because Theorem 9.1
implies

H1(U ,M 1) = 0,

the injection
ω = Ω

1 ↪−→ M 1

provides a Mittag-Leffler distribution

ML(η) = (U ,µ), µ ∈C0(U ,M 1),

satisfying
δ µ = (ηi j)i j ∈ Z1(U ,ω)

in particular
[δ µ] = η ∈ H1(X ,ω).

Set
res η := res ML(η).

Lemma 9.6 (Independence of the residue map). On a compact Riemann surface X
the value res(η) ∈ C of the residue map in Definition 9.5 is independent from the
choice of the Mittag-Leffler distribution ML(η).

Proof. The proof is based on the residue theorem.

Assume that a given element η ∈ H1(X ,ω) is represented by two cocyles, possi-
bly with respect to two different open coverings. Passing to a common refinement U
of the open coverings we may assume for k = 1,2 two representatives of η

η
k ∈C1(U ,M 1)

and Mittag-Leffler distributions

(U , µ
k) with δ µ

k = η
k.

The meromorphic cochain

µ := µ
1 −µ

2 ∈C0(U ,M 1)

satisfies

[δ µ] = [δ µ
1 −δ µ

2] = [η1 −η
2] = η −η = 0 ∈ H1(U ,ω).
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Hence there exists a holomorphic cochain

σ ∈C0(U ,ω) with δ µ = δσ ∈ B1(U ,ω).

First, the holomorphy of σ allows to compute the residue as

res(µ) = res(µ −σ).

Secondly,
δ (µ −σ) = 0

shows that the cochain
µ −σ ∈C0(U ,M 1)

is even a 0-cocyle, i.e. a global meromorphic form

µ −σ ∈ Z0(U ,M 1) = M 1(X).

The Residue Theorem 4.22 implies

0 = res(µ −σ) = res(µ) i.e. res(µ1) = res(µ2), q.e.d.

Definition 9.5 defines the residue map

res : H1(X ,ω)−→ C

in a form which at once explains the name: The final value res(η) is the sum of
finitely many local values, which derive as the residues from the singularities of the
meromorphic representation of the 1-class η ∈ H1(X ,ω). This form of res(η) will
be used in Section 9.2 for the investigation of Serre duality.
There is a second representation of res(η), this time obtained by integrating a
global object, the smooth Dolbeault class of η . Proposition 9.7 proves the
equivalence of both representations. This result shows at once by applying Stokes’
theorem that the residue as defined by Definition 9.5 is independent from the
choice of a Mittag-Leffler distribution. Hence Proposition 9.7 is also a substitute
for Lemma 9.6.

The main tool in the proof of Proposition 9.7 is again the residue theorem.

Proposition 9.7 (Residue map via integration of Dolbeault class). Consider a
compact Riemann surface X and the Dolbeault isomorphism from Theorem 6.15

dolb : H1(X ,Ω 1)
≃−→ Dolb1,1(X) =

H0(X ,E 1,1)

im[d′′ : H0(X ,E 1,0)−→ H0(X ,E 1,1)]

and the integration

int : Dolb1,1 −→ C, [ζ ] 7→
∫∫

x
ζ
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Then the residue map renders commutative the following diagram

H1(X ,Ω 1) C

Dolb1,1(X)

res

dolb
1

2πi
· int

Note that the integral in Proposition 9.7 is well-defined: Due to Stokes’ theorem it
depends only on the class [ζ ].

Proof. The proof uses the Dolbeault resolution from Theorem 6.15

0 −→ Ω
1 −→ E 1,0 d′′−→ E 1,1 −→ 0

of the sheaf Ω 1 and the connecting morphism

H0(X ,E 1,1)
∂−→ H1(X ,Ω 1)−→ 0

of the corresponding long exact coholomology sequence. Consider an element

η ∈ H1(X ,Ω 1)

represented with respect to a suitable open covering U of X by a cocycle

(ηi j)i j ∈ Z1(U ,Ω 1).

i) Connecting morphism as lift of Dolbeault morphism: Due to the definition of the
connecting morphism any ζ ∈ H0(X ,E 1,1) with

dolb(η) = [ζ ] ∈ Dolb1,1(X)

satisfies
∂ζ = η

and vice versa.

H1(X ,Ω 1)

E 1,1(X) Dolb1,1(X)

∂

[...]

dolb

ii) Constructing an inverse image of the connecting morphism: Due to

H1(X ,E 1,0) = 0
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exists a smooth cochain

σ = (σi)i∈I ∈C0(U ,E 1,0)

satisfying for each i, j ∈ I
ηi j = σ j −σi.

Because
dηi j = d′′

ηi j = 0

we have
dσ j = dσi.

Hence there exists a global form

ζ ∈ H0(X ,E 1,1)

satisfying for each i ∈ I
ζ |Ui = dσi.

iii) A Mittag-Leffler distribution of η : Choose a Mittag-Leffler distribution ML(η)
of the given class η

ML(η) = (U ,µ)

The 0-cochain
µ = (µi)i ∈C0(U ,M 1)

satisfies for i, j ∈ I
µ j −µi = ηi j.

We study the finite pole set of µ

P = {a1, ...,an} ⊂ X

and the residues at the different poles. Set

X ′ := X \P.

For each i, j ∈ I we have on Ui ∩U j ∩X ′

µ j −µi = ηi j = σ j −σi

or
σi −µi = σ j −µ j.

Hence a smooth global form
ρ ∈ E 1,0(X ′)

exists, which satisfies for each i ∈ I on X ′∩Ui

ρ = σi −µi.
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Hence for each i ∈ I

ζ |X ′∩Ui = d(σi −µi) = dσi because d(µi|X ′∩Ui) = 0,

or globally in X ′

ζ = dρ.

For each k = 1, ..,n we now make a local study around the pole ak ∈ P. There exists
a chart of X around ak

zk : Wk −→ D1(0) the unit disk,

and we may assume an index i(k) ∈ I with Vk ⊂Ui(k). Moreover for j ̸= k

Vj ∩Vk = /0.

We choose a smooth function
ψk ∈ E (X)

with
supp ψk ⊂Vk and ψ|V ′

k = 1

for an open neighbourhood V ′
k ⊂⊂Vk of ak. Set

g := 1−
n

∑
k=1

ψk ∈ E (X).

Then
g ·ρ ∈ E 1,0(X ′)

vanishes in a neighbourhood of each point from P and extends by zero into the pole.
Therefore it can be considered as a global smooth form

g ·ρ ∈ E 1,0(X)

and Stokes’s theorem implies ∫∫
X

d(g ·ρ) = 0

For each k = 1, ..,n the restriction on V ′
k \{ak}

d(ψk ·ρ) = dρ = dσk = dσi(k)−µi(k) = dσi(k)

extends to a smooth form on Vk. Due to the vanishing of

ψk ·ρ on X ′ \ supp ψk

the form extends even to a smooth global 2-form
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d(ψk ·ρ) ∈ E 2(X).

We have

ρ = g ·ρ +
n

∑
k=1

ψk ·ρ and ζ = dσ

hence

ζ = dσ = d(g ·ρ)+
n

∑
k=1

d(ψk ·ρ)

As a consequence by using Stokes’ theorem

(int ◦dolb)(η)=
∫∫

X
ζ =

n

∑
k=1

(∫∫
X

d(ψk ·ρ)
)
=

n

∑
k=1

(∫∫
Vk

d(ψk ·σi(k))−ψk ·µi(k)

)
For each k = 1, ...,n Stokes theorem implies for the first summand∫∫

Vk

d(ψk ·σi(k)) = 0.

While for the second summand the residue theorem in the complex plane gives

1
2πi

· (int ◦dolb)(η) =−
1

2πi
·

n

∑
k=1

∫∫
Vk

ψk ·µi(k) =
n

∑
k=1

res(ψk ·µi(k); ak) =

=
n

∑
k=1

res(µi(k); ak) = res ML(η), q.e.d.

9.2 The dual pairing of the residue form

Definition 9.8 (Residue form). Let X be a Riemann surface and D ∈ Div(X) a di-
visor. Consider the sheaf morphism

ω−D ×OD ≃ (ω ⊗O O−D)×OD −→ ω

defined for small U ⊂ X open as multiplication

ω−D(U)×OD(U)−→ ω(U), (η ⊗g,h) 7→ (gh) ·η

The sheaf morphism induces a bilinear map

H0(X ,ω−D)×H1(X ,OD)−→ H1(X ,ω).

It is defined in Čech cohomology with respect to an open covering U = (Ui)i∈I of X
as
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H0(U ,ω−D)×H1(U ,OD)−→ H1(U ,ω)

(ζ ,( fi j)i j) 7→ (ζ · fi j)i j

Its composition with the residue map from Definition 9.5 defines the bilinear residue
form

(−,−)D := [H0(X ,ω−D)×H1(X ,OD)−→ H1(X ,ω)
res−→ C]

Remark 9.9 (Dual pairing). Consider a field K and two finite-dimensional K-vector
spaces V, W with a bilinear map

r : V ×W −→K.

Then the following properties are equivalent:

• The map r is a dual pairing, i.e.

– Injectivity of the map
V −→W∨, v 7→ r(v,−),

– and injectivity of the map

W −→V∨, w 7→ r(−,w),

• The induced map
iV : V −→W∨, v 7→ r(v,−),

is an isomorphism.

Proof. We have the equivalences

(r(v,−) = 0 =⇒ v = 0) ⇐⇒ (V −→W∨, v 7→ r(v,−), injective)

and
(r(−,w) = 0 =⇒ w = 0)

⇐⇒ (W −→V∨, w 7→ r(−,w), injective)

⇐⇒ (V −→W∨, v 7→ r(v,−), surjective), q.e.d.

In the following we apply Remark 9.9 with

V = H0(X ,ω−D) and W = H1(X ,OD)

and r the residue form.
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Theorem 9.10 (Serre duality). Let X be a compact Riemann surface and D ∈ Div(X)
a divisor. The residue form

(−,−)D := [H0(X ,ω−D)×H1(X ,OD)−→ H1(X ,ω)
res−→ C]

is a dual pairing. In particular, it induces an isomorphism with the dual space

H0(X ,ω−D)≃ H1(X ,OD)
∨

and hence in particular

dim H0(X ,ω−D) = dim H1(X ,OD).

The proof of Theorem 9.10 has to show that the map

(.,−)D : H0(X ,ωD)−→ H1(X ,OD)
∨

η 7→ (η ,−)D,

is an isomorphism. Injectivity of iV will be proved in Proposition 9.11, surjectivity
in Proposition 9.13.

Proposition 9.11 (Residue form: Injectivity). Consider a compact Riemann surface X
and a divisor D ∈ Div(X). Then the linear map

(.,−)D : H0(X ,ω−D)−→ H1(X ,OD)
∨,η 7→ (η ,−)D,

is injective. In particular
dim H0(X ,ω−D)< ∞

Proof. That H0(X ,ω−D) has finite dimension follows from Theorem 8.10 as soon
as the claim of injectivity has been proved. Therefore we have to show: For each

η ∈ H0(X ,ω−D), η ̸= 0,

exists
ξ ∈ H1(X ,OD)

such that the residue form evaluates to

(η ,ξ )D ̸= 0.

i) Construction of ξ : We construct an element ξ ∈ H1(X ,OD) such that the product

ηξ ∈ H1(X ,ω)

has a Mittag-Leffler distribution

ML(ηξ ) = (U ,µ)
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satisfying
(η ,ξ )D := res µ = res(µ; p) = 1

for an arbitrary point
p ∈ X \ supp D.

We choose a point p ∈ X with D(p) = 0. The divisor D vanishes also in a neigh-
bourhood of p in X . With respect to a chart around p

z : U0 −→ D1(0) with D|U0 = 0

we have
η |U0 = f ·dz

with a non-zero meromorphic function

f ∈ O−D(U0).

Because
(div f )(p)≥ D(p) = 0

the function f is even holomorphic in an open neighbourhood of p. W.l.o.g. f has
no zeros in

U∗
0 :=U0 \{p},

but possibly f (p) = 0. As a consequence the reciprocal functions

1
z f

∈ O(U∗
0 )

has no zeros and satisfies

div

(
1
z f

)
= 0 ≥−D|U∗

0 = 0

We set
U1 := X \{p}.

With respect to the open covering

U := (U0,U1) with U0 ∩U1 =U∗
0 .

we define the cochain
(ξi j)i j ∈ Z1(U ,OD)

setting

ξ10 :=
1
z f

∈ OD(U∗
0 ).

Then
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ξ := [(ξi j)i j] ∈ H1(X ,OD)

ends the construction.

ii) Computing the residue: With

η ∈ H0(X ,ω−D) = Z0(U ,ω−D)

the product cochain
ηξ ∈ H1(X ,ω)

is represented by the cocycle ((ηξ )i j)i j ∈ Z1(U ,ω) with

(ηξ )10 = f dz ·
1
z f

=
dz
z
∈ ω(U∗

0 )

It splits by the meromorphic cochain

µ = (µ0 :=
dz
z
, µ1 := 0) ∈C0(U ,M ).

Hence the Mittag-Leffler distribution

ML(ηξ ) := (U ,µ)

satisfies

res ML(ηξ ) = res µ = res

(
dz
z

; p

)
= 1, q.e.d.

Lemma 9.12 prepares the proof of Proposition 9.13. It shows under which
condition the residue form (·,−)D2 is surjective for a divisor D2 if the residue
form (·,−)D1 is surjective for a smaller divisor D1 ≤ D2.

Lemma 9.12 (Comparing the residue forms of two divisors). Let X be a compact
Riemann surface. Consider two divisors D1,D2 ∈ Div(X) with

D1 ≤ D2.

They induce the injection
OD1 ↪−→ OD2

and the commutative diagram
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0 H1(X ,OD2)
∨ H1(X ,OD1)

∨

0 H0(X ,ω−D2) H0(X ,ω−D1)

i D2
D1

(.,−)D2 (.,−)D1

with horizontal maps induced by Lemma 8.9.

If two elements

λ ∈ H1(X ,OD2)
∨ and η ∈ H0(X ,ω−D1)

satisfy
i D2

D1
(λ ) = (η ,−)D1

then
η ∈ H0(X ,ω−D2) and λ = (η ,−)D2 , i.e.

λ i D2
D1
(λ ) = (η ,−)D1

η η

Proof. The horizontal maps in the commutative diagram above are injective due to
Lemma 8.9. By assumption

div η ≥ D1.

The proof has to “lift” the section η ∈ H0(X ,ω−D1) to H0(X ,ω−D2). We show by
indirect proof

div η ≥ D2 :

Assume the existence of a point p ∈ X with

(div η)(p)< D2(p).

We choose a chart around p
z : U0 −→ D1(0)

obtaining the local representation

η |U0 = f ·dz with f ∈ M (U0), div f ≥ D1|U0.

W.l.o.g. on U∗
0 :=U0 \{p} holds

•
D1 = D2 = 0
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• and f |U∗
0 ∈ O∗(U∗

0 ).

Set U1 := X \{p} and consider for the open covering of X

U := (U0,U1)

the cochain
ζ := ( f0, f1) ∈C0(U ,M )

with

f0 :=
1
z f

and f1 := 0.

The estimate
(div η)(p) = (div f )(p)< D2(p)

implies (
div

1
z f

)
(p) =−(div f )(p)−1 ≥−D2(p),

hence
ζ ∈C0(U ,OD2).

Because in U∗
0

f0 − f1 =
1
z f

∈ O∗(U∗
0 )

we have
δζ ∈ Z1(U ,O) = Z1(U ,OD1) = Z1(U ,OD2).

For k = 1,2 we take the respective cohomology classes

ξk := [δζ ] ∈ H1(X ,ODk).

On one hand, by construction
ξ2 = 0

because δζ ∈ B1(U ,OD2), and therefore

(η ,ξ1)D1 = i D2
D1
(λ )(ξ1) = λ (ξ2) = 0.

On the other hand,

(η ,ξ1)D1 = res(ηζ ) = res

(
dz
z

; 0

)
= 1 ̸= 0,

a contradiction. The contradiction proves

div(η)≥ D2, i.e. η ∈ H0(X ,ω−D2).

From
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i D2
D1
(λ ) = (η ,−)D1 = i D2

D1
((η ,−)D2)

follows
λ = (η ,−)D2

because i D2
D1

is injective, q.e.d.

Proposition 9.13 (Residue form: Surjectivity). Consider a compact Riemann
surface X and a divisor D ∈ Div(X). Then the linear map

(.,−)D : H0(X ,ω−D)−→ H1(X ,OD)
∨,η 7→ (η ,−),

is surjective.

Proof. Consider an arbitrary but fixed non-zero linear functional

λ ∈ H1(X ,OD)
∨.

We have to find an element

η0 ∈ H0(X ,ω−D) with λ = (η0,−)D.

Therefore we will apply Lemma 9.12 and consider divisors D′ ∈ Div(X) with

D′ ≤ D.

The Riemann-Roch theorem estimates the dimension of the cohomology of certain
sheaves OE and ωE with divisors E ∈ Div(X) derived from D.

i) The divisors Dn = D−nP: We choose a point p ∈ X and the corresponding point
divisor P ∈ Div(X). For arbitrary natural numbers n ∈ N we consider the divisors

Dn := D−nP ∈ Div(X).

Note
Dn ≤ D

Corollary 7.19 implies for large n ∈ N

H0(X ,OnP) ̸= {0}.

Any
ψ ∈ H0(X ,OnP), ψ ̸= 0,

defines by multiplication an injection

mψ : ODn ↪−→ OD, f 7→ ψ · f

If
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A := div ψ ∈ Div(X) and D′ := Dn −A ∈ Div(X)

then due to Dn ≤ D the inclusion factorizes as

[ODn ↪−→ OD] = [ODn

mψ−−→ OD′ ↪−→ OD]

with the sheaf isomorphism
ODn

≃mψ−−−→ OD′

Lemma 8.9 implies the injectivity of

H1(X ,OD)
∨ −→ H1(X ,OD′)∨ ≃ H1(X ,ODn)

∨, λ 7→ λ ◦mψ .

ii) The particular case Dn,n ≫ 0: Consider the map

α : H0(X ,OnP)−→ H1(X ,ODn)
∨, ψ 7→ λ ◦mψ

The map α is injective, because

λ ◦mψ = 0

implies ψ = 0 by the injectivity of

H1(X ,OD)
∨ −→ H1(X ,ODn)

∨

from part i) and because of λ ̸= 0.

Set as shorthand

β := (·,−)Dn : H0(X ,ω−Dn)−→ H1(X ,ODn)
∨

The map β is injective due to Proposition 9.11. Consider the diagram

H0(X ,OnP) H1(X ,ODn)
∨

H0(X ,ω−Dn)

α

β

We claim: For sufficiently large n ∈ N there exists

(ψ,η) ∈ H0(X ,OnP)×H0(X ,ω−Dn),

such that
λ ◦mψ = α(ψ) = β (η) = (η ,−)Dn ∈ H1(X ,ODn)

∨.

Therefore we have to show

α(H0(X ,OnP))∩β (H0(X ,ω−Dn)) ̸= {0} ⊂ H1(X ,ODn)
∨
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or
dim H0(X ,OnP)+dim H0(X ,ω−Dn)> dim H1(X ,ODn)

∨.

Consider n ∈ N.

• On one hand the Riemann-Roch theorem 8.10 implies

dim H0(X ,OnP)≥ 1−g(X)+n

• On the other hand, Lemma 9.2 provides a constant k0 ∈ N such that

dim H0(X ,ω−Dn)≥ k0 −deg Dn = k0 − (deg D−n) = n+(k0 −deg D)

• If n > deg D then
deg Dn = (deg D)−n < 0

and Proposition 8.4 implies

H0(X ,ODn) = 0.

Then the Riemann-Roch theorem 8.10 implies

χ(ODn) =−dim H1(X ,ODn) = 1−g+deg Dn = 1−g+(deg D)−n

i.e.
dim H1(X ,ODn)

∨ = dim H1(X ,ODn) = n+(g−1−deg D)

Summing up, we obtain for n > deg D

dim H0(X ,OnP)+dim H0(X ,ω−Dn)≥

(1−g(X)+n)+(n+ k0 −deg D) = 1−g(X)+ k0 −deg D+2n

and
dim H1(X ,ODn)

∨ = dim H1(X ,ODn) =−1+g(X)−deg D+n.

As a consequence for n ≫ 0

dim H0(X ,OnP)+dim H0(X ,ω−Dn)> dim H1(X ,ODn)
∨,

which implies
H0(X ,OnP)∩H0(X ,ω−Dn) ̸= {0}.

We obtain elements

ψ ∈ H0(X ,OnP) and η ∈ H0(X ,ω−Dn)

with
λ ◦mψ = (η ,−)Dn

iii) Reduction to the general case D ≥ Dn: Part ii) shows: For n ≫ 0 exists a pair
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(ψ,η) ∈ H0(X ,OnP)×H0(X ,ω−Dn)

satisfying
λ ◦mψ = (η ,−)Dn .

If
A := div ψ and D′ := Dn −A ≤ D

then multiplication by ψ also defines sheaf isomorphisms

ω−D′
mψ−−→ ω−Dn

We obtain an element

η0 :=
η

ψ
∈ H0(X ,ω−D′)

with
λ = (η0,−)D′

The commutative diagram

0 H1(X ,OD)
∨ H1(X ,OD′)∨ H1(X ,ODn)

∨

0 H0(X ,ω−D) H0(X ,ω−D′) H0(X ,ω−Dn)

i D
D′ ≃ mψ

≃ mψ

(.,−)D (.,−)D′ (.,−)Dn

and Lemma 9.12 imply η0 ∈ H0(X ,ω−D):

λ λ ψ ·λ

η0 η0 η

Hence
λ = (η0,−)D, q.e.d.

Proof of Theorem 9.10. The claim follows from the Propositions 9.11 and 9.13,
when taking into account Remark 9.9 and the finiteness result from the Riemann-
Roch Theorem 8.10, q.e.d.

Remark 9.14 (Serre duality).

1. Consider a compact Riemann surface X and choose a fixed non-zero meromor-
phic form
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η ∈ H0(X ,M 1)

with canonical divisor
K := div η ∈ Div(X).

Then η defines a sheaf isomorphism

Ω
1 ≃−→ OK , ζ 7→

ζ

η
.

In particular
ωK = Ω

1
−K ≃ O.

If we apply Serre duality

(·,−)D : H0(X ,ω−D)
≃−→ H1(X ,OD)

∨

with the divisor
D := K,

then we obtain

H0(X ,ω−D) = H0(X ,ω−K) = H0(X ,O)
≃−→ H1(X ,OK)

∨ = H1(X ,Ω 1)∨

2. The proof of Serre’s duality theorem 9.10 rests on the Riemann-Roch theorem.
In addition, it uses meromorphic differential forms and the vanishing

H1(X ,M 1) = 0.

The original proof of Serre [33] is different. Serre uses fine resolutions by the
sheaves of smooth forms and Fréchet topologies on their vector spaces of sections
with distributions as dual spaces, see also [16, Chap. VI].

9.3 Applications of Serre duality and Riemann-Roch theorem

Corollary 9.15 (Cohomology of the dualizing sheaf). Let X be a compact Rie-
mann surface with dualizing sheaf ω . Then

dim H1(X ,ω) = 1

and
res : H1(X ,ω)−→ C

is an isomorphism. Moreover

dim H0(X ,ω) = g(X)
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is the genus of X.

Proof. Remark 9.14 proves

H0(X ,O)≃ H1(X ,ω)∨

which implies
dim H1(X ,ω) = dim H0(X ,O) = 1.

The residue map
res : H1(X ,ω)−→ C

is non-zero, hence an isomorphism. In addition

g(X) := dim H1(X ,O) = dim H0(X ,ω) = dim H0(X ,Ω 1), q.e.d.

Corollary 9.16 (Genus of the torus). The complex torus T = C/Λ has the genus

g(T ) = 1.

Proof. The torus T is covered by complex charts zi : Ui −→Vi, i ∈ I, with

zi = z j +λi j, λi j ∈ Λ locally constant.

Therefore on Ui ∩U j
dzi = dz j

and there exists a global form dz ∈ Ω 1(T ) without zeros. The sheaf morphism

O −→ Ω
1, f 7→ f ·dz

is an isomorphism. Therefore
ω ≃ Ω

1 ≃ O.

Corollary 9.15 implies

g(T ) = dim H0(T,Ω 1) = H0(T,O) = 1, q.e.d.

Proposition 9.17 (Degree of a canonical divisor). On a compact Riemann surface X
for all non-zero meromorphic forms η ∈ H0(X ,M 1) the canonical divisors

K := div η ∈ Div(X)

are equivalent, and have degree

deg K = 2g(X)−2.
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Proof. i) Degree of non-zero sections of H0(X ,M 1): Remark 9.14 shows

Ω
1 ≃ OK .

Hence Theorem 9.10 and Theorem 8.10 apply to the sheaf Ω 1. For two non-zero
meromorphic sections from M 1(X) the quotient

η1

η2
∈ M 1(X)

is a well-defined non-zero, global meromorphic function, which can be seen using
charts. Note that the inverse of a non-zero meromorphic function is again meromor-
phic. Hence Corollary 3.24 implies

deg
η1

η2
= 0 or deg η1 = deg η2,

independent from the choice of the meromorphic sections.

ii) Riemann-Roch and Serre duality: Due to part i) the Riemann-Roch theorem
implies

χ(Ω 1) = χ(OK) = 1−g(X)+deg K

Serre duality implies, see Remark 9.14,

H0(X ,Ω 1) = H1(X ,O)∨,

hence by definition of g(X)

χ(Ω 1) =−χ(O) = dim H1(X ,O)−dim H0(X ,O) = g(X)−1

As a consequence
g(X)−1 = 1−g(X)+deg K

or
2g(X)−2 = deg K, q.e.d.

Theorem 9.18 (Riemann-Hurwitz formula). Consider a non-constant holomor-
phic map

f : X −→ Y

between to compact Riemann surfaces. Denote by

n( f ) := card Xy

the cardinality of the fibres of f , which is independent from y ∈ Y . For each x ∈ X
denote by

v( f ; x)
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the multiplicity of f at x, by

b( f ; x) := v( f ; x)−1

the branching order of f at x. Then the total branching order of f

b( f ) := ∑
x∈X

b( f ; x)

and n( f ) relate to the genus of X and Y as

g(X) = 1+
b( f )

2
+n( f ) · (g(Y )−1) .

The idea of the proof is to link the numerical characteristics of X and Y by the
degree of a non-zero global section η ∈ H0(Y,M 1) and its
pullback f ∗η ∈ H0(X ,M 1). Then introducing local coordinates allows to
calculate the

Proof. We choose a non-zero meromorphic form

η ∈ H0(Y,M 1).

and consider its pullback
f ∗η ∈ H0(X ,M 1).

Proposition 9.17 implies

deg(div η) = 2g(Y )−2 and deg(div f ∗η) = 2g(X)−2

For a given pair y ∈ Y and x ∈ Yy we choose charts

z : U(x)−→V (x) and w : U(y)−→V (y)

around x ∈ X and y ∈ Y respectively, such that

U(x) = f−1 (U(y))

and the composition
w◦ f ◦ z−1

has the form
w = zk

with
k := v( f ; x)

the multiplicity of f at x, see Definition 3.21 and Proposition 1.6. If



194 9 Serre duality

η |U(y) = g dw and dw = d(zk) = k · zk−1 dz

then
f ∗η = k · zk−1 ·g(zk) dz.

We now vary x ∈ Xy and y ∈ Y , obtaining

ord( f ∗η ; x) := ord(k · zk−1 ·g(zk); x) = b( f ; x)+v( f ; x) ·ord(η ; y)

Because independently from y ∈ Y

n( f ) = ∑
x∈Xy

v( f ; x)

we obtain by applying ∑x∈Xy

∑
x∈Xy

ord( f ∗η ; x) = ∑
x∈Xy

(b( f ; x)+v( f ; x) ·ord(η ; y))

and by applying in addition ∑y∈Y

deg(div f ∗η) = ∑
x∈X

ord( f ∗η ; x) = ∑
y∈Y

∑
x∈Xy

ord( f ∗η ; x) =

= ∑
y∈Y

(
∑

x∈Xy

ord( f ∗η ; x)

)
=

(
∑
x∈X

b( f ; x)

)
+

(
n( f ) · ∑

y∈Y
ord(η ; y)

)
=

= b( f )+n( f ) ·deg (div η).

Hence
2g(X)−2 = b( f )+n( f ) · (2g(Y )−2), q.e.d.

Recall from Corollary 3.23 that a non-constant holomorphic map between two
Riemann surfaces is surjective if its domain is compact.

Corollary 9.19 (Holomorphic maps between compact Riemann surfaces).

1. Any compact Riemann surface X has a surjective holomorphic map

f : X −→ P1

2. Each holomorphic map
f : P1 −→ X

with X a compact Riemann surface X of genus g(X)≥ 1 is constant.

Proof. 1. For any compact Riemann surface X exist non-constant holomorphic
maps
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f : X −→ P1

because the latter are the meromorphic functions on X , see Theorem 1.10 and
Corollary 7.19 implies the existence of non-constant meromorphic functions
on X .

2. For a non-constant holomorphic map

f : X −→ Y

the Riemann-Hurwitz formula from Theorem 9.18 implies for non-constant f

−2 = b( f )+n( f ) · (2g(X)−2)≥ b( f )+n( f )

a contradiction, q.e.d.





Chapter 10
Vector bundles and line bundles

10.1 Vector bundles

A vector bundle of rank k ∈C on a topological space X is a family of local products

Ui ×Ck

with respect to an open covering (Ui)i∈I of X , which glues on the intersections Ui ∩U j
while maintaining the vector space structure. Definition 10.1 gives the formal defi-
nition and introduces the relevant concepts.

Definition 10.1 (Vector bundle). Consider a topological space X.

1. A continuous complex vector bundle of rank k ∈N on X is a topological space E
together with a continuous map

p : E −→ X

satisfying the following properties:

• Each point x ∈ X has an open neighbourhood U ⊂ X and a homeomophism

φU : p−1(U)
≃−→U ×Ck,

named a linear chart, such that the following diagram commutes

p−1(U) U ×Ck

U

p|p−1(U) prU

φU

197
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• For each two linear charts

φi := φUi , i = 1,2 with U12 :=U1 ∩U2 ̸= /0

exists a continous matrix-valued function

g12 : U12 −→ GL(k,C)

such that the transition function

φ12 := φ1 ◦φ
−1
2 : U12 ×Ck −→U12 ×Ck

satisfies for all (x,v) ∈U12 ×Ck

φ12(x,v) = (x,g12(x) ·v).

2. For a continuous vector bundle p : E −→ X and a covering U = (Ui)i∈I of X by
open sets Ui with linear charts

φi : p−1(Ui)
≃−→Ui ×Ck

the family (φi)i∈I is an atlas of the vector bundle.

3. If X is a Riemann surface than a continuous complex vector bundle

p : E −→ X

is holomorphic if it has an atlas (φi)i∈I with holomorphic matrix-valued functions

gi j : Ui ∩U j −→ GL(k,C)⊂ Ck2
, i, j ∈ I.

Here a tuple of functions is holomorphic iff each component is holomorphic.

4. A vector bundle of rank k = 1 is a line bundle.

Remark 10.2 (Fibres of a vector bundle). Consider a complex vector bundle of
rank = k

p : E −→ X

on a topological space X . For each x ∈ X a linear chart

φU : p−1(U)−→U ×Ck

with x ∈U defines on the fibre Ex := p−1(x) the structure of a complex vector space
by the restriction
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pU |Ex : Ex
≃−→ {x}×Ck :

If z1,z2 ∈ Ex, λ ∈ C, and

φU (zi) = (x,ui) ∈ {x}×Ck, i = 1,2,

then
z1 + z2 := φ

−1
U (x,u1 +u2) ∈ Ex

and
λ · z1 := φ

−1
U (x,λ ·u1) ∈ Ex.

The vector space structure on Ex does not depend on the choice of the linear
chart φU : If

φV : p−1(V )−→V ×Ck

with x ∈V is a second linear chart, then for j = 1,2

φV (z j) = (x,v j) = (x,gVU ·u j).

As a consequence

φ
−1
V (x,v1 +v2) = φ

−1
V (x,gU,V (x) ·u1 +gU,V (x) ·u2) =

= φ
−1
V (x,gU,V (x) · (u1 +u2)) = φ

−1
U (x,u1 +u2)

And similarly for the scalar multiplication. In particular:

u1 = 0 ∈ Ck =⇒ v1 = gU,V (x) ·u1 = 0 ∈ Ck,

i.e. also the zero vector in the fibre Ex is well-defined, independent from the choice
of a linear chart.

While the vector space structure on Ex is uniquely determined, there is no canon-
ical isomorphism Ex ≃ Ck.

For a line bundle on X the matrix functions

gi j : Ui ∩U j −→ C∗ = GL(1,C)

satisfy a cocycle relation and therefore define a class in H1(X ,O∗).

Proposition 10.3 (The matrix-functions of vector bundles and line bundles).

1. Let X be a topological space, consider a vector bundle

p : E −→ X

of rank = k, and let
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(φi : p−1(Ui)−→Ui ×Ck)i∈I

be an atlas of L. The corresponding family

(gi j : Ui ∩U j −→ GL(k,C))i j

of matrix-valued functions satisfies on the threefold intersections

Ui jk :=Ui ∩U j ∩Uk ⊂ X

the relations
gik = gi j ·g jk : Ui jk −→ Ck.

2. As a consequence, the atlas of a line bundle defines the cocycle

g = (gi j)i, j∈I ∈ Z1(U ,C ∗).

The cohomology class
[g] ∈ H1(X ,C ∗)

does not depend on the choice of the atlas, it is uniquely determined by the line
bundle.

3. Analogously, a holomorphic line bundle on a Riemann surface X defines a class

[g] ∈ H1(X ,O∗).

And conversely, any class from

H1(X ,C ∗) or H1(X ,O∗)

defines respectively a continuous or holomorphic line bundle on X.

Proof. ad 3) Represent a given class from H1(X ,O∗) by a cocyle

g = (gi j)i j ∈ Z1(U ,O∗)

with respect to an open covering U = (Ui)i∈I . On the disjoint set⋃̇
i∈I

Ui ×C

consider the relation

(x,vi) ∈Ui ×C∼ (x,v j) ∈U j ×C ⇐⇒ vi = gi j(x) ·v j

The cocyle condition implies that the relation is an equivalence relation. Define

L := (
⋃̇

i∈I
Ui ×C)/∼

with the quotient topology. Then the canonical map
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p : L −→ X , [(x,vi)] 7→ x

is continuous. The family

p−1(Ui) = [Ui ×C] x−→Ui ×C induced by id : Ui ×C 7→Ui ×C

is a holomorphic atlas of L, because the matrix-functions of its transition functions
are the holomorphic functions

gi j : Ui ∩U j −→ C∗

are holomorphic.

Due to Proposition 10.3 we will often identify a line bundle with its class
from H1(X ,O∗), or even with a representing cocycle from Z1(U ,O∗) with respect
to the open covering U of an atlas of the line bundle.

Definition 10.4 (Sheaf of sections of a vector bundle). Consider a topological
space X and a continuous vector bundle of rank = k

p : E −→ X .

1. Then for any open U ⊂ X the complex vector space continuous sections

CE(U) := {s : U −→ E : s continuous and p◦ s = idU}

with the canonical restrictions for V ⊂U defines a sheaf CE , named the sheaf of
continuous sections of E.

2. If X is a Riemann surface and the vector bundle is holomorphic then a continuous
section

s : W −→ E

on an open set W ⊂ X is holomorphic, if each point x ∈ W has an open neigh-
bourhood U ⊂W and a linear chart

φ : p−1(U)−→U ×Ck

of the vector bundle such that all components of the map

φ ◦ s = (id,s1, ...,sk) : U −→U ×Ck

are holomorphic. The presheaf

OE(U) := {s : U −→ E : s holomorphic and p◦ s = idU}, U ⊂ X open

with the canonical restriction of sections defines a sheaf OE , named the sheaf of
holomorphic sections of E. For a line bundle L one often writes
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L := OL.

In both cases addition and scalar multiplication of sections is done poinwise. One
adds and multiplies the values of sections due to the vector space structure on the
fibres of the vector bundle.

Proposition 10.5 (Local representation of sections of a vector bundle). Consider
a vector bundle

p : E −→ X

and an atlas (
φi : p−1(Ui)−→Ui ×Ck

)
i∈I

with respectively continuous or holomorphic matrix-valued functions

gi j : Ui ∩U j −→ GL(k,C)⊂ Ck2
, i, j ∈ I.

1. For an open set U ⊂ X the vector spaces of global sections

CE(U) or OE(U)

correspond bijectively to the families of continuous or holomorphic maps

(si : U ∩Ui −→ Ck)i∈I

satisfying on U ∩Ui ∩U j
si = gi j · s j,

i.e. for all x ∈U ∩Ui ∩U j

si(x) = gi j(x) · s j(x) ∈ Ck.

2. If X is a Riemann surface and the vector bundle is holomorphic, then the family

ME(Ui) := {si := (si,1, ...,si,k) : si,1...si,k ∈ M (Ui)}, i ∈ I,

with
si = gi j · s j, i, j ∈ I,

and the canonical restrictions is a B-sheaf with B a basis of open sets U ⊂ X
with corresponding linear charts φU of E. The family extends to ME , the sheaf
of meromorphic sections of E on X, see Proposition 2.17.
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10.2 Line bundles and Chern classes

The present sections deals with the following concepts to investigate a Riemann
surface X :

• Holomorphic line bundle: A line bundle on X is a map

p : L −→ X

which has over small open sets U ⊂ X a product structure over U

φU : p−1(U)
≃−→U ×C.

Over the intersections U1 ∩U2 the respective product structures transform holo-
morphically into each other. Hence the fibres p−1(x) are complex lines varying
holomorphically with the base point x ∈ X .

• Invertible sheaf : An invertible sheaf L on X is a generalization of the structure
sheaf O of X : On small open sets U ⊂ X the restricted sheaves

L |U and O|U

are isomorphic, see Definition 2.15.

• Cocycle of the sheaf O∗: The group of cocycles Z1(U ,O∗) for an open covering U
of X and the multiplicatively cohomology group H1(X ,O∗).

• Divisor: A divisor D on X is a discrete and closed subset of points of X with
prescribed integer multiples. Each integer is considered the order of a pole or a
zero at the corresponding point, see Definition 8.1.

We will show that on a compact Riemann surface these concepts are nothing but
different views onto one and the same mathematical object. The equivalence of co-
cycles, line bundles and invertible sheaves is just a formal computation. For the
equivalence of cocycles and line bundles see Proposition 10.3, part 3). If not stated
otherwise we will therefore identify both concepts in the following. But the equiva-
lence of divisors and line bundles is a non-trivial result. The proof will be completed
by Theorem 10.23.

On the projective space P1 the twisted sheaves O(k), k ∈ Z, are the sheaves of
sections of line bundles. Each is characterized by the integer k ∈ Z. The concept
of Chern classes - or more precise Chern integers - generalizes the attachment of
integers to line bundles on any compact Riemann surface X . But different from the
case X = P1 for general X the Chern number does not determine the line bundle.
Nevertheless, the Chern number is the only invariant which enters into the Riemann-
Roch theorem for the Euler number of the line bundle.
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Proposition 10.6 (Line bundles and invertible sheaves). Consider a Riemann sur-
face X. For any a holomorphic line bundle

p : L −→ X

the sheaf L of holomorphic sections of the line bundle is an invertible sheaf. Vice
versa, any invertible sheaf on X is the sheaf of holomorphic sections of a line bundle
on X.

Proof. i) Consider a holomorphic line bundle

p : L −→ X .

For any open set U ⊂ X from an atlas of the line bundle we have

L |U ≃ O|U.

ii) Consider an invertible sheaf L on X and assume an open covering U = (Ui)i∈I
of X with sheaf isomorphisms

φi : L |Ui
≃−→ O|Ui.

For each pair i, j ∈ I the holomorphic map

φi ◦φ
−1
j

defines a holomorphic matrix function

gi j : Ui ∩U j −→ C∗.

The cocycle
(gi j)i, j∈I ∈ Z1(U ,O∗)

defines the line bundle L with L its sheaf of holomorphic sections, q.e.d.

We now show that any divisor D ∈ Div(X) defines a line bundle

p : L −→ X

such that
OD ≃ L .

Theorem 10.7 (Line bundle of a divisor). Let X be a Riemann surface and con-
sider a divisor D ∈ Div(X). Then for a suitable open covering U = (Ui)i∈I the
divisor has the form

D|Ui = div fi

with a cochain of meromorphic functions f = ( fi)i∈I ∈C0(U ,M ).



10.2 Line bundles and Chern classes 205

1. The cocycle

g =

(
gi j :=

fi

f j

)
∈ Z1(U ,O∗)

defines a line bundle, the line bundle of the divisor D,

p : L −→ X .

Denote by L its sheaf of holomorphic sections.

2. The family
( fi)i∈I ∈C0(U ,M )

defines

• a meromorphic section of L, i.e.

f = ( fi)i∈I ∈ H0(X ,ML)

- even holomorphic for effective D -

• and by multiplication

OD
·( fi)−−→ L

a well-defined isomorphism of O-module sheaves.

3. The dual line bundle
p∨ : L∨ −→ X

is defined by the cocycle

g∨ :=

(
g∨i j :=

1
gi j

=
f j

fi

)
i, j∈I

∈ Z1(U ,O∗)

It satisfies
∂D = [g∨] ∈ H1(X ,O∗)

with
∂ : H0(X ,D)−→ H1(X ,O∗)

the connecting morphism of the divisor sequence from Proposition 8.6.

Proof. 1. For each pair i, j ∈ I on Ui j :=Ui ∩U j

D|Ui j = div ( fi|Ui j) = div ( f j|Ui j).

which implies

gi j =
fi

f j
∈ O∗(Ui j)
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The cocycle relation is obvious.

2. i) By definition for each pair i, j ∈ I

fi = gi j · f j

Hence Proposition 10.5 proves that the family

( fi)i∈I ∈C0(U ,M )

defines a meromorphic section of the line bundle. For an effective divisor D each
function fi, i ∈ I, is holomorphic by definition.

ii) For any open set U ⊂ X any meromorphic function

f ∈ OD(U),

which is not locally-constant equal to zero, satisfies on U ∩Ui, i ∈ I,

div f ≥−D =−div fi

or
div ( f · fi)≥ 0

Hence
f · fi ∈ O(U ∩Ui).

The transition rule
fi = gi j · f j

implies
f · fi = gi j · ( f · f j).

According to Proposition 10.5 the family

f · fi

represents a holomorphic section from L (U).

3. The claim follows from Proposition 8.6, q.e.d.

Remark 10.8 (Line bundles and divisors).

1. Note. For a given divisor D ∈ H0(X ,D) the line bundle

p : L −→ X

defined by the class
∂D ∈ H1(X ,O∗)
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has the sheaf of sections L , which is the dual(!) of OD, i.e.

L = O∨
D .

2. Line bundles of the form OD are invertible subsheaves of the sheaf M of mero-
morphic functions on X. Theorem 10.23 will show the converse of Theorem 10.7:
Any holomorphic line bundle on a compact Riemann surface is the line bundle
of a divisor. Moreover, on a non-compact Riemann surface X any line bundle L
is even trivial, i.e. it is the line bundle of the zero divisor. For the latter statement
see Theorem 10.23.

Definition 10.9 (Canonical line bundle). For a Riemann surface X the line bundle

κ := OK ∈ H1(X ,O∗)

of a canonical divisor K ∈ Div(X) is named the canonical line bundle on X .

The Chern class of a holomorphic line bundle is the connecting morphism of the
exponential sequence. This definition does not require any sign convention.

Definition 10.10 (Chern class of a line bundle). Let X be a compact Riemann
surface. The connecting morphism ∂ of the exponential sequence

0 −→ Z−→ O
ex−→ O∗ −→ 0

is named the Chern morphism

c1 := ∂ : H1(X ,O∗)−→ H2(X ,Z).

If a line bundle L is represented by the class ξ ∈ H1(X ,O∗) then

c1(L) := ∂ξ ∈ H2(X ,Z)

is named the Chern class of L.

Note: Because the Chern class is a group homomorphism we have

c1(L1 ·L2) = c1(L1)+ c1(L2).

The Chern morphism is not restricted to holomorphic line bundles. The Chern mor-
phism is also defined for smooth or continuous complex line bundles: One has to
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replace in the exponential sequence the sheaves of holomorphic functions by the
corresponding sheaves of smooth or continuous functions.

Proposition 10.11 prepares the proof that a global differential form on X , which
represents the Chern class of a given line bundle, can be computed by means of an
object from differential geometry, a Hermitian metric of the line bundle.

Proposition 10.11 (Hermitian metric on line bundles). Consider a compact Rie-
mann surface and a holomorphic line bundle

p : L −→ X .

Assume that the line bundle is represented with respect to the open covering U = (Uα)α∈I
by the cocycle

ξ = (ξαβ ) ∈ Z1(U ,O∗).

1. Then a cochain exists
h = (hα) ∈C0(U ,ER

∗
+)

with ER
∗
+ the multiplicative sheaf of positive smooth functions on X, such that

the coboundary satisfies

δh = (|ξαβ |2) ∈ Z1(U ,ER
∗
+), i.e. |ξαβ |2 =

hβ

hα

for all pairs α, β ∈ I.

2. The cochains from part 1

h = (hα) ∈C0(U ,ER
∗
+)

correspond bijectively to the smooth Hermitians metrics of the line bundle: If

p : L −→ X

has the atlas
(φα : p−1(Uα)

≃−→Uα ×C)α∈I

then the Hermitian metric

<−,−>: L×L −→ C

is defined on the fibres
Lx, x ∈Uα ,

by using the linear chart φα as the map

Lx ×Lx −→ C, (z,w) 7→< z,w >:= uα ·hα(x) · vα ,

if
φα(z) = (x,uα) and φα(w) = (x,vα).
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Proof. 1. The sheaf E ∗
+ is acyclic: Denote by

ER ⊂ E

the subsheaf of smooth real-valued functions on X . By means of a partition of
unity one proves

H1(X ,ER) = 0

in an analogous way as Theorem 6.14. The real exponential function defines a
sheaf isomorphism

exp : ER
≃−→ ER

∗
+, f 7→ exp f .

Hence
H1(X ,ER

∗
+) = H1(X ,ER) = 0,

which finishes the proof.

2. Independence of the linear charts: In order to prove that the metric <−,−> de-
rived from the cochain (hα) ∈C0(U ,ER

∗
+) is well-defined we consider a second

linear chart
φβ : p−1(Uβ )

≃−→Uβ ×C.

If x ∈Uα ∩Uβ and

(z,w) ∈ Lx ×Lx with φβ (z) = (x,uβ ) and φβ (w) = (x,vβ )

then
uα = ξαβ (x) ·uβ and vα = ξαβ (x) ·vβ .

Hence

uα ·hα(x) ·vα = ξαβ (x) ·uβ ·
hβ (x)

|ξαβ (x)|2
·vβ (x) ·ξ αβ (x) = uβ ·hβ (x) ·vβ , q.e.d.

Apparently the construction from Proposition 10.11 allows to introduce also on
vector bundles a smooth Hermitian metric.

The proof of Proposition 10.13 will make use of the topological result from
Lemma 10.12.

For an open covering U = (Ui)i∈I of a topological space X the nerve N(U ) of U
is the family of all finite subsets J ⊂ I with support

supp J :=
⋂
i∈J

Ui ̸= /0.

Lemma 10.12 (Coverings with contractible intersections). Any open covering of
a compact Riemann surface X has a refinement S = (Si)i∈I with
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i∈J

Si

contractible for all J ∈ N(U ).

Proof. One uses the existence of a triangulation of X . Let V be its set of vertices. The
vertex star Sv of a given vertex v is the union of all singular 2-simplices containing
the vertex v. One may assume that each vertex star Sv is contained in an open set of
the original covering. Set

S := (S◦v)v∈V

with S◦v denoting the open kernel. Each 2-simplex of X is contractible to each of
its vertices. Hence the intersection of the vertex stars of finitely many vertices is
contractible to each of these vertices, q.e.d.

Fig. 10.1 Triangulation of P1

Figure 10.1 shows a triangulation of the Riemann surface P1 by singular sim-
plices obtained from the 2-faces of the tetraeder. They are the 2-simplices of the
standard simplex in R3. The triangulation has

• the vertices or 0-simplices O,A,B,C

• the 1-simplices OA,OB,OC,AB,AC,BC

• the 2-simplices OAC,OBC,OAB,ABC.
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Typical vertex stars are

SO = OAC,OBC,OAB and SA = OAC,OAB,ABC

E.g., the intersection
SO ∩SA = OAC,OAB

is contractible.

The Chern class of a line bundle is an element from H2(X ,Z) and maps via the
canonical map

j : H2(X ,Z)−→ H2(X ,C).

Like the Chern morphism also the de Rham isomorphism

deRham : H2(X ,C)−→ Rh2(X) =
H0(X ,E 2)

im[H0(X ,E 1)
d−→ H0(X ,E 2)]

is independent from any sign convention. The de Rham isomorphism is induced by
the de Rham resolution, the proof is analogous to the proof of Theorem 6.15. The
composition of both maps allows to represent Chern classes by de Rham classes.

Proposition 10.13 (Mapping Chern classes to de Rham classes). Consider a
compact Riemann surface and a holomorphic line bundle

p : L −→ X .

Assume that the line bundle is represented with respect to the open covering U = (Uα)α∈I
by the cocycle

ξ = (ξαβ ) ∈ Z1(U ,O∗).

Any Hermitian metric of L

h = (hα) ∈C0(U ,ER
∗
+)

defines a global differentialform

ζ :=

(
1

2πi
·d′′d′ log hα

)
∈ Z0(U ,E 1,1) = H0(X ,E 1,1)

with the property: The form ζ is the de Rham representative of the Chern class c1(L),
i.e. the composition of Chern morphism and de Rham morphism[

H1(X ,O∗)
c1−→ H2(X ,Z) j−→ H2(X ,C) deRham−−−−→ Rh2(X) =

H0(X ,E 2)

im[H0(X ,E 1)
d−→ H0(X ,E 2)]

]

satisfies
[ζ ] = (deRham◦ j ◦ c1)(L) ∈ Rh2(X).
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Proof. The proof has to follow the composition of the de Rham isomorphism with
the Chern morphism. Therefore we have to make explicit the two morphisms: The
Chern morphism is a connecting morphism and the de Rham isomorphism results
as the composition of two connecting morphisms. Hence we have to consider three
times the construction “climbing stairs”.

1. Chern morphism: Passing over to a suitable refinement, Lemma 10.12 assures
that we may assume all intersections

Uα ∩Uβ , α, β ∈ I,

simply connnected. Hence on each Uα ∩Uβ exists a branch of the logarithm. The
final result is independent of the choosen branch because it depends only on the
derivation of the logarithm. The exponential sequence induces by backward stair
climbing

0 Z O O∗ 0

(cαβγ) ∈ Z2(U ,Z) (cαβγ) ∈ Z2(U ,O)

(
1

2πi
· log ξαβ

)
∈C1(U ,O) (ξαβ ) ∈ Z1(U ,O∗)

e

e

δ

the Chern morphism as the connecting morphism

c1 = ∂ : H1(X ,O∗)−→ H2(X ,Z), ∂ (ξαβ ) := (cαβγ) ∈ Z2(U ,Z)

with

cαβγ =
1

2πi
· (log ξβγ − log ξαγ + log ξαβ )

2. De Rham isomorphism: The de Rham isomorphism is part of the following com-
mutative diagram
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H0(X ,E 2)

H1(X ,F ) Rh2(X) =
H0(X ,E 2)

im[H0(X ,E 1)
d−→ H0(X ,E 2)]

H2(X ,C)

∂2

∂1 deRham

Here ∂1 and ∂2 are the connecting morphisms in the splitting of the de Rham
resolution

0 −→ C−→ E
d−→ E 1 d−→ E 2 −→ 0

into the two short exact sequences

0 −→ C−→ E
d−→ F −→ 0, F := ker[E 1 d−→ E 2],

and
0 −→ F −→ E 1 d−→ E 2 −→ 0

We investigate how to obtain an inverse image

ζ ∈ H0(X ,E 2)

of a given element
[(cαβγ)] ∈ H2(X ,C)

under the composition of the two surjective connecting morphisms

H0(X ,E 2)
∂2−→ H1(X ,F )

∂1−→ H2(X ,C).

• For ∂1 : H1(X ,F )−→ H2(X ,C), ( fαβ ) 7→ (cαβγ):

0 C E F 0

(cαβγ) ∈ Z2(U ,C) (cαβγ) = δη ∈ Z2(U ,E )

η = (ηαβ ) ∈C1(U ,E ) ( fαβ ) ∈ Z1(U ,F )

d

d
δ

• For ∂2 : H0(X ,E 2)−→ H1(X ,F ), ζ 7→ ( fαβ ):
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0 F E 1 E 2 0

( fαβ ) ∈ Z1(U ,F ) ( fαβ ) = δτ ∈ Z1(U ,E 1)

τ = (τα) ∈C0(U ,E 1) ζ ∈ Z0(U ,E 2)

d

d
δ

3. Constructing the differential form ζ ∈ H0(X ,E 2): According to part 2) the task
is to find for a Chern cocycle, i.e. the cocycle of the Chern class of a line bundle,

(cαβγ) ∈ Z2(U ,Z) with class c = [(cαβγ)] ∈ H2(X ,C)

an element ζ ∈ H0(X ,E 2) satisfying

deRham(c) = [ζ ] ∈ Rh2(X).

This task has two steps:

• To find
η ∈C1(U ,E ) with δη = (cαβγ)

• and after setting
( fαβ ) := dη ∈ Z1(U F )

to find
τ ∈C0(U ,E 1) with δτ = ( fαβ )

The first step has been solved by part 1) of the proof: The cocycle

(cαβγ) ∈ Z2(U ,Z)

from part 1) with

cαβγ =
1

2πi
· (log ξβγ − log ξαγ + log ξαβ )

represents the Chern class of the line bundle. Hence we may set

η =

(
ηαβ :=

1
2πi

· log ξαβ

)
∈C1(U ,E )

To solve the second step we define

τ =

(
τα :=

1
2πi

· d′log hα

)
∈C0(U ,E 1)
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We claim:
δτ = ( fαβ )

For the proof recall from Proposition 10.11

hβ = hα · |ξαβ |2 = hα ·ξαβ ·ξ αβ .

Hence
log hβ = log hα + log ξαβ + log ξ αβ

Because each function ξ αβ is anti-holomorphic, which implies d′ξ αβ = 0, we
obtain

d′log hβ = d′log hα +d′ log ξαβ

Hence

τβ = τα +
1

2πi
·d′ log ξαβ ,

i.e.

fαβ =
1

2πi
·d′ log ξαβ = τβ − τα

which finishes the task.

For all α ∈ I
τα ∈ E 1,0(Uα) =⇒ dτα = d′′

τα ∈ E 1,1(Uα)

As a consequence

ζ := dτ =

(
dτα =

1
2πi

·d′′d′ log hα

)
∈ Z0(U ,E 2) = H0(X ,E 2), q.e.d.

Apparently the form ζ ∈H0(X ,E 1,1) constructed in the proof of Proposition 10.13
as an inverse image of the Chern class of a given line bundle is not uniquely deter-
mined. De Rham’s theorem shows that ζ is determined up to the image

im[d : H0(X ,E 1)−→ H0(X ,E 2)].

Remark 10.14 (Curvature form of a connection). Proposition 10.13 represents the
Chern class of a holomorphic line bundle on a Riemann surface X

p : L −→ X

by the form

ζ :=

(
1

2πi
·d′′d′ log hα

)
∈ Z0(U ,E 1,1) = H0(X ,E 1,1)

which derives from a Hermitian metric h = (hα) of the line bundle.
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1. Connection and curvature in the smooth category: The form

ζ ∈ H0(X ,E 1,1)

is the curvature form of a connection D of L. For a short introduction to connec-
tions of vector bundles see Chern [4, §5 and §6]: Consider a smooth manifold X
and a smooth complex vector bundle of rank = k

p : F −→ X

Denote by F the sheaf of smooth sections of F . A connection of the vector
bundle is a C-linear map

D : F −→ E 1 ⊗E F

which satisfies the product rule

D( f ·σ) = d f ⊗σ + f ·Dσ

for sections f ∈ Γ (U,E ) and σ ∈ Γ (U,F ) with open U ⊂ X . A frame of F on
an open set U ∈ X is a family

s = (s1, ...,sk)
⊥

of sections s j ∈ Γ (U,F ), j = 1, ...,k such that for all x ∈U the family

(s1(x), ...,sk(x))

is a basis of the fibre Fx. The restriction D|Γ (U,F ) is determined by the element

D(s) = ω ⊗ s

with a matrix of 1-forms

ω ∈ Γ
(
U,E 1 ⊗C M(k× k,C)

)
named the connection matrix of the frame s. Consider a second frame s′ ∈ Γ (U,F )
with connection matrix

ω
′ ∈ Γ

(
U,E 1 ⊗C M(k× k,C)

)
Then

s′ = g · s

with a matrix
g ∈ Γ (U,E ⊗C GL(k,C))

and the connection forms transform as

ω
′ ·g = dg+g ·ω ∈ Γ (U,E 1 ⊗CCn)
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Taking the exterior derivative of the last equation shows that the corresponding
curvature matrices of the frame, matrices of 2-forms,

Ω := dω −ω ∧ω, Ω
′ := dω

′−ω
′∧ω

′ ∈ Γ (U,E 2 ⊗E M(k× k,C))

transform as Ω ′ ·g = g ·Ω or

Ω
′ = g ·Ω ·g−1

2. Smooth line bundle: For a smooth line bundle L on a smooth manifold X ,
i.e. k = 1, the construction from part 1) simplifies due to the Abelian context.
The curvature matrix is a single, global form

Ω ∈ H0(X ,E 2).

If the line bundle L is represented by the cocycle (ξαβ ) ∈ Z1(U ,E ∗) then the
linear charts of L satisfy

φα = ξαβ ·φβ

and the corresponding frames

sα := φ
−1
α (−,1) and sβ := φ

−1
β

(−,1)

transform as
sβ = ξαβ · sα .

A connection on L|Uα is determined by a single connection form

ωα ∈ Γ (Uα ,E
1),

which defines the value of the connection on the frame

D(sα) := ωα · sα

3. Holomorphic line bundle on a Riemann surface X : A Hermitian metric h = (hα)
on L satisfies

hβ = |g|2hα with g = ξαβ .

The 1-forms
ωα := d′log hα ∈ Γ (Uα ,E

1,0), α ∈ I,

are well-defined due to the splitting induced from the complex structure on X

d = d′+d′′

The local forms define conncections

Dα : L |Uα −→ E 1 ⊗E L |Uα , D(sα) := ωα ⊗ sα

which glue to a global connection



218 10 Vector bundles and line bundles

D : L −→ E 1 ⊗E L

because they transform as

ωβ = d′log hα = d′log(hα ·g ·g) = d′log hα +d′log g+d′logg =

ωα +d′log g = ωα +dlog g = ωα +dg ·g−1

or
ωβ ·g = dg+g ·ωα

The last equation is the transformation rule of connection matrices. The connec-
tion forms are of type (1,0). Therefore

dωα = d′′
ωα and ωα ∧ωα = 0

and the local curvature forms

Ω |Uα := dωα −ωα ∧ωα = d′′
ωα = d′′d′log hα ∈ Γ (Uα ,E

1,1)

glue to a global curvature form

Ω ∈ H0(X ,E 1,1)

Proposition 10.13 shows that the (1,1)-form

1
2πi

·Ω ∈ H0(X ,E 1,1),

which derives from the curvature form of the connection D, is a de Rham repre-
sentant of the Chern class c1(L) ∈ H2(X ,Z).

Any Riemann surface X is an oriented smooth manifold. Hence integration
of 2-forms along X is well-defined. Lemma 10.15 defines the integration of the de
Rham classes.

Lemma 10.15 (Integration of de Rham classes). Let X be a compact Riemann
surface. Then the integration map

int : Rh2(X)−→ C, [ζ ] 7→
∫∫

X
ζ ,

is well-defined and surjective.

Proof. Well-definedness follows from Stokes’ theorem. Integrating a global volume
form on the oriented smooth manifold (X ,Σsmooth) shows that the map is not zero,
hence surjective, q.e.d.
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Note. The map from Lemma 10.15 is even an isomorphism.

Lemma 10.15 suggests to interpret Chern classes c1(L) ∈ H2(X ,Z) as integers.
There are two Z-linear isomorphisms

H2(X ,Z)−→ Z

which differ by the factor (−1). Hence the choice of the isomorphism is a matter of
convention. Theorem 10.16 and Definition 10.17 show how to calibrate the integer
by the degree of the divisor of sections of L .

Theorem 10.16 (Chern class and section of a line bundle). Let X be a compact
Riemann surface and consider a holomorphic line bundle

p : L −→ X .

Then the divisors of all non-zero meromorphic sections of L have the same degree.
The degree can be identified with the Chern class c1(L) in a canonical way: The
composition

H2(X ,Z) j−→ H2(X ,C) deRham−−−−→ Rh2(X)
int−→ Z

satisfies for all non-zero s ∈ H0(X ,ML)

(−1) · (int ◦deRham◦ j ◦ c1)(L) = deg div(s).

Proof. i) The Hermitian metric (hα) induced by the section: Consider a non-zero
meromorphic section s ∈ H0(X ,ML). We choose a linear atlas of the line bundle

(φα : p−1(Uα)−→Uα ×C)α∈I

with “matrix” functions

ξαβ ∈ O∗(Uαβ ), Uαβ :=Uα ∩Uβ , α,β ∈ I.

Then the section s is represented by a cochain

(sα)α∈I ∈C0(U ,M )

of meromorphic functions which transform according to

sα = ξαβ · sβ on Uαβ .

The divisor
D := div s ∈ Div(X)

has finite support. It is the sum of multiples of finitely many point divisors
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D = ∑
p∈supp D

np ·P

We may assume that each p ∈ supp D has an open neighbourhood V (p) with the
following properties

• The sets V (p), p ∈ supp D, are pairwise disjoint,

• for each p ∈ supp D holds
V (p)⊂Uα(p)

for a suitable α(p) ∈ I,

• and for all β ̸= α(p)
V (p)∩Uβ = /0

We carry over the transformation rule from meromorphic functions to smooth func-
tions by modifying the family (sα): For each α ∈ I the restricted function

sα |(Uα \ supp D)

is holomorphic and has no zeros. In (Uα ∩Uβ )\ supp D

|sα |2 = |ξαβ |2 ·
∣∣sβ

∣∣2
or ∣∣∣∣∣ 1

sβ

∣∣∣∣∣
2

= |ξαβ |2 ·

∣∣∣∣∣ 1
sα

∣∣∣∣∣
2

as a cocycle relation of smooth functions without zeros. For each α ∈ I a smooth
modification of sα within the set V (p) ∈Uα provides a smooth function

hα ∈ E ∗
+(Uα)

satisfying on Uα \V (p)

hα =

∣∣∣∣∣ 1
sα

∣∣∣∣∣
2

.

As a consequence, on Uα ∩Uβ holds

hβ = |ξαβ |2 ·hα

Hence the cochain
(hα)α∈I ∈C0(U ,E ∗

+)

defines a Hermitian metric on the line bundle according to Proposition 10.11.

ii) Integrating the de Rham class of the Chern class: Proposition 10.13 implies:
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(int ◦deRham◦ j ◦ c1)(L) =
∫∫

X
ζ

with
ζ ∈ H0(X ,E 2)

satisfying for all α ∈ I

ζ |Uα =
1

2πi
·d′′d′ log hα .

Each point in (
Uα \

⋃
p∈supp D

V (p)

)◦

has an open, simply connected neighbourhood where

d′′d′log hα =−d′′d′log sα −d′′d′log sα = 0

because sα is holomorphic. Hence the restriction satisfies

d′′d′log hα |

(
Uα \

⋃
p∈supp D

V (p)

)
= 0

and ∫∫
X

ζ =
1

2πi ∑
p∈supp D

∫∫
V (p)

d′′d′log hα

Because
d′′d′ = dd′

Stokes’ theorem implies for each p ∈ supp D, α = α(p) ∈ I and positive oriented
boundary ∂V (p)∫∫

V (p)
d′′d′log hα =

∫∫
V (p)

dd′log hα =
∫

∂V (p)
d′log hα =

=−
∫

∂V (p)
(d′log sα +d′log sα) =−

∫
∂V (p)

d′log sα =−
∫

∂V (p)

d′sα

sα

=−2πi · res

(
s′α
sα

)
=−2πi ·ord(sα ; p)

Hence

(−1)·(int ◦deRham◦ j◦c1)(L)=−int(ζ )=−
∫∫

X
ζ = ∑

p∈supp D
ord(sα(p); p)= deg div(s), q.e.d.

Definition 10.17 (Chern number). The Chern number of a line bundle
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p : L −→ X

on a compact Riemann surface X is the integer

cint
1 (L) := (−1) · (int ◦deRham◦ j ◦ c1)(L) ∈ Z.

The Chern number of the corresponding invertible sheaf L is

cint
1 (L ) := cint

1 (L).

Note the minus-sign in Definition 10.17 for the Chern number. It results from the
minus-sign which is obtained in the formula from Theorem 10.16. Lemma 10.15
shows that the Chern number does not depend on the construction of a
particular ζ ∈ H0(X ,E 2) in the proof of Proposition 10.13.

Example 10.18 (Chern number of the twisted sheaf). On the projective space

X := P1

consider the line bundle
p : L −→ X

with sheaf of holomorphic sections the twisted sheaf

L = O(1).

It’s cocycle with respect to the standard covering is defined by

ξ01 :=
z1

z0
∈ O∗(U01),

see Example 2.11. A Hermitian metric on the line bundle is given by the family

(h0,h1) ∈C0(U ,E ∗
+)

with

hi :=
|zi|2

|z0|2 + |z1|2
for i = 0,1,

because

|ξ01|2 =
h1

h0
.

With respect to the coordinate z =
z1

z0
on U0 we have
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h0(z) =
1

1+ |z|2

and

d′′d′log h0(z) =
−1

(1+ |z|2)2 dz∧dz

Hence

ζ =
1

2πi
·d′′d′log h0(z) =

1
2πi

·
(−1)

(1+ |z|)2)2 dz∧dz

It implies∫∫
P1

ζ =
1

2πi
·
∫∫

C

(−1)
(1+ |z|)2)2 dz∧dz =

1
2πi

·
∫∫

C

1
(1+ |z|)2)2 dz∧dz =

=
1

2πi
·
∫∫

R2

1
(1+ x2 + y2)2 · (−2i) dx∧dy =−

1
π
·
∫ 2π

0

∫
∞

0

r
(1+ r2)2 dr∧dθ =

=−
1
π
·2π ·

∫
∞

0

r
(1+ r2)2 dr =−2 ·

∫
∞

0

r
(1+ r2)2 dr =−2 ·

1
2
=−1

because the integrand has the primitive

−
1
2
·

1
1+ r2

We obtain
(−1) · (int ◦deRham◦ j ◦ c1)(L) =−

∫∫
P1

ζ = 1,

hence according to Definition 10.17

cint
1 (L ) = 1 ∈ Z.

The sheaf O(1) has the holomorphic section

s = (s0,s1) ∈ Z0(U ,O)

with

s0 :=
z1

z0
and s1 := 1.

It satisfies
s1 = ξ10 · s0.

Apparently
div s ∈ Div(X)

is the point divisor of the point 0 ∈ P1 and

deg(div s) = 1.
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Corollary 10.19 (Degree of a divisor and Chern number of its line bundle).
Consider a compact Riemann surface X. Then the following diagram commutes:

H0(X ,D) H1(X ,O∗) H2(X ,Z)

H2(X ,C)

C Rh2(X)

∂ c1

deg

j

deRham
int

Fig. 10.2 Canonical morphisms around the Chern class

In particular for any divisor D ∈ Div(X)

deg D = cint
1 (OD) ∈ Z.

Proof. Represent a given divisor D ∈ H0(X ,D) by a cochain

(Di = div fi)i ∈C0(U ,M )

with respect to a suitable open covering U = (Ui)i∈I . Theorem 10.7 implies:

• The class ∂D ∈ H1(X ,O∗) represents the line bundle O∨
D

• The sheaf OD has the meromorphic section ( fi)i ∈C0(U ,M ).

Theorem 10.16 implies

deg D = deg(div fi)i = (−1) · (int ◦deRham◦ j ◦ c1)(OD)

Because
∂D = O∨

D and c1(O
∨
D) =−c1(OD)

we obtain
deg D = (int ◦deRham◦ j ◦ c1 ◦∂ )(D)

The claim about the Chern number follows from Theorem 10.7

∂D = O∨
D , q.e.d.

The commutative diagram from Figure 10.2 relates several canonical morphisms
from different categories: The connecting morphism

H0(X ,D)
∂−→ H1(X ,O∗)
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induces a map

Cl(X) =
H0(X ,D)

im[H0(X ,M ∗)−→ H0(X ,D)]
−→ H1(X ,O∗)

between objects with a holomorphic structure, while the Chern morphism

H1(X ,O∗)
c1−→ H2(X ,Z)

maps objects with a holomorphic structure to topological invariants. But the Chern
morphism is analogously defined for smooth or even continuous line bundles. The
morphism, originating from a ring extension,

H2(X ,Z) j−→ H2(X ,C)

maps topological invariants. The de Rham morphism

H2(X ,C) deRham−−−−→ Rh2(X)

is a morphism in the smooth category. Integration

Rh2(X)
int−→ C

maps the smooth category to numerical invariants. The degree map

H0(X ,D)
deg−−→ C

induces a map
Cl(X)−→ Z⊂ C

which relates holomorphic entities to numerical invariants.

10.3 The divisor of a line bundle

The aim of the present section is to complete the proof that line bundles and divisors
are equivalent concepts on a compact Riemann surface. As a consequence the basic
theorems of Riemann-Roch and Serre carry over to line bundles.

Lemma 10.20 (Meromorphic sections of a line bundle). Let X be a Riemann
surface. The following statements are equivalent:

i) Vanishing
H1(X ,M ∗) = 0.



226 10 Vector bundles and line bundles

ii) Surjectivity of the connecting morphism of the divisor sequence

∂ : H0(X ,D)−→ H1(X ,O∗)

iii) Each line bundle on X has a non-zero meromorphic section.

Proof. The divisor sequence on X

0 −→ O∗ −→ M ∗ −→ D −→ 0

induces the long exact sequence

...−→ H0(X ,M ∗)−→ H0(X ,D)
∂−→ H1(X ,O∗)−→ H1(X ,M ∗)→ 0 = H1(X ,D)

with the last group vanishing due to Proposition 8.7.

i) ⇐⇒ ii). Condition i) implies at once the surjectivity of ∂ , i.e. condition ii).

For the converse assume the surjectivity of ∂ . Then we have the factorization

[H0(X ,D)
∂−→ H1(X ,O∗)−→ H1(X ,M ∗)−→ 0] =

= [H0(X ,D)
∂−→ H1(X ,O∗)−→ 0 −→ H1(X ,M ∗)−→ 0]

which implies H1(X ,M ∗) = 0, i.e. condition i).

ii) ⇐⇒ iii). Assume condition ii). The surjectivity of ∂ states that any line
bundle L has the form

L = ∂D

with a divisor D ∈ Div(X). If D is defined with respect to the covering U = (Ui)i∈I
by the cocycle

(div fi)i ∈ Z0(U ,D)

then the cochain (
1
fi

)
i

∈C0(U ,M ∗)

defines a non-zero meromorphic section of the line bundle L = ∂D, see
Theorem 10.7.

For the converse consider an arbitrary line bundle L represented by a cocycle

ξ = (gi j)i j∈I ∈ Z1(U ,O∗)

and assume that L has a non-zero meromorphic section

f ∈ H0(X ,ML).
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Due to Proposition 10.5 the section provides a non-zero cochain

( fi)i∈I ∈C0(U ,M ∗)

satisfying
fi = gi j · f j

According to Theorem 10.7 the divisor

D :=

(
div

1
fi

)
i

∈ Z0(U ,D)

maps to
L = ∂D, q.e.d.

We now show that on any compact Riemann surface the third condition of
Lemma 10.20 is satisfied, and hence all conditions are satisfied. The proof of The-
orem 10.22 is not trivial, because until now the Riemann-Roch theorem has not been
proven for arbitrary invertible sheaves, only for sheaves of the form OD, D ∈ Div(X).

Remark 10.21 (Finiteness theorem for line bundles). On a compact Riemann surface X
holds for any line bundle L ∈ Pic(X)

dim H0(X ,L )< ∞ and dim H1(X ,L )< ∞.

This result generalizes the Finiteness-Theorem 7.16 for the structure sheaf, i.e.
the trivial line bundle. The result can be proved in the same way by introduc-
ing Hilbert space topologies and using the compactness of the restriction map,
see [16, Kap. IV, § 3, Satz 7].

Theorem 10.22 (Existence of meromorphic sections of line bundles). Let X be a
compact Riemann surface and consider a point p ∈ X. Then each line bundle

pr : L −→ X

has a non-zero meromorphic section with a pole at most at the point p.

Proof. Let L be the invertible sheaf of holomorphic sections of the line bundle L.
Consider the point divisor P ∈ Div(X), an effective divisor, corresponding to p ∈ X
and the invertible sheaf

L1 := OP.

Due to Corollary 10.19
1 = deg P = cint

1 (L1)



228 10 Vector bundles and line bundles

Any non-zero constant defines a holomorphic non-zero section

s ∈ H0(X ,L1).

Theorem 10.16 implies
deg(div s) = cint

1 (L1) = 1

Hence s has exactly one zero at p, and this zero has order = 1.

i) Calculating χ(L ⊗O L ⊗n
1 ): The tensor powers of the non-zero section

s ∈ H0(X ,L1)

define by multiplication an injective sheaf morphism

O
·s⊗n
−−→ L ⊗n

1

After tensorizing with L we obtain a short exact sheaf sequence

0 −→ L
·s⊗n
−−→ L ⊗O L ⊗n

1 −→ H −→ 0

The quotient sheaf H is a skyscraper sheaf H with stalks

Hq =

{
Cn q = p
0 q ̸= p

It satisfies
H0(X ,H )≃ Cn and H1(X ,H ) = 0.

The corresponding exact cohomology sequence is

0 −→ H0(X ,L )−→ H0(X ,L ⊗L ⊗n
1 )−→Cn −→ H1(X ,L )−→ H1(X ,L ⊗L ⊗n

1 )−→ 0

The vanishing of the alternate cross sum

0= dim H0(X ,L )−dim H0(X ,L ⊗L ⊗n
1 )+n−dim H1(X ,L )+dim H1(X ,L ⊗L ⊗n

1 )

implies

dim H0(X ,L )−dim H1(X ,L ) = dim H0(X ,L ⊗L ⊗n
1 )−H1(X ,L ⊗L ⊗n

1 )−n

We have
cint

1 (L ⊗n
1 ) = n · cint

1 (L1) = n

The product rule
cint

1 (L ⊗L ⊗n
1 ) = cint

1 (L )+ cint
1 (L ⊗n

1 )

and subtracting cint
1 (L ) on both sides of the equation give

dim H0(X ,L )−dim H1(X ,L )− cint
1 (L ) =
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= dim H0(X ,L ⊗L ⊗n
1 )−dim H1(X ,L ⊗L ⊗n

1 )− cint
1 (L ⊗n

1 )− cint
1 (L )

or
χ(L )− cint

1 (L ) = χ(L ⊗L ⊗n
1 )− cint

1 (L ⊗L ⊗n
1 ).

Hence for all n ∈ N

const(L ) := χ(L ·L ⊗n
1 )− cint

1 (L ·L ⊗n
1 )

is a constant independent from n.

ii) Proving H0(X ,L ⊗L ⊗n
1 ) ̸= 0 for suitable n: Assume on the contrary: For

all n ∈ N
H0(X ,L ⊗L ⊗n

1 ) = 0.

We obtain from part i)

const(L )= χ(L ⊗L ⊗n
1 )−cint

1 (L ⊗L ⊗n
1 )=−dim H1(X ,L ⊗L ⊗n

1 )−cint
1 (L ⊗L ⊗n

1 )

i.e.
−dim H1(X ,L ⊗L ⊗n

1 ) = cint
1 (L )+n · cint

1 (L1)+ const(L ),

a contradiction because

dim H1(X ,L ⊗L ⊗n
1 )≥ 0

and
cint

1 (L1) = 1

Hence there exists n0 ∈ N and a holomorphic non-zero section

τ ∈ H0(X ,L ⊗L ⊗n0
1 ).

iii) Proving H0(X ,ML) ̸= {0}: Set

ρ :=
τ

s⊗n0
∈ H0(X ,ML)

with the holomorphic non-zero sections

τ ∈ H0(X ,L ⊗L ⊗n0
1 ) and s⊗n0 ∈ H0(X ,L ⊗n0

1 )

from part ii) and i). Then ρ is a non-zero meromorphic section of L with a pole at
most at the point p, q.e.d.

Theorem 10.22 has a series of important corollaries. The first, Theorem 10.23, is
a converse to Theorem 10.7.

Theorem 10.23 (Divisor of a line bundle). Let X be a compact Riemann surface.
For each holomorphic line bundle L on X exists a divisor D ∈ Div(X) satisfying

L ≃ OD.
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Proof. Due to Theorem 10.22 each line bundle on X has a non-zero meromorphic
section. Then Lemma 10.20 implies the surjectivity of the connecting morphism

∂ : H0(X ,D)−→ H1(X ,O∗).

Due to Theorem 10.7: If
L :=−∂D ∈ H1(X ,O∗)

then
L ≃ OD, q.e.d.

Theorems 10.7 and 10.23 show: On a compact Riemann surface X divisors and
line bundles are in bijective correspondence. More precisely: Let the Picard group
of X

Pic(X) := H1(X ,O∗)

be the multiplicative group of isomorphism classes of line bundles, then the map

Cl(X)−→ Pic(X), [D] 7→ [OD],

is an isomorphism between the divisor class group and the Picard group of X . Taking
into account Proposition 10.6 the bijective correspondence extends to isomorphism
classes of invertible sheaves.

Proposition 10.24 (Examples of Picard groups).

1. The Picard group of a compact Riemann surface X splits as

Pic(X) = Pic0(X)⊕Z

with
Pic0(X) := {[L] ∈ Pic(X) : c1(L) = 0}

the subgroup of line bundles with zero Chern class.

2. The projective space has
Pic0(P1) = {0}

3. A torus T = C/Λ has
Pic0(T )≃ T

Proof. 1. The exponential sequence from Proposition 2.10

0 −→ Z j−→ O
ex−→ O∗ −→ 0,

Theorem 10.23 and the isomorphy

H2(X ,Z)≃ Z
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imply the exact sequence in cohomology

0 −→ Pic0(X)−→ H1(X ,O∗)
c1−→ H2(X ,Z)≃ Z−→ 0

The sequence splits because the Z-module Z on the right-hand side is free. Hence

Pic(X)≃ Pic0(X)⊕Z

2. For the projective space
H1(P1,O) = 0

due to Proposition 6.17. Hence the Chern morphism is also injective and there-
fore an isomorphism.

3. For a torus T one has

Pic0(T ) := ker[H1(T,O∗)
c1−→ Z] = im[H1(T,O)−→ H1(T,O∗)]≃

=
H1(T,O)

ker[H1(T,O)−→ H1(T,O∗)]
=

H1(T,O)

im[H1(T,Z)−→ H1(T,O)]
=C/Λ = T, q.e.d.

Proposition 10.24 shows that the only line bundles on P1 are the line
bundles O(n), n ∈ Z, of the twisted sheaves. By Grothendieck’s splitting theorem
any holomorphic vector bundle of rank k ≥ 2 on P1 is the direct sum of k line
bundles, which are uniquely determined, see [14, Kap. VII, §8, Abschn. 5].
Grothendiecks theorem shows once more the importance of the twisted sheaves.

Remark 10.25 (Jacobi variety). Proposition 10.24 shows that the Picard group of a
compact Riemann surface X is already determined by its subgroup Pic0(X) of line
bundles with zero Chern class. The result

Pic0(T )≃ T

for a torus T generalizes to higher degree. Consider a compact Riemann surface X
of genus g = g(X). We identify line bundles and divisors on X , in particular

Pic0(X)≃Cl0(X)

with
Cl0(X) := Div0(X)/M ∗(X)⊂Cl(X)

the subgroup of divisor classes of divisors D with deg D = 0. Any choice of a
basis (ω1, ...,ωg) of H0(X ,Ω 1) defines a g-dimensional torus Jac(X), the Jacobi
manifold of X : Consider the period lattice
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Per(ω1, ...,ωg) :=
{(∫

γ

ω1, ...,
∫

γ

ωg

)
: γ ∈ H1(X)

}
⊂ Cg

and set
Jac(X) := Cn/Per(ω1, ...,ωg).

There exists a canonical map

Jac : Div0(X)−→ Jac(X)

defined as follows: For a given divisor D ∈ Div0(X) and a 1-chain c ∈ C1(X) with
boundary

δc = D.

Then

Jac(X) :=
[(∫

c
ω1, ...,

∫
c
ωg

)]
∈ Jac(X).

The map Jac is well-defined and fits into the exact sequence of Abelian groups

0 −→ M ∗(X)−→Cl0(X)
Jac−−→ Jac(X)−→ 0

For the details of the construction see [8, §21].

Proposition 10.26 (Vanishing of H1(X ,M ∗)). On a compact Riemann surface X
holds

H1(X ,M ∗) = 0.

Proof. The proof of the claim follows from Theorem 10.23 and Lemma 10.20, q.e.d.

Theorem 10.27 (Riemann Roch theorem for line bundles). Consider a compact
Riemann surface X. For any line bundle L on X the Euler characteristics satisfies

χ(L ) := dim H0(X ,L )−dim H1(X ,L ) = 1−g(X)+ cint
1 (L ).

Proof. The claim follows from the Theorems 8.10, 10.23, 10.16 and Corollary 10.19,
q.e.d.

Theorem 10.27 shows that in the proof of Theorem 10.22 the number const(L )
has the value

const(L ) = 1−g(X)

which is independent from L .
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Theorem 10.28 (Serre duality for line bundles). Consider a compact Riemann
surface X with dualizing sheaf ω . For any line bundle L on X the residue form

(−,−) : [H0(X ,L ∨⊗O ω)×H1(X ,L )−→ H1(X ,ω)
res−→ C]

is a dual pairing.

Proof. The proof follows from the Theorems 9.10, 10.23 and 10.16, q.e.d.





Chapter 11
Maps to projective spaces

11.1 The projective space Pn

Generalizing the 1-dimensional projective space P1 from Definition 1.4 we intro-
duce the higher-dimensional complex projective spaces. At this point we leave the
domain of Riemann surfaces and presuppose some basic results from the theory of
complex-analytic manifolds.

Definition 11.1 (n-dimensional projective space). For n ∈N consider the quotient

Pn := (Cn+1 \{0})/∼

with respect to the equivalence relation

z = (z0, ...,zn)∼ w = (w0, ...,wn) :<=> ∃λ ∈ C∗ : w = λ · z ∈ Cn+1 \{0}

and the canonical projection onto equivalence classes

π : Cn+1 \{0} −→ Pn, z 7→ [z].

For z = (z0, ...,zn) ∈ Cn+1 \{0} the expression

(z0 : ... : zn) := π(z) ∈ Pn

is named the homogeneous coordinate of π(z). The quotient topology is named
the Euclidean topology of Pn. It is a countable Hausdorff topology. The space Pn

is named the n-dimensional complex projective space. If not stated otherwise we
consider Pn equipped with the Euclidean topology.

Definition 11.2 (Standard atlas of Pn). Consider the n-dimensional projective
space Pn. Its standard atlas is the family

235
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U := (Ui)i=0,...,n

with the open sets

Ui := {(z0 : ... : zn) ∈ Pn : zi ̸= 0}, i = 0, ...,n.

For each i = 0, ...,n the i-th standard chart is the homeomorphism

φi :Ui −→Cn, (z0 : ... : zn) 7→

(
z0

zi
, ...,

zi−1

zi
,

ẑi

zi
,

zi+1

zi
, ...,

zn

zi

)
, the “hat” indicates omission of the term.

Remark 11.3 (Projective space and projective-algebraic geometry).

1. The twisted sheaves: From the view point of complex analysis of several vari-
ables the projective space Pn is an n-dimensional compact complex manifold:
The transformation between two charts φ j and φi with i < j is the holomorphic
map on an open subset of Cn

ψi j := φi ◦φ
−1
j : φ j(Ui ∩U j)−→ φi(Ui ∩U j),

(
w0, ...,w j−1, 1̂,w j+1, ...,wn

)
7→

(
w0

wi
, ...,

wi−1

wi
, 1̂,

wi+1

wi
, ...,

w j−1

wi
,

1
wi
,

w j+1

wi
, ...,

wn

wi

)
,

see [19, Chap. 9.1].

The definition of line bundles on Riemann surfaces from Definition 10.1
literally carries over to line bundles

p : L −→ X

on complex manifolds X . The group of isomorphy classes of line bundles on X
equals the first cohomology group H1(X ,O∗).

The twisted sheaf O(1) on Pn is the sheaf of holomorphic sections of the line
bundle

p : L −→ Pn

defined with respect to the standard charts by the cocycle

g =

(
gi j :=

z j

zi

)
∈ Z1(U ,O∗).

Analogously to Example 2.11 the sections of O(1) are the linear polynomials

H0(Pn,O(1))⊂ C[z0, ...,zn].
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2. Zariski topology: Algebraic geometry provides the set Pn not with the Euclidean
topology but with the Zariski topology: A subset A ⊂ Pn is closed with respect
to the Zariski topology iff A is the zero set of a set of homogenous polynomials
from C[z0, ...,zn]. The Zariski topology is coarser than the Euclidean topology.

3. The functor Pro j: Following Grothendieck’s definition Pn is a functor, see [18, Chap. II.2].
When defined on the category of commutative rings R with unit then

Pn
R := Pro j R[z0, ...,zn]

is the projective spectrum of the graded polynomial ring

S := R[z0, ...,zn]

with the ususal grading by the degree of monomials. The projective spectrum is
the set of all homogeneous prime ideals

p⊂ S with
⊕
d≥1

Sd ̸⊂ p,

provided with the Zariski topology of schemes. Here Sd ⊂ S denotes the subset
of homogeneous polynomials of degree = d. The space Pn

R is the basic example
of a projective scheme. In the particular case

R := C

we obtain the complex n-dimensional projective scheme Pn
C. Its subspace of

closed points forms the set Pn equipped with the Zariski topology.

11.2 Very ample invertible sheaves and projective embeddings

The first condition, that an invertible sheaf L on a Riemann surface X has to satisfy
in order to define a map into a projective space

X −→ Pn

is to be base-point-free.

Definition 11.4 (Base-point, globally generated sheaf). Consider a Riemann sur-
face X and an invertible sheaf L on X .

1. A point p ∈ X is a base-point of L if for all sections s ∈ H0(X ,L ) the germ at p
satisfies

sp ∈mpL i.e. s(p) = 0.
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2. The sheaf is generated by global sections or globally generated or base-point-
free if it has no base-points, i.e. if for any p ∈ X exists a section s ∈ H0(X ,L )
such that the germ sp ∈ Lp generates the stalk Lp as Op-module. The latter
condition is equivalent to s(p) ̸= 0.

Remark 11.5 (Inverse image sheaf).

1. The sheaves f−1 and f ∗: Any continuous map

f : X −→ Y

between two topological spaces induces a contravariant functor

f−1 : Shea f
Y
−→ Shea f

X

For a sheaf F on Y one defines the sheaf f−1F on X as the sheafification of the
presheaf defined by the direct limit

( f−1F )(U) := lim
open V⊃ f (U)

F (V ), open U ⊂ X .

For a point x ∈ X the stalk satisfies

( f−1F )x ≃ F f (x)

For a holomorphic map between to complex manifolds

f : X −→ Y

one defines the contravariant functor inverse image

f ∗ : OY −mod −→ OX −mod

as
f ∗F := f−1F ⊗ f−1OY

OX .

2. Adjointness: Any holomorphic map f : X −→ Y between two complex manifolds
induces two functors between the category of module sheaves: The covariant
direct image

f∗ : OX −mod −→ OY −mod

and the contravariant inverse image

f ∗ : OY −mod −→ OX −mod

These functors are adjoint : For any pair with an OY -module F and an OX -module G
there exists a group isomorphism
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HomOX ( f ∗F ,G )
≃−→ HomOY (F , f∗G )

See [18, Chap. II.5].

Proposition 11.6 (Holomorphic maps to projective space). Consider a compact
Riemann surface X and a globally generated invertible sheaf L . After choosing a
basis

(si)i=0,...,n ∈ H0(X ,L )

the map
φL : X −→ Pn, p 7→ (s0(p) : ... : sn(p)),

is well-defined and induces an isomorphism

φ
∗
L (O(1))≃ L .

Proof. We set
φ := φL .

i) Definition: We consider the definition of φ in a suitable open neighbourhood U
of p. On U we may identify the invertible sheaf L with the structure sheaf O .
Hence sections from H0(U,L ) are holomorphic functions. Because L is globally
generated there is an index j ∈ {0, ...,n} with

s j(p) ̸= 0.

Hence the point
(s0(p) : ... : sn(p)) ∈ Pn

is well-defined and independent of the choice of the chart and the isomorphism

L |U ≃ O|U.

Apparently the map φ is holomorphic on U .

ii) Pullback of the twisted line bundle: For each i = 0, ...,n the sets

Xi := φ
−1(Ui) = {x ∈ X : (si)x /∈mxLx}

form an open covering (Xi)i=0,...,n of X because L is globally generated.
For i = 0, ...,n the canonical morphisms between the rings of local sections

O(1)(Ui)−→ φ∗(L )(Ui) = L (Xi) induced by zi|Ui 7→ si|Xi

define a canonical sheaf morphism on Pn

O(1)−→ φ∗L
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By adjointness the corresponding sheaf morphism on X

φ
∗(O(1))−→ L ,

is an isomorphism because it is an isomorphism on the stalks of the two line
bundles: If for a given i ∈ {0, ...,n}

x ∈ Xi ⊂ X and y := φ(x) ∈Ui ⊂ Pn

then
(φ ∗O(1))x = O(1)y ⊗OPn ,y OX ,x −→ Lx, (zi)y ⊗1 7→ (si)x, q.e.d.

Remark 11.7 (Holomorphic map into projective space). For a compact Riemann
surface X and a globally generated invertible sheaf L on X the definition of the
map

φL : X −→ Pn

from Proposition 11.6 depends on the choice of a basis of the finite dimensional
vector space H0(X ,L ). Following Grothendieck an intrinsic definition is obtained
by the dual construction: Let

P(H0(X ,L )∨)

be the projective space of linear functionals on the n+1-dimensional vector space H0(X ,L ),
i.e. the lines through the origin in the dual space H0(X ,L )∨. The corresponding
map is defined as

φL : X −→ P(H0(X ,L )∨), p 7→ λp,

with
λp : H0(X ,L )−→ L (p) := Lp/mpLp ≃ C, s 7→ [sp].

Here the value of s(p) ∈C depends on the choice of the isomorphy between L and
the structure sheaf O in a neighbourhood of p, but the class of λp is independent of
this choice.

Theorem 11.8 provides a geometric criterion that the map provided by a globally
generated invertible sheaf L is a closed embedding.

Theorem 11.8 (Projective embedding induced by an invertible sheaf). Consider
a compact Riemann surface X and an invertible, globally generated sheaf L on X.
Then the induced map

φL : X −→ Pn

is a closed embedding iff L satisfies both of the following properties:

1. Separating points: For any two distinct points p ̸= q ∈ X exists a section

s ∈ H0(X ,L ) with s(p) ̸= 0 but s(q) = 0
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or vice versa.

2. Separating tangent vectors: For all x ∈ X the map

dL ,x : {s ∈ H0(X ,L ) : sx ∈mxLx} −→mxLx/m
2
xLx, s 7→ [sx],

is surjective.

In Theorem 11.8 note the isomorphy of Ox-modules

mxLx/m
2
xLx ≃ (mx/m

2
x)⊗Ox Lx = T 1

x ⊗Ox Lx

The map
dL ,x : {s ∈ H0(X ,L ) : sx ∈mxLx} −→ T 1

x ⊗Ox Lx

is induced by the total differential dx of holomorphic functions: A section

s ∈ H0(X ,L ) with sx ∈mxLx

factorizes in a suitable neighbourhood U of x as

s = f · s1

with a holomorphic function f ∈O(U) satisfying fx ∈mx and a holomorphic section
s1 ∈ L (U). Then

dL ,x(s) = dx f ⊗ s1 ∈ T 1
x ⊗Ox Lx

The map is well-defined: If also

s = g · s2 and ord(g; x)≥ ord( f ; x)

then
g = h · f

with h ∈ O(U). Hence

dxg⊗ s2 = dx(h · f )⊗ s2 = (h ·dx f )⊗ s2 = dx f ⊗h · s2 = dx f ⊗ s1

Set
y := φ(x) ∈ Pn

and consider analogously the map

dO(1),y : {s ∈ H0(Pn,O(1)) : s(y) = 0} −→ Ω
1
Pn,y ⊗OPn ,y O(1)y

The proof of Theorem 11.8 will employ the following commutative diagram
The left-hand side of the diagram in Figure 11.1 is induced by the pullback of

sections

φ
∗ : H0(Pn,O(1))−→ H0(X ,φ ∗(O(1))) = H0(X ,L ), s 7→ σ := s◦φ .
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{s ∈ H0(Pn,O(1)) : s(y) = 0} T 1
Pn,y ⊗OPn ,y O(1)y

{σ ∈ H0(X ,L ) : σ(x) = 0} T 1
X ,x ⊗OX ,x Lx

dO(1),y

φ ∗
T 1φ ∗

dL ,x

Fig. 11.1 Separating tangent vectors

which is surjective by definition. Also the upper horizontal map

dO(1),y : {s ∈ H0(Pn,O(1)) : s(y) = 0} −→ T 1
Pn,y ⊗OPn ,y O(1)y

is surjective. The right-hand side of the diagram considers germs of rings and mod-
ules at the points x ∈ X and y ∈ Pn. It is best understood from the view point of
commmutative algebra: Consider the rings

A := OPn,y and B := OX ,x

By means of the ring morphism,

A −→ B, f 7→ f ◦φ ,

the pullback of holomorphic functions, B is an A-module. In addition consider the
A-modules

ΩA := Ω
1
Pn,y and F := O(1)y

as well as the B-modules

ΩB := Ω
1
X ,x and F ⊗A B = Lx

The pullback of differential forms is a B-morphism

ΩA ⊗A B −→ ΩB

and the composition
ΩA −→ ΩA ⊗A B −→ ΩB

is an A-morphism. Tensoring by the A-module F gives an A-morphism

ΩA ⊗A F −→ ΩB ⊗A F = ΩB ⊗B (B⊗A F)

which is after tensoring with the residue field k(x)

T 1
Pn,y ⊗OPn ,y O(1)y −→ T 1

X ,x ⊗OX ,x Lx

Hence the right-hand side of the diagram is induced by the base change
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A −→ B

and the pullback of differential forms

ΩA ⊗A B −→ ΩB.

Proof (Theorem 11.8). Proposition 11.6 implies that the map

φ := φL : X −→ Pn

is well-defined and the pullback satisfies

L = φ
∗(O(1)).

i) Assume φ to be a closed embedding: Then w.l.o.g.

φ : X ↪−→ Pn

is the injection. Let
π : Cn+1 \{0} −→ Pn

be the canonical projection. For a given point p ∈ Pn the hyperplanes H ⊂ Cn+1

which contain the line
Lp := π

−1(p)⊂ Cn+1

correspond bijectively to the non-zero sections

sH ∈ H0(Pn,O(1))

with
sH(p) = 0 :

For the proof one represents the hyperplane as

H = ker λ

with a non-zero linear functional

λ : Cn+1 −→ C, (x0, ...,xn) 7→
n

∑
j=0

λ j · x j

Then the section

sH :=
n

∑
j=0

λ j · z j ∈ H0(X ,L )

satisfies sH(p) = 0.

• Consider two distinct points and their homogenenous coordinates
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p = π(u0) = (z0 : ... : zn) ̸= q = π(un) = (w0 : ... : wn) ∈ X

By assumption the two vectors

u0 := (z0, ...,zn), un+1 := (w0, ...,wn) ∈ Cn+1

are linearly independent. Hence they extend to a basis

(ui)i=0,...,n

of Cn+1 and the hyperplane

H := spanC ⟨ui : i = 0, ...,n−1⟩ ⊂ Cn+1

contains u0 but not un. The restriction

σ := sH |X ∈ H0(X ,L )

satisfies
σ(p) = 0 and σ(q) ̸= 0.

Therefore L separates points.

• Consider a point x ∈ X ⊂ Pn. Then in Figure 11.1 the map

φ
∗
Ω 1 : Ω

1
Pn,y ⊗OPn ,y O(1)y −→ Ω

1
X ,x ⊗OX ,x Lx

is surjective: The map
ΩA ⊗A B −→ ΩB

is surjective, and the surjectivity of

A −→ B

implies by tensoring with ΩA the surjectivity of

ΩA −→ ΩA ⊗A B.

Hence the composition
φ
∗
T 1 ◦dO(1),y

is surjective. As a consequence

dL ,x : {σ ∈ H0(X ,L ) : σ(x) = 0} −→ T 1
X ,x ⊗OX ,x Lx

is surjective which proves that L separates tangent vectors at x ∈ X .

ii) Assume that L separates points and tangent vectors:
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• Separating points implies that φ is injective. The map is continuous and X is
compact. Hence the image

φ(X)⊂ Pn

is compact and a posteriori closed.

• To show that φ : X −→ Pn is an immersion we consider the diagram from
Figure 11.1. By assumption

dL ,x : {σ ∈ H0(X ,L ) : σ(x) = 0} −→ Ω
1
X ,x ⊗OX ,x Lx

is surjective. Hence the composition

dL ,x ◦φ
∗

is surjective, which implies the surjectivity of

φ
∗
T 1 : T 1

Pn,y ⊗OPn,y O(1)y −→ T 1
X ,x ⊗OX ,x Lx

As a consequence the map
ΩA ⊗A B −→ ΩB

is surjective which proves that φ is an immersion at the point x ∈ X , q.e.d.

Definition 11.9 (Very ample invertible sheaf). A globally generated invertible
sheaf L on a compact Riemann surface X is very ample if the induced map

φL : X −→ Pn

is an embedding.

A globally generated invertible sheaf L on X has enough sections to define a
holomorphic map

φL : X −→ Pn.

If L is very ample then there are enough sections that φL is even an embedding.
Due to the compactness of X its image under an embedding is always closed.

Notation 11.10. For an invertible sheaf L on a Riemann surface X and a divisor D ∈ Div(X)
we denote by

LD := L ⊗O OD

the invertible sheaf of meromorphic sections of L which are multiples of the
divisor −D.
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Notation 11.10 has been employed already in Definition 8.3 with the
sheaf L = Ω 1.

Consider an invertible sheaf L on a compact Riemann surface X . Proposition 11.11
states a numerical criterion for the dimension of the vector spaces

H0(X ,LD), D ∈ Div(X),

which assures that the map
φL : X −→ Pn

is well-defined and a closed embedding. This criterion is very helpful in the applica-
tions because the dimension on the vector spaces in question can often be computed
by using the theorem of Riemann-Roch in combination with Serre duality.

Proposition 11.11 (Very-ampleness criterion). Consider a compact Riemann sur-
face X. For an invertible sheaf L on X are equivalent:

• The sheaf L is very ample.

• For the point divisors P, Q ∈ Div(X) of two arbitrary, not necessarily distinct
points p, q ∈ X holds

dim H0(X ,L−(P+Q)) = dim H0(X ,L )−2.

Proof. i) Assume the validity of the dimension formula: The formula implies for any
two point divisors P, Q ∈ Div(X)

H0(X ,L−(P+Q))⊊ H0(X ,L−P)⊊ H0(X ,L )

and each proper inclusion has codimension = 1 because it is defined by one linear
equation.

• The equation
h0(X ,L−P) = h0(X ,L )−1.

states that the kernel of the evaluation

H0(X ,L )−→ Lp/mpLp ≃ C, s 7→ [sp],

has codimension = 1. Hence p is not a base-point of L . As a consequence, L
is globally generated and

φL : X −→ Pn

is well-defined.

• The equation
H0(X ,L−(P+Q))⊊ H0(X ,L−P)

implies that for any pair of distinct points p, q ∈ X there exists a section
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s ∈ H0(X ,L−P)\H0(X ,L−(P+Q))

i.e. satisfying
s(p) = 0 but s(q) ̸= 0.

Hence the sheaf L separates points.

• The dimension formula shows for any point divisor P ∈ Div(X)

H0(X ,L−2P)⊊ H0(X ,L−P)

has codimension = 1. Hence there exists a section

s ∈ H0(X ,L−P)\H0(X ,L−2P)

which implies the surjectivity of the composition of the canonical maps

H0(X ,L−P)−→mX ,pLp −→mX ,pLp/m
2
X ,pLp

due to
dimC(mX ,p/m

2
X ,p) = 1.

Therefore L separates tangent vectors.

ii) Assume L very ample: Theorem 11.8 implies that L separates points and
tangent vectors. Separating points implies for all point divisors P ̸= Q ∈ Div(X)

dim H0(X ,L−(P+Q)) = dim H0(X ,L )−2.

Separating tangent vectors implies for each point divisor P ∈ Div(X)

dim H0(X ,L−2P) = dim H0(X ,L )−2, q.e.d.

As a consequence of the very-ampleness criterion from Proposition 11.11 we
now prove the embedding theorem of compact Riemann surfaces. It is one of the
main results about compact Riemann surfaces.

Theorem 11.12 (Embedding theorem). Any compact Riemann surface X has a
closed embedding into a projective space Pn.

Proof. i) Existence of an embedding: Let

g := g(X)

be the genus of X . For an invertible sheaf L on X and two, not necessarily distinct
point divisors P,Q ∈ Div(X) the Riemann-Roch theorem 10.27 states
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χ(L ) = 1−g+ cint
1 (L ) and χ(L−(P+Q)) = 1−g+ cint

1 (L )−2

which implies
χ(L−(P+Q)) = χ(L )−2.

Hence we prove the claim by providing an invertible sheaf L satisfying

h1(X ,L ) = h1(X ,L−(P+Q)) = 0

or by Serre duality, Theorem 10.28,

h0(X ,L ∨⊗O ω) = h0(X ,L ∨
P+Q ⊗O ω) = 0.

Proposition 8.4 states a necessary condition for the vanishing of these dimensions:

cint
1 (L ∨⊗O ω) =−cint

1 (L )+ cint
1 (ω)< 0

and
cint

1 (L ∨
P+Q ⊗O ω) =−cint

1 (L )+ cint
1 (ω)+2 < 0.

We will use Proposition 9.17

cint
1 (ω) = 2(g−1).

Hence the claim reduces to the existence of an invertible sheaf L with

−cint
1 (L )+ cint

1 (ω)+2 < 0

i.e.
2g < cint

1 (L )

Therefore any sufficiently high multiple of a point divisor on X provides a suitable
invertible sheaf L .

ii) Explicit construction: In the following we provide an explicit construction of L
depending on g:

• g = 0: We choose a point divisor P ∈ Div(X) and set

L := OP.

We have
h0(X ,L ) = 1−0+1 = 2

hence
φL : X −→ P1

is a closed embedding. Because domain and range have the same dimension the
map is an isomorphism

φL : X ≃−→ P1.
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• g = 1: We choose a point divisor P ∈ Div(X) and set

L := O3P

We have
h0(X ,L ) = 1−1+3.

Hence
φL : X −→ P2

is a closed embedding.

• g ≥ 2: We choose
L := ω

⊗3

the sheaf of sections of the tri-canonical bundle. Then

2g < 6(g−1) = cint
1 (L )

because 6 < 4g. We have

h0(X ,L ) = 1−g+6(g−1) = 5(g−1).

Hence
φL : X −→ P5(g−1)−1

is a closed embedding, q.e.d.

Remark 11.13 (Embedding theorem). Consider a compact Riemann surface X .

1. Tri-canonical embedding: Theorem 11.12 shows that for genus g(X)≥ 2 the tri-
canonical bundle provides a projective embedding of X . For g = 1 the canonical
bundle is trivial, i.e. ω ≃O , hence for each power L of the canonical bundle the
map φL maps X to a point. For g = 0 no positive power of the canonical bundle
has a holomorphic section.

2. Fujita conjecture: In the proof of Theorem 11.12 we showed for an invertible
sheaf G on a compact Riemann surface X of genus g: The estimate

cint
1 (G )> 2g

is a sufficient condition for G to be very ample. The Fujita conjecture prompts
to verify the following very ampleness criterion: For any n-dimensional compact
complex manifold X and an invertible sheaf L on X with cint

1 (L )≥ 1

m ≥ n+2 =⇒ κx ⊗L ⊗m very ample.

The Fujita conjecture holds for Riemann surfaces X : If cint
1 (L )≥ 1 then
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m ≥ 3 = 2+1 =⇒ cint
1 (κX ⊗L ⊗m) = 2 · (g−1)+m · cint

1 (L )≥ 2g+1

The Fujita conjecture also holds for compact complex surfaces. But until now
(June 2020) it is open for general compact manifolds.

3. Effective embedding: The exponent n obtained for the embeddings from Theorem 11.12

φL : X −→ Pn

is not the smallest possible for a projective embedding of X . One can prove that
there always exist closed embeddings into P3, see [18, Chap IV, Cor. 3.6].

4. Moduli of complex structures: The proof of Theorem 11.12 shows that the only
compact Riemann surface with genus g = 0 is the projective space X = P1. An
analogous statement does not hold for higher genus: The moduli space of com-
pact Riemann surfaces of genus g= 1 depends on 1 complex parameter, while the
moduli spaces of compact Riemann surfaces of genus g ≥ 2 depends on 3g− 3
complex parameters.

11.3 Tori and elliptic curves

The present section studies in more detail the projective embedding of tori into P2

from Theorem 11.12. The section presupposes some classical results about elliptic
curves. The projective embedding bridges the theory of 1-dimensional complex tori
on the side of complex analysis with elliptic curves from algebraic and arithmetic
geometry on the other side. The relation between both view points is further ex-
plored by the investigation of modular forms, see [40] and the references contained
therein.

We recall and expand Remark 1.12.:

Remark 11.14 (Weierstrass function of a torus). Consider a torus

T = C/Λ .

Attached to T is its Weierstrass ℘-function, a meromorphic function

℘∈ H0(T,M )

with a single pole, located at the origin 0∈ T and having order = 2. Its derivative ℘ ′

is meromorphic with a single pole, located at 0 ∈ T and having order = 3. The func-
tion ℘ is even, its derivative ℘ ′ is odd. Both functions are related by the differential
equation of meromorphic functions
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℘
′2 = 4℘

3 −g2 ·℘−g3

with the lattice constants

g2 := 60 · ∑
ω∈Λ\{0}

1
ω4 and g3 := 140 · ∑

ω∈Λ\{0}

1
ω6,

see [40].

On the torus T denote by Z ∈ Div(T ) the point divisor of the point zero 0 ∈ T
and define the divisor

D := 3Z ∈ Div(T ) with deg D = 3.

Following the proof of Theorem 11.12 the invertible sheaf

L := OD

defines an embedding
φL : T −→ P2.

Its explicit form is obtained from the Weierstrass ℘-function of T according to The-
orem 11.15.

Theorem 11.15 (Projective embedding of a torus via its Weierstrass℘-function).
Consider a torus

T = C/Λ

and its Weierstrass ℘-function. Set

D := 3Z ∈ Div(T ).

For the invertible sheaf
L := OD

the three sections
s0 := 1,s1 :=℘,s2 :=℘

′

are a basis of H0(T,L ). They define the holomorphic embedding

φL : T −→ P2, p 7→

{
(1 :℘(p) :℘ ′(p)) p ̸= 0

(0 : 0 : 1) p = 0

Proof. The function is holomorphic also in a neighbourhood of 0: For a chart

z : U −→V

of T around 0 we have in U \{0}
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φL = (1 :℘ :℘
′) = (z3 : z3 ·℘ : z3 ·℘ ′)

which extends holomorphically into the singularity with value

(0 : 0 : 1), q.e.d.

Theorem 11.15 provides a bridge from Riemann surfaces to algebraic curves, or
more general from complex analysis to algebraic geometry. Algebraic curves are the
zero sets of homogenous polynomials. Hence the image

φL (T )⊂ P2

is expected to be the zero set of a well-defined homogeneous polynomial. How to
obtain this polynomial?

The affine part
φL (T \{0})⊂U0 ≃ C2

is contained in the zero set of a polyomial in the two variables

x =℘ and y =℘
′.

Proposition 11.16 (Weierstrass polynomial of a cubic curve).

1. The affine plane curve

Ea f f := {(x,y) ∈ C2 : F(x,y) = 0} ⊂ C2

defined by the Weierstrass polynomial

F(x,y) := y2 − (4x3 −Ax−B) ∈ C[x,y] with constants A, B ∈ C,

is non-singular iff F has a non-zero discriminant

∆F := A3 −27B2 ∈ C.

2. The projective closure
E := Ea f f ⊂ P2

is the projective curve

{(z0 : z1 : z2) ∈ P2 : Fhom(z0,z1,z2) = 0}

defined by the homogenized Weierstrass polyomial

Fhom(z0,z1,z2) := z2
2 · z0 − (4 · z3

1 −A · z1 · z2
0 −B · z3

0).

One has
E = Ea f f ∪{O} with O = (0 : 0 : 1) ∈ P2.
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3. The point O ∈ E is non-singular.

Proof. 1. A point (x0,y0) ∈ C2 is a singular point of Ea f f iff it satisfies the three
equations

0 = y2
0 − (4x3

0 −Ax0 −B),
∂F
∂y

(x0,y0) = 2y = 0,
∂F
∂x

(x0,y0) =−12x2
0 +A = 0

Introducing the cubic poynomial

f (x) := 4x3 −Ax+B ∈ C[x]

the condition is equivalent to

f (x0) = 0 and f ′(x0) = 0.

The latter condition is equivalent to x0 being a multiple zero of f , i.e. to the
vanishing of the discriminant ∆ f of f . One computes

∆ f = A3 −27B2,

see [23, Chap. III, Cor. 3.4].

2. The projective closure of an affine variety - taken in the Zariski topology - is
obtained by homogenizing the defining polynomials, see [18, Chap. I, Ex. 2.9].
Because Ea f f is closed in the Zariski topology it is also closed in the Euclidean
topology.

3. To prove non-singularity at the point O we consider the standard coordinate
of P2 around the point O

φ2 : U2 −→ C2, (z0 : z1 : z2) 7→ (u,v) :=

(
z0

z2
,

z1

z2

)
.

We have
φ2(E ∩U2) = {(u,v) ∈ C2 : f (u,v) = 0}

with
f (u,v) := u− (4 ·v3 −A ·u2 ·v−B ·u3).

Then the partial derivatives are

∂ f
∂u

(u,v) = 1− (2 ·A ·u ·v−3 ·B ·u2) and
∂ f
∂v

(u,v) =−12 ·v2 +A ·u2

hence
∇ f (0,0) = (1,0) ̸= 0, q.e.d.
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Fig. 11.2 Affine non-singular cubic curve Ea f f defined by a Weierstrass polynomial

A non-singular cubic has a group structure. Figure 11.2 shows two points P, Q ∈ Ea f f
and the geometric construction of the point P+Q. The construction use the fact that
the line passing through P and Q intersects the cubic in a third point R and similar
the line passing through R and O.

Each complex 1-dimensional torus is biholomorphically equivalent to a torus

T = C/Λ

defined by a normalized lattice

Λ = Z ·1+Z · τ

with τ ∈H, the upper halfplane, see [40].
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Proposition 11.17 (Discriminant modular form). The discriminant form

∆ : H−→ C, ∆(τ) := g3
2(τ)−27 ·g2

3(τ),

is holomorphic and has no zeros.

For the proof of Proposition 11.17 see [40, Chap. 4]. Properties like that are the first
fundamental results from the theory of modular forms, see [40].

Corollary 11.18 (Non-singular Weierstrass polynomial). For any lattice

Λ = Z ·1+Z · τ, τ ∈H,

the plane affine curve

Ea f f := {(x,y) ∈ C2 : P(x,y) = 0}

with Weierstrass polynomial

P(x,y) := y2 − (4x3 −g2(τ) · x−g3(τ))

is non-singular, see Figure 11.2.

Proof. The claim follows from Proposition 11.16 and Proposition 11.17, q.e.d.

Definition 11.19 (Elliptic curve). A non-singular curve in X ⊂Pn of genus g(X) = 1
is an elliptic curve.

Corollary 11.20 (Embedding tori as plane elliptic curves). Consider a torus

T = C/Λ

with normalized lattice

Λ = Z ·1+Z · τ, τ ∈H, and lattice constants g2,g3 ∈ C.

The image of the embedding
φL : T ↪−→ P2

from Theorem 11.15 is the elliptic curve E ⊂ P2 with Weierstrass polynomial

F(x,y) = y2 − (4x3 −g2 · x−g3).

Proof. It remains to show the surjectivity of

φL : T ↪−→ E.
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Consider a point
(x : y : 1) ∈ E.

The℘-function is a non-constant meromorphic function, hence a non-constant holo-
morphic map

℘ : T −→ P1.

The latter is surjective due to Theorem 3.22. Hence there exists z ∈ T with

℘(z) = x.

The function ℘ is even, therefore also

℘(−z) = x.

From
y2 = 4x3 −g2 · x−g3 = 4℘(z)3 −g2 ·℘(z)−g3 =℘

′(z)2

follows:

• Either
y =℘

′(z) and φL (z) = (x : y : 1).

• Or
y =−℘

′(z) =℘
′(−z) and φL (−z) = (x : y : 1), q.e.d.

Remark 11.21 (Tori, elliptic curves and GAGA).

1. Definition 11.19 introduces elliptic curves as certain 1-dimensional closed sub-
manifolds of Pn. A closed submanifold of Pn is by definition locally the zero
set of holomorphic functions. By a theorem of Chow it can already be de-
fined as the zero set of homogenous polynomials, hence it is a closed subset
with respect to the Zariski topology of Pn, notably a non-singular algebraic
curve [15, Chap. I, Sect. 3].

2. Replacing power series by polynomials opens up a refined investigation of a
projective-algebraic curve E. We distinguish

• its field of definition k which is the smallest subfield k ⊂ C containing the
coefficients of all homogeneous polynomials from the definition of E,

• and for all fields
k ⊂ K ⊂ C

the set E(K) of K-valued points of E, i.e. of zeros

(z0 : ... : zn) ∈ Pn

of the defining polynomials with all components z j ∈ K, j = 0, ...,n.
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Hence a refined definition considers an elliptic curve as a pair (E/k,O) with

• a non-singular projective-algebraic curve E/k of genus g = 1 with k the field
of definition

• and a distinguished k-valued point O ∈ E.

3. An elliptic curve (E/Q,O) is defined by polynomials with rational coeffi-
cients. Then the curve can even be defined by polynomials with integer co-
efficents. Reducing their coefficients modulo a prime p ∈ Z provides a series
of curves (Ep)p prime defined by polynomials with coefficients from the finite
fields Fp. The investigation of this family opens up a path from algebraic ge-
ometry to arithmetic geometry.

4. The relation between algebraic geometry and complex analytic geometry (en
français: GAGA = Géométrie Algébrique et Géométrie Analytique) is formalized
by a covariant functor

an : AlC −→ AnC

from the category AlC of schemes of finite type over C to the category AnC of
complex spaces. The functor attaches to a scheme X from AlC, provided with the
Zariski topology, the complex space Xan of the complex points of X , provided
with the Euclidean topology. One checks that an also maps morphisms f in AlC
to morphisms f an in AnC.

Of course, a complex manifold, a representative object from the category AnC,
has not necessarily the form Xan for a scheme X ∈ AlC. The relation between
both categories is closer when one compares projective schemes and compact
complex spaces. Here the first important result is Chow’s theorem: If a complex
space Y is a closed subspace of a projective space then

Y = Xan

for a projective scheme X ∈AlC. In the other direction one has the obvious result:
For any projective scheme X the complex space Xan is compact.

But there are compact complex manifolds Y which do not have the form Y = Xan

with a projective scheme X . Hence the question: Which additional property as-
sures that a compact manifold Y has the form Y = Xan? The answer is Kodaira’s
embedding theorem: One needs the existence of a positive line bundle L on Y .
Then the embedding relies on Kodaira’s vanishing theorem for the cohomology
of L .

The study of the functor an has been initated by Serre [34] and later generalized
by Grothendieck, see also [18, Appendix B] and [28].





Chapter 12
Harmonic theory

The present chapter considers Riemann surfaces from the view point of differen-
tial geometry. Section 12.1 and 12.2 take a more general view point than nec-
essary for Riemann surfaces: We consider complex manifold of arbitrary finite
dimension n ∈ N∗ and their underlying higher-dimensional smooth manifolds.

For a compact Riemann surface X both types of cohomology, the topological
cohomology groups Hm(X ,C) and the holomorphic cohomology groups Hq(X ,Ω p)
are vector spaces of classes. Also the elements of the de Rahm groups Rhm(X)
and the Dolbeault groups Dolbq,p(X) are classes. After choosing a metric on X
harmonic theory allows to single out from each class a well-defined representative
which is a harmonic differential form. As a consequence the whole cohomology
of X takes place within the vector spaces of smooth differential forms on X which
are respectively d-closed or d′′-closed.

The final Chapter 12.3 returns to Riemann surfaces as a low-dimensional exam-
ple. For Riemann surfaces the de Rahm-Hodge theorem can be obtained without
the theory of elliptic differential operators. Instead one uses the finiteness theorem
from Chapter 7. By using Dolbeault’s theorem we prove in addition the de Rham-
Dolbeault-Hodge decomposition theorem, Theorem 12.41. It splits on a compact
Riemann surface the topological cohomology as a direct sum of the holomorphic
cohomology. The latter result generalizes to compact complex Kähler manifolds of
arbitrary dimension.

12.1 De Rham cohomology with harmonic forms

The underlying smooth structure of a Riemann surface is an oriented Riemann man-
ifold. Section 12.1 makes some first steps to investigate oriented Riemann manifolds
of arbitrary dimension by methods from differential geometry and partial differen-
tial equations. We introduce the Hodge ∗-operator and define the adjoint differential

259
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operator of the exterior derivation. The Laplacian is an elliptic differential operator.
The main theorem on elliptic differential operators on compact oriented Riemann
manifolds implies the de Rham-Hodge decomposition theorem, see Theorem 12.12,
and its Corollary 12.13, a representation of de Rham classes by harmonic forms.

All results hold in the context of real numbers. Hence in this section, we consider
for a smooth manifold its real tangent spacec: Partial derivatives from the tangent
space multiply by real numbers, and cotangent vectors are linear functionals which
take real values.

Remark 12.1 (Fundamentals of Euclidean vector spaces). Consider a finite-dimensional
Euclidean vector space (V,⟨−,−⟩), i.e. an n-dimensional real vector space V pro-
vided with a scalar product

⟨−,−⟩ : V ×V −→ R.

1. The induced map
V −→V ∗, x 7→ λx :=< x,−>,

is an isomorphism. The map becomes an isometry of Euclidean vector spaces
when providing the dual space V∨ with the Euclidean scalar product

< λx,λy >:=< x,y > .

2. For each 1 ≤ k ≤ m the exterior product
∧k V is an Euclidean space with respect

to the induced scalar product

< x1 ∧ ...∧ xk,y1 ∧ ...∧ yk >:= det(< xi,y j >)1≤i, j≤k ∈ R

3. For an arbitrary basis (a1, ...,am) of V the matrix

g = (gi j :=< ai,a j >)i j

is symmetric and positive definite. For the dual basis (a∗,1 , ...,a∗,m ) of V ∗, the
matrix

g∗ = (< a∗,i ,a∗, j >)i j

satifies
g∗ = g−1

4. If (e1, ...,em) is an orthonormal basis of V then also the dual basis

(e∗1, ...,e
∗
m)

of V ∗, is orthonormal. Moreover, for each 1 ≤ k ≤ m the family

(ei1 ∧ ...∧ eik)1≤i1<...<ik≤m

is an orthonormal base of
∧k V .
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Definition 12.2 (Volume element of an oriented Euclidean vector space). Con-
sider an m-dimensional real vector space V .

1. An orientation of V is an order function on
∧m V satisfying

• Each non-zero σ ∈
∧n V satisfies either σ > 0 or −σ > 0

• If σ > 0 and τ > 0 then σ + τ > 0
• If σ > 0 and λ ∈ R∗

+ then λ ·σ > 0

2. An oriented Euclidean m-dimensional vector space (V,< −,− >) has a unique
element, named its normalized volume element,

µ ∈
m∧

V

satisfying
µ > 0 and 1 = ∥µ∥ :=

√
< µ,µ >

Here the scalar product is taken from Remark 12.1, part 2. After choosing a
basis (a1, ...,am) of V with

a := a1 ∧ ...∧am

positive, one defines

µ :=
a
∥a∥

Proposition 12.3 (Dual pairing by the volume element). Consider an n-dimensional
oriented Euclidean vector space (V,⟨−,−⟩) with normalized volume element µ ∈

∧m V .

1. The normalized volume element induces an isomorphism

iµ :
m∧

V ≃−→ R, λ ·µ 7→ λ .

2. For any 1 ≤ p ≤ m the bilinear map

p∧
V ×

m−p∧
V −→

m∧
V −→ R, (α,β ) 7→ iµ(α ∧β ),

is a dual pairing in the sense of Remark 9.9.

The ∗-operator of an oriented Euclidean vector space (V,< −,− >) from Defi-
nition 12.4 combines the duality of the exterior algebra via the volume element and
the identification of the vector space and its dual space by the scalar product. In
general, the ∗-operator depends on the scalar product.
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Definition 12.4 (The ∗-operator for oriented Euclidean vector spaces). On an m-
dimensional oriented Euclidean vector space (V,<−,−>) with normalized volume
element

µ ∈
n∧

V

the ∗-operator is the R-linear morphism

∗ :
p∧

V −→
m−p∧

V

defined as the composition of the two R-linear isomorphisms

p∧
V −→

(
m−p∧

V

)∗

, α 7→ iµ ◦ (α ∧−),

and (
m−p∧

V

)∗

−→
m−p∧

V, <−,αm−p >7→ αm−p.

Lemma 12.5 (Properties of the ∗-operator). Consider an m-dimensional oriented
Euclidean vector space (V,<−,−>) with normalized volume element

µ ∈
n∧

V

1. The ∗-operator is characterized by the property: For all p= 1, ...,m and α,β ∈
∧p V

⟨α,β ⟩ ·µ = α ∧∗β ∈
m∧

V

2. With respect to an arbitrary positive oriented orthonomal basis of (V,<−,−>)

(e1, ...,em)

the ∗-operator is characterized by the formula

∗ : V p −→V m−p,∗(ei1 ∧ ...∧ eip) = sgn σ · eip+1 ∧ ...∧ eim

with
σ = (i1, ..., im)

the permutation of the index family (1, ...,m).

3. The iteration of the ∗-star operator

p∧
V ∗−→

n−p∧
V ∗−→

p∧
V
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satisfies
∗∗= (−1)p(m−p)

Proof. ad 3. Due to part 2)

∗(ei1 ∧ ...∧ eip) = ε1 · eip+1 ∧ ...∧ eim

implies
∗∗ (ei1 ∧ ...∧ eip) = ε1 · ε2 · eip+1 ∧ ...∧ eim

with the signs of permutations

ε1 = sgn(i1, ..., ip, ip+1, ..., im) and ε2 = sgn(ip+1, ..., im, i1, ..., ip)

Hence
ε2 = (−1)p(m−p) · ε1

which implies
∗∗= (−1)p(m−p) · id, q.e.d.

Definition 12.6 (Riemann manifold). Consider a smooth manifold X with real
tangent bundle

p : TRX −→ X .

1. A Riemann metric on the real tangent bundle TRX is a R-bilinear, symmetric map
to the trivial line-bundle

g = ⟨−,−⟩ : TRX ×X TRX −→ X ×R

which induces on each fibre

Tp := (TRX)p, p ∈ X ,

an Euclidean scalar product, i.e. one has for each point p ∈ X an Euclidean scalar
product on the real tangent space

gp : Tp ×Tp −→ R,

such that its representing symmetric matrix depends smoothly on the base
point p ∈ X .

2. A Riemann manifold (X ,g) is a smooth manifold X with a Riemann metric g
on X .

Remark 12.7 (Riemann manifold). Consider a m-dimensional Riemann manifold (X ,g).
The Riemann metric is a section

g ∈ Γ (X ,E 1
R⊗E 1

R).
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1. Consider a smooth chart around of X

φ = (x1, ...,xm) : U −→V ⊂ Rn.

For each point p ∈U the tangent vectors

∂

∂x1

∣∣∣∣
p
, ...,

∂

∂xm

∣∣∣∣
p

are a basis of the tangent space Tp at p. Its dual basis are the differentials from
the real cotangent space

dx1, ...,dxm ∈ T ∗
p .

With respect to the chart the Riemann metric is represented as

g(p) =
n

∑
i, j=1

gi j(p) dxi ⊗dx j with gi j(p) =

〈
∂

∂xi

∣∣∣∣
p
,

∂

∂x j

∣∣∣∣
p

〉

If two sections ξ ,η ∈ Γ (U,TRX) are represented as

ξ =
m

∑
i=1

ξi ·
∂

∂xi
, and η =

m

∑
j=1

η j ·
∂

∂x j

then

g(ξ ,η) =
m

∑
i, j=1

gi j ·ξi ·η j ∈ ER(U).

The length of a tangent vector ξ ∈ Tp is

∥ξ∥ :=
√

g(ξ ,ξ ) =

√
m

∑
i, j=1

gi j(p) ·ξi ·ξ j.

2. According to Remark 12.1 the Riemann structure induces scalar products on the
real cotangent bundle

T ∗
RX and its exterior powers

p∧
T ∗
RX , p = 1, ...,m.

A smooth manifold X of real dimension m is orientable iff it has an atlas of charts
such that the functional determinant of the transformation between any two charts
is positive. If a smooth manifold is orientable then one of the two orientations is
named the positive orientation. The manifold with the positive orientation is named
a smooth oriented manifold. A corresponding atlas defines a volume form of the
oriented manifold, i.e. a positive differential form of highest degree without zeros.
A volume form allows to integrate smooth m-forms with compact support along X .
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Definition 12.8 (Euclidean vector spaces of global differential forms using the
∗operator). Consider an oriented Riemann manifold (X ,g) of real dimension m.

1. A volume form of (X ,g) is the form

µ ∈ Γ (X ,E m
R )

which evaluates at a point x ∈ X as

µ(x) ∈
m∧

T ∗
x ,

the normalized volume element of T ∗
x with respect to the orientation of T ∗

x in-
duced from the orientation of X and normalized with respect to the metric in-
duced from g, see Definition 12.2.

2. For each p = 0, ...,m one defines the R-bilinear map

(−,−) : Γc(X ,E p
R )×Γ (X ,E p

R )−→ R with (α,β ) :=
∫

X
< α,β > ·µ

3. For each p = 0, ...,m the star-operator on the exterior powers of the cotangent
space defines a morphism of ER-module sheaves

∗ : E p
R −→ E m−p

R

such that for sections α,β ∈ E p
R (U), U ⊂ X open,

< α,β > ·µ|U = α ∧∗β .

Lemma 12.5 implies

(α,β ) =
∫

X
α ∧∗β .

For p = 0, ...m the bilinear form

(−,−) : Γc(X ,E p
R )×Γc(X ,E p

R )−→ R

is a scalar product, and (Γc(X ,E p
R ),(−,−)) is an Euclidean vector space.

Definition 12.9 (Formal adjoint operator and harmonic forms). Consider an
oriented m-dimensional Riemann manifold (X ,g). For each p = 1, ...,m:

1. The formal adjoint of the exterior derivation

δ : E p+1
R −→ E p

R

is defined as
δ := (−1)mp+1 ∗d∗
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2. and the Laplacian
∆ : E p

R −→ E p
R

is defined as
∆ := dp ◦δ +δ ◦dp−1.

The kernel of the Laplacian

Harmp(X ,R) := ker[∆ : Γc(X ,E p
R )−→ Γc(X ,E p

R )]

is the vector space of harmonic p-forms.

Proposition 12.10 (Adjointness). Consider an oriented m-dimensional Riemann
manifold (X ,g). Denote by ∗ (“upper star”) the operation of taking the adjoint of a
linear operator on the Euclidean space

(Γc(X ,E p
R ),(−,−)), p = 0, ...,m.

Then

1. Adjoint operator:
d∗ = δ

2. Selfadjointness:
∆
∗ = ∆

3. Commutator:
[∆ ,∗] = 0

Proof. 1. For arbitrary

α ∈ Γc(X ,E p), β ∈ Γc(X ,E p+1)

set d = dp and compute

(dα,β ) =
∫

X
< dα,β > ·µ =

∫
X

dα ∧∗β

The Leibniz formula

d(α ∧∗β ) = dα ∧∗β +(−1)p
α ∧d(∗β )

Stokes’ theorem ∫
X

d(α ∧∗β ) = 0

and Lemma 12.5 imply

(dα,β ) = (−1)p+1 ·
∫

X
α ∧d(∗β ) = (−1)p+1 · (−1)p(m−p) ·

∫
X

α ∧∗∗d(∗β ) =



12.1 De Rham cohomology with harmonic forms 267

= (−1)mp+1
∫

X
α ∧∗((∗d∗)β ) = (−1)mp+1

∫
X
< α,(∗d∗)β )> ·µ =

= (−1)mp+1(α,(∗d∗)(β )).

2. The selfadjointness of the Laplacian follows from

∆
∗ = (dδ +δd)∗ = (d ◦δ )∗+(δ ◦d)∗ = (d ◦d∗)∗+(d∗ ◦d)∗ =

= d∗∗ ◦d∗+d∗ ◦d∗∗ = dδ +δd = ∆

3. We have to show that the following square commutes

E p E m−p

E p E m−p

∗

∆ ∆

∗

Lemma 12.5 and part 1) imply on one hand

∆∗= (dδ +δd)∗= (−1)m(m−p)+1d ∗d ∗∗+(−1)m(m−p+1)+1 ∗d ∗d∗=

= (−1)m(m−p)+1+p(m−p)d ∗d +(−1)m(m−p+1)+1 ∗d ∗d∗

and on the other hand

∗∆ = ∗(dδ +δd) = (−1)mp+1 ∗d ∗d ∗+(−1)m(p+1)+1 ∗∗d ∗d =

(−1)mp+1 ∗d ∗d ∗+(−1)m(p+1)+1+(m−p)pd ∗d

Concerning the sign of the exponents one checks

sgn(m(m− p)+1+ p(m− p)) = sgn(m(p+1)+1+(m− p)p)

and
sgn(m(m− p+1)+1) = sgn(mp+1), q.e.d.

Remark 12.11 (Ellipticity of the Laplace operator). Consider an m-dimensional
Riemann manifold (X ,g). With respect to a smooth chart of X

x = (x1, ...,xm) : U −→V ⊂ Rm

the metric has the form

g =
m

∑
i, j=1

gi j dxi ⊗dx j ∈ Γ (U,E 1
R⊗E 1

R)

with a matrix function
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(gi j) ∈ Γ (U,GL(m,R))

Then

∆ =−
m

∑
i, j=1

gi j ∂ 2

∂xi∂x j
+L

with
(gi j) = g−1 ∈ Γ (U,GL(m,R))

the inverse matrix function and L a differential operator of order ≤ 1. The quadratic
form defined by the highest order

q : Rm −→ R, ξ = (ξ1, ...,ξm) 7→ q(ξ ) :=−
m

∑
i, j=1

gi j ·ξi ·ξ j

is non-degenerate, i.e.
q(ξ ) = 0 ⇐⇒ ξ = 0.

Hence the Laplace operator is an elliptic differential operator. Notably, when the
family (dxi)i=1,...,m is an orthonormal basis then

∆ =−
m

∑
i, j=

∂ 2

∂xi∂x j
.

Theorem 12.12 relies on a deep result from the theory of partial differential equa-
tion, which will not be proved in these notes.

Theorem 12.12 (Hodge decomposition). Consider an m-dimensional compact
oriented Riemann manifold (X ,g). For each p = 0, ...,m holds

dim Harmp(X ,R)≤ ∞

and orthogonal decomposition

Γ (X ,E p
R ) = Harmp(X ,R)

⊥
⊕dΓ (X ,E p−1

R )
⊥
⊕δΓ (X ,E p+1

R )

Proof. i) Claim: For all 0 ≤ p ≤ m and η ∈ Γ (X ,E p
R )

∆η = 0 ⇐⇒ dη = 0 ∈ Γ (X ,E p+1
R ) and δη = 0 ∈ Γ (X ,E p−1

R ) :

For the proof note that by definition

dη = 0 ∈ Γ (X ,E p+1
R ) and δη = 0 ∈ Γ (X ,E p−1

R ) =⇒ ∆η = 0

To prove the converse implication assume

∆η = 0.
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Then
0 = (∆η ,η) = (dδη ,η)+(δdη ,η) = ∥δη∥2 +∥dη∥2

Hence
dη = 0 and δη = 0.

ii) The main theorem of elliptic operators on an m-dimensional compact Riemann
manifold X implies for each j = 0, ...,m

dim Harm j(X ,R)< ∞

and
Γ (X ,E j

R) = Harm j(X ,R)⊕∆Γ (X ,E j
R).

For a proof of the main theorem see [43, Chap. IV, Theor. 4.12] and [2, 3.10].

iii) Claim: For arbitrary but fixed p = 0, ...,m.

∆Γ (X ,E p
R ) = dΓ (X ,E p−1

R )+δΓ (X ,E p+1
R )

The proof will apply the main theorem for the two cases

j = p−1, p+1.

By definition
∆Γ (X ,E p

R )⊂ dΓ (X ,E p−1
R )+δΓ (X ,E p+1

R )

To prove the converse inclusion

dΓ (X ,E p−1
R )+δΓ (X ,E p+1

R )⊂ ∆Γ (X ,E p
R )

Consider an arbitrary but fixed element

τ = dξ +δη ∈ dΓ (X ,E p−1
R )⊕δΓ (X ,E p+1

R )

We apply the main theorem to Γ (X ,E p−1
R ) and decompose

ξ = ∆ξ1 +ξ0 with ∆ξ0 = 0

and to Γ (X ,E p+1
R ) and decompose

η = ∆η1 +η0 with ∆η0 = 0

Due to part i)
dξ0 = 0 and δη0 = 0

As a consequence

τ = d(∆ξ1 +ξ0)+δ (∆η1 +η0) = d∆ξ1 +δ∆η1 =
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= dδdξ1 +ddδξ1 +δδdη1 +δdδη1 = dδdξ1 +δdδη1

Set
α := dξ1 +δη1 ∈ Γ (X ,E p

R )

Then
∆α = dδα +δdα = dδdξ1 +δdδη1 = τ

iv) As a consequence of part i) and ii)

Γ (X ,E p
R ) = Harmp(X ,C)⊕dΓ (X ,E p−1

R )+δΓ (X ,E p+1
R )

v) The three subspaces

Harmp(X), dΓ (X ,E p−1
R ), δΓ (X ,E p+1

R )⊂ Γ (X ,E p
R )

are mutual orthogonal:

• For each
α ∈ Harmp(X) and ξ = δη ∈ δΓ (X ,E p+1

R )

we have
(α,ξ ) = (α,δη) = (dα,η) = 0

because due to part i)
∆α = 0 =⇒ dα = 0.

• For each
α ∈ Harmp(X) and ξ = dη ∈ dΓ (X ,E p−1

R )

we have
(α,ξ ) = (α,dη) = (δα,η) = 0

because due to part i)
∆α = 0 =⇒ δα = 0.

• For each
dη ∈ dΓ (X ,E p−1

R ) and δξ ∈ δΓ (X ,E p+1
R )

we have
(dη ,δξ ) = (ddη ,ξ ) = 0, q.e.d.

Corollary 12.13 (De Rham-Hodge theorem). On an m-dimensional compact ori-
ented Riemann manifold (X ,g) the Laplacian induces an isomorphism

Rhp(X ,R)≃ Harmp(X ,R)

between the real de Rham group and the vector space of harmonic forms. In partic-
ular,

dim Rhp(X ,R)< ∞
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Proof. We have

Rhp(X ,R) =
ker : [Γ (X ,E p

R )
d−→ Γ (X ,E p+1

R )]

im : [Γ (X ,E p−1
R )

d−→ Γ (X ,E p
R )]

There is a well-defined canonial map

Harmp(X ,R)−→ Rhp(X ,R), η 7→ [η ]

because
∆η = 0 =⇒ dη = 0

i) Surjectivity: Consider an arbitrary but fixed

η ∈ Γ (X ,E p
R ) with dη = 0

We have to find a harmonic form

ξ ∈ Harmp(X ,R)

satisfying for a suitable α ∈ Γ (X ,E p−1
R )

η −ξ = dα

Theorem 12.12 provides the decomposition

η = η0 +dα +δβ

with
∆η0 = 0, α ∈ Γ (X ,E p−1

R ), β ∈ Γ (X ,E p+1
R ).

Then
dη = 0 =⇒ dδβ = 0.

Apparently
δδβ = 0.

As a consequence
∆δβ = 0.

Hence
δβ ∈ Harmp(X ,R)∩δΓ (X ,E p+1

R ) = {0}

and
η = η0 +dα or η −η0 = dα.

ii) Injectivity: Assume η ∈ Harmp(X ,R) with

η = dξ ∈ dΓ (X ,E p−1
R )
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Because
Harmp(X ,R)∩dΓ (X ,E p−1

R ) = {0}

we conclude α = 0, q.e.d.

12.2 Harmonic forms on Hermitian manifolds

The present section extends the harmonic theory to Hermitian manifolds, the higher
dimensional generalization of Riemann surfaces. Any Hermitian manifold induces
in a canonical way an orientation of the underlying Riemann manifold. Thanks to
the Hermitian metric the results from the real context of Section 12.1 carry over to
the complex context.

On Hermitian manifolds we have an interplay of real and complex structures.
Therefore, one has to pay attention and to distinguish carefully whether the object
under consideration is

• a real vector space W ,

• the complexification W ⊗RC of a real vector space W ,

• a complex vector space V ,

• the underlying real vector space Vreal of a complex vector space V ,

• or a real form W of a complex vector space V , i.e. V is the complexification of W .

On a complex vector space V we consider C-linear, C-antilinear and R-linear func-
tionals with values in C.

Remark 12.14 (Real linear functionals on a complex vector space). Let V be a
complex vector space of complex dimension = n.

• C-antilinear functional: A R-linear map between complex vector spaces

f : U −→W

is C-antilinear if f satisfies for all λ ∈ C, u ∈U

f (λ ·u) = λ · f (u).
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• Linear and antilinear functionals: There are two different complex vector spaces
of R-linear functionals: The dual space of C-linear functionals

A1,0 := HomC(V,C),

a complex vector space, and the vector space of C-antilinear functionals

A0,1 := HomC(V,C) =

= {φ : V −→ C : φ is C− antilinear}

Also A0,1 is a complex vector space under the usual scalar multiplication by µ ∈ C

(ν ·φ)(u) := µ ·φ(u),

because for φ ∈ A0,1, λ , ν ∈ C, u ∈V,

(ν ·φ)(λ ·u) = ν ·φ(λ ·u) = ν · (λ ·φ(u)) = λ · (ν ·φ(u)) = λ · ((ν ·φ)(u))

• Complex structure on the vector space of R-linear functionals: On the real vector
space of R-linear functionals

A1 := HomR(Vreal,C)

the R-linear endomorphism

J : A1 −→ A1, φ 7→ Jφ with (Jφ)(u) := φ(i ·u),

satisfies
J2 =−id.

The endomorphism has the two complex eigenvalues i and −i with respective
eigenspaces A1,0 and A0,1. Hence

A1 = A1,0 ⊕A0,1.

Both eigenspaces are complex vector spaces. Hence the real vector space A1

becomes a complex vector space by defining the complex scalar multiplication

i ·φ := J(φ).

We have
dimC A1 = 2 ·dimC V.

The map J is named a complex structure of A1. For the complex vector space A1

the above splitting is even a splitting of complex subspaces

A1 = A1,0 ⊕A0,1.
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The conjugation
A −→ A, φ 7→ φ ,

is a C-antilinear isomorphism with

A1,0 = A0,1and A0,1 = A1,0.

• Exterior algebra: For j = 0, ...,2n define

A j :=
j∧

A1.

The splitting
A1 ≃−→ A1,0 ⊕A0,1

generalizes to the exterior algebra. For j = 0, ...,2n it provides a complex struc-
ture on A j.

For p,q = 0, ...,n define the complex vector space

Ap,q :=
p∧

A1,0 ⊗C

q∧
A0,1

Note the complex scalar multiplication on Ap,q:

C×Ap,q −→ Ap,q

induced by the multiplication

i · (α ⊗β ) := J(α)⊗β = α ⊗ J(β ) = (i ·α)⊗β = α ⊗ (−i ·β )

Then for j = 0, ...,2n
A j ≃

⊕
p+q= j

Ap,q

due to the general formula for the exterior algebra of the direct sum of two vector
spaces V and W ∧

(V ⊕W )≃
∧

V ⊗
∧

W

as a graded isomorphism.

Definition 12.15 (Unitary vector space).

1. A Hermitian form on a complex vector space V is a map

h : V ×V −→ C

which is C-linear in the first argument and satisfies for all u,v ∈V

h(u,v) = h(v,u).
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2. A unitary vector space (V,h) is a complex vector space V with a Hermitian scalar
product h, i.e. h is a Hermitian form which satifies for all non-zero v ∈V

h(v,v)> 0.

Proposition 12.16 (Hermitian scalar product and induced Euclidean scalar
product and alternate form). Consider a unitary vector space (V,h) with Her-
mitian scalar product

h : V ×V −→ C.

Then:

• The real part
g := Re h : Vreal ×Vreal −→ R

is an Euclidean scalar product on Vreal.

• The negative of the imaginary part

ω :=−Im h : Vreal ×Vreal −→ R

is an alternate, real bilinear form on Vreal, the alternate form associated to h.

• If (φ1, ...,φn) is a basis of the dual space V ∗ and

h =
n

∑
α,β

hαβ φα ⊗φ β

then

ω =
i
2
·

n

∑
α,β

hαβ φα ∧φ β

Proof. i) Euclidean scalar product: We have

Re h(u,v) = Re h(u,v) = Re h(v,u)

and
ω(u,v) :=−Im h(u,v) = Im h(u,v) = Im h(v,u) =−ω(v,u).

ii) Alternate form: Let (e1, ...,en) be the basis for V with (φ1, ...,φn) the dual basis
of V ∗. If we represent the Hermitian metric as

h =
n

∑
α,β

hαβ φα ⊗φ β : V ⊗V −→ C

then the matrix
(hαβ ) ∈ M(n×n,C)
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is Hermitian, i.e. for α,β = 1, ...,n

hαβ = hβα .

Consider two elements

ξ = ∑
α

ξα · eα , η = ∑
β

ηβ · eβ ∈V.

On one hand
h(ξ ,η) = ∑

α,β

hαβ ·ξα ·ηβ

and

ω(ξ ,η) =
i
2
· ∑

α,β

(
hαβ ·ξα ·ηβ −hαβ ·ξ α ·ηβ

)
using the formula

−Im z = z− z =
i
2
(z− z)

for complex numbers z ∈ C. Because h is Hermitian we obtain

ω(ξ ,η) =
i
2
· ∑

α,β

hαβ ·
(

ξα ·ηβ −ξ β ·ηα

)
after changing the indices of the last summand in the bracket. On the other hand

(φα ∧φ β )(ξ ,η) = φα(ξ )φ β (η)−φα(η)φ β (ξ ) = ξα ηβ −ηα ξ β

As a consequence

ω(ξ ,η) =

(
i
2
· ∑

α,β

hαβ ·φα ∧φ β

)
(ξ ,η), q.e.d.

Remark 12.17 (Real structure and complexification). Consider an n-dimensional
complex vector space V .

1. Induced Euclidean vector space: Consider the real dual space dimension m = 2n

A1
R := HomR(Vreal,R).

A Hermitian scalar product h on the complex vector space V induces an Eu-
clidean scalar product

g := Re h

on the real vector space Vreal: The unitary vector space (V,h) induces the Eu-
clidean vector space (Vreal,g). According to Remark 12.1 the Euclidean structure
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carries over to the dual and to the exterior algebra

A1
R and A j

R :=
j∧

A1
R.

2. Complexification: The complex vector space from Remark 12.14

A1 = HomR(Vreal,C)

is the complexification
A1 ≃ A1

R⊗RC.

The complexification carries over to the exterior algebra: For j = 0, ...,2n

A j ≃ A j
R⊗RC.

3. Orientation: Consider a basis

B := (e1, ...,en)

of the complex vector space V . The dual basis

B∗ := (e∗1, ...,e
∗
n) of A1,0 = HomC(V,C)

induces the basis

(B∗)real =
(
e∗1,(i · e1)

∗, ...,e∗n,(i · en)
∗) of A1

R = (A1,0)
real

Here
(i · ek)

∗ ∈ A1
R

is the R-linear map

V −→ R with v 7→

{
1 v = i · ek

0 v ∈ Breal and v ̸= i · ek

If we provide A1
R with the orientation such that (B∗)real is positively oriented,

then the orientation is independent from the choice of the original basis B. Hence
the complex vector space V induces a canonical orientation on the real vector
spaces Vreal and A1

R.

4. Normalized volume element: Consider a Hermitian scalar product h on V . With
respect to the positive orientation of the Euclidean vector space

(Vreal, g := Re h)

and the induced orientation of A1
R there exists a unique normalized volume ele-

ment
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µg ∈
2n∧

A1
R

see Definition 12.2. Due to the canonical injection

A1
R ↪−→ A1 = A1

R⊗RC, a 7→ a⊗1,

we consider
µg ∈ A2n

R ⊂ A2n = An,n

We now carry over the definition of the ∗-operator from the real case, see Propo-
sition 12.3 and Definition 12.4, to the complex case.

Proposition 12.18 (Dual pairing in unitary vector spaces). Consider an n-dimensional
unitary vector space (V,h), set g := Re h and recall

A1 = HomR(Vreal,C) and A1
R = HomR(Vreal,R).

1. The normalized volume element

µg ∈ A2n
R ⊂ A2n = An,n

from Remark 12.17 induces a C-linear isomorphism

iµg : An,n ≃−→ C, λ ·µg 7→ λ .

2. For each 0 ≤ p,q,≤ n the C-bilinear composition

Ap,q ×An−p,n−q −→ An,n −→ C, (α,β ) 7→ iµg(α ∧β ),

is a dual pairing.

Definition 12.19 (The ∗-operator for unitary vector spaces). Consider an an n-dimensional
unitary vector space (V,h) with normalized volume element

µg ∈ A2n
R ⊂ An,n, g := Re h.

1. For each 0 ≤ p,q ≤ n the ∗-operator

∗ : Ap,q −→ An−p,n−q

is defined as the C-antilinear map which is the composition of the C-linear map

Ap,q −→ (An−p,n−q)∗,αp ∧βq 7→ iµg(αp ∧βq ∧−),

and the C-antilinear isomorphism
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(An−p,n−q)∗ −→ An−p,n−q

induced from
<−,αn−p ⊗βn−q >h 7→ αn−p ⊗βn−q

2. For each 0 ≤ j ≤ 2n the ∗-operator

∗ : A j −→ A2n− j

is defined as the C-antilinear map which is the composition of the C-inear map

A j −→ (A2n− j)∗,α j 7→ iµg(α j ∧−),

and the C-antilinear isomorphism

(A2n− j)∗ −→ A2n− j

induced from
<−,α2n− j >h 7→ α2n− j

Note. Definition 12.19 defines the ∗-operator with respect of the Hermitian scalar
product h by using the normalized volume element µg derived from the Euclidean
scalar product g.

Remark 12.20 (∗-operator on unitary vector spaces).

1. For each 0≤ j ≤ 2n the direct sum of the ∗-operators from Definition 12.19, part 1)
is the ∗-operator of part 2)

∗ : A j =
⊕

p+q= j

Ap,q −→
⊕

p+q= j

An−p,n−q = A2n− j

2. As a consequence of Lemma 12.5 and Definition 12.19:

For all 0 ≤ p,q ≤ n and α,β ∈ Ap,q

< α,β >h ·µg = α ∧∗β ∈ An,n

Because A1
R is a real form of A1, i.e.

HomR(Vreal,R)⊗RC≃ HomR(Vreal,C),

the restriction of the C-antilinear ∗-operator from Definition 12.19

∗ : A j −→ A2n− j, 0 ≤ j ≤ 2n,

to the underlying real form is the R-linear ∗-operator
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∗ : A j
R −→ A2n− j

R

from Definition 12.4.

We now carry over the definition and results from Definition 12.9 to Remark 12.11
from the real context of oriented Riemann manifolds to the complex context of Her-
mitian manifolds.

Definition 12.21 (Hermitian manifold and underlying Riemann manifold). Con-
sider an n-dimensional complex manifold X .

1. Hermitian structure: We denote by

T X −→ X

the holomorphic tangent bundle of X . The dual bundle

T ∗X −→ X

is the holomorphic cotangent bundle and the conjugate

T ∗X −→ X

is the anti-holomorphic cotangent bundle. For a complex chart of X

z : U −→V ⊂ Cn

the restriction

• T X |U is a free O(U)-module with basis the holomorphic tangent vector fields

∂

∂ z1
, ...,

∂

∂ zn

• T ∗X |U is a free O(U)-module with basis the holomorphic (1,0)-forms

dz1, ...,dzn

• and T ∗X |U is a free O(U)-module with basis the anti-holomorphic (0,1)-forms

dz1, ...,dzn

• The sheaf of smooth sections of T ∗X is denoted E 1,0, named the sheaf of
smooth (1,0)-forms, while the sheaf of smooth sections of T ∗ is denoted E 0,1,
named the sheaf of smooth (0,1)-forms.

• A Hermitian metric
h : T X ×X T X −→ X ×Cn
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on X is a section
h ∈ E 1,1(X)

with associated alternate real form

ω :=−Im h ∈ E 1,1(X)∩E 2
R(X).

The pair (X ,h) is named a Hermitian manifold.

2. Kähler metric: A Hermitian metric h is a Kähler metric if the associated alternate
form is closed:

dω = 0.

Hence any Hermitian metric on a Riemann surface X is a Kähler metric due to
the low dimension of X .

3. Riemann structure: Denote by Xsmooth the smooth manifold of dimension m = 2n
underlying the complex manifold X . Its real tangent bundle

TRXsmooth −→ Xsmooth

is a real, smooth vector bundle of rank = m. The Hermitian matrix h induces a
Riemann metric

g := Re h on TRXsmooth

and (Xsmooth,g) becomes a Riemann manifold.

Next we carry over the results about unitary vector spaces, the induced real vol-
ume forms, and the ∗-operator to the tangent and cotangent spaces of a Hermitian
manifolds (X ,h).

Remark 12.22 (Hermitian manifold and real volume form). Consider an n-dimensional
Hermitian manifold (X ,h), and denote by

g := Re h

the induced Riemann metric on the real tangent bundle.

1. Tangent and cotangent spaces: The linear theory from the first part of the section
applies to the fibres of the vector bundles from Definition 12.21 at an arbitrary
but fixed point x ∈ X : The fibre

V := T Xx

is an n-dimensional complex vector space with underlying real vector space

Vreal = (TRXsmooth)x
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of dimension m = 2n. Using the notations introduced before we have the real
vector spaces

A1
R = HomR(Vreal,R) = (T ∗

RXsmooth)x, A1 = HomR(Vreal, C)

and the complex vector spaces

A1,0 = HomC(V,C) = T ∗Xx, A0,1 = HomC(V,C) = T ∗Xx

and the induced complex structure on

A1 = A1,0 ⊕A0,1 = A1
R⊗RC.

The Hermitian metric h induces unitary structures on the complex vector spaces

A1, A1,0, A0,1

and on their exterior powers. The Euclidean metric g induces an Euclidean struc-
ture on the real vector space

A1
R

and on its exterior powers.

2. Orientation, volume form, ∗-operator: A volume form on the underlying 2n-dimensional
smooth manifold can be obtained as follows. For each complex chart

z = (z1, ...,zn) : U −→V ⊂ Cn

and any holomorphic function without zeros f ∈ O∗(U) consider the n-form

ωU := f ·dz1 ∧ ...∧dzn ∈ Ω
n(U)

Then
ωU ∧ωU = f ·dz1 ∧ ...∧dzn ∧ ( f ·dz1 ∧ ...∧dzn) =

f ·dz1 ∧ ...∧dzn ∧ f ·dz1 ∧ ...∧dzn = | f |2 ·dz1 ∧ ...∧dzn ∧dz1 ∧ ...∧dzn =

= | f |2 · (−1)n(n−1)/2(dz1 ∧dz1)∧ ...∧ (dzn ∧dzn) =

= | f |2 · (−1)n(n−1)/2(−2i ·dx1 ∧dy1)∧ ...∧ (−2i ·dxn ∧dyn) =

= | f |2 · (−1)n(n−1)/2 · (−i)n ·2n ·dx1 ∧dy1 ∧ ...∧dxn ∧dyn =

= | f |2 · (−1)n(n+1)/2(2i)n ·dx1 ∧dy1 ∧ ...∧dxn ∧dyn

Set

ωR :=
ωU ∧ωU

(−1)n(n+1)/2 · (2i)n
= | f |2 ·dx1 ∧dy1 ∧ ...∧dxn ∧dyn

and
∥ωR∥ :=

√
< ωR,ωR >g.
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Then
ωR

∥ωR∥
is independent from the choice of the chart and the form

µg ∈ Γ (X ,E 2n
R )

defined as

µg|U :=
ωR

∥ωR∥
is a volume form of the underlying Riemann manifold (X ,g). As a consequence
the integration of 2n-forms along X is well-defined. The volume form evaluates
for each x ∈ X to the normalized volume element

µg(x) ∈ A2n
R =

2n∧
A1
R.

3. The ∗-operator on sheaves of differential forms: Due to part 2) the ∗-operators
on the exterior algebra of the cotangent spaces of the points of X glue to a C-
antilinear operator on sheaves

∗ : E j −→ E 2n− j, 0 ≤ j ≤ 2n,

which is compatible with the splitting

E j =
⊕

p+q= j

E p,q

.
4. Unitary vector space of global forms: For each 0 ≤ p,q ≤ n the map

(−,−) : Γc(X ,E p,q)×Γc(X ,E p,q)−→ C

defined as
(σ ,τ) :=

∫
X
< σ ,τ >h ·µg =

∫
X

σ ∧∗τ

is a Hermitian scalar product. Hence (Γc(X ,E p,q),(−,−)) is a unitary vector
space.

Definition 12.23 (Formal adjoint operators). Consider an oriented n-dimensional
Hermitian manifold (X ,h).

1. We define

• the formal adjoint of the d-operator

δ : E j+1 −→ E j as δ := (−1) · (∗◦d ◦∗)
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• and the Laplace operator

□ : E j −→ E j as ∆ := d ◦δ +δ ◦d.

We define

• the formal adjoint of the d′′-operator

δ
′′ : E p,q+1 −→ E p,q as δ

′′ := (−1) · (∗◦d′′ ◦∗)

• and the Laplace-Beltrami operator

□ : E p,q −→ E p,q as □ := d′′ ◦δ
′′+δ

′′ ◦d′′.

The following results 12.24 - 12.28 in the complex context and their proofs are
similar to the results 12.10 - 12.13 in the real context and their proofs.

Proposition 12.24 (Adjoint differential operators on (Γc(X ,E p,q,(−,−))). Con-
sider an n-dimensional Hermitian manifold (X ,h). Denote by ∗ (“upper star”) the
operation of taking the adjoint of a linear operator on the unitary space

(Γc(X ,E p,q),(−,−)), p,q = 0, ...,m.

Then

1. Adjoint operator:
(d′′)∗ = δ

′′

2. Selfadjointness:
□∗ =□

3. Commutator:
[□,∗] = 0

Definition 12.25 (Harmonic (p,q)-forms). On a compact n-dimensional Hermi-
tian manifold X the kernel of the Laplace-Beltrami operators

Harmp,q(X) := ker
[
□ : H0(X ,E p,q)−→ H0(X ,E p,q)

]
, 0 ≤ p,q ≤ n,

are the vector spaces of harmonic (p,q)-forms.

Remark 12.26 (Ellipticity of the Laplace-Beltrami operator). The Laplace-Beltrami
operator □ on a compact Hermitian manifold is an elliptic operator.
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Theorem 12.27 (Hodge decomposition). Consider an n-dimensional compact
Hermitian manifold (X ,g). For 0 ≤ p,q ≤ n holds

dim Harmp,q(X)< ∞

and the orthogonal decomposition

Γ (X ,E p,q) = Harmp,q(X)
⊥
⊕d′′

Γ (X ,E p,q−1)
⊥
⊕δ

′′
Γ (X ,E p+1,q).

Corollary 12.28 (Dolbeault-Hodge theorem). On an n-dimensional compact Her-
mitian manifold (X ,h) the Laplace-Beltrami operator induces for all 0 ≤ p,q,≤ n
an isomorphism

Dolbp,q(X)≃ Harmp,q(X)

between the Dolbeault cohomology group and the vector space of harmonic forms.
In particular

dim Dolbp,q(X)< ∞.

Remark 12.29 (Pure Hodge structure). On a compact complex manifold X one has
the de Rham-Hodge isomorphism

Rhm(X)
≃−→ Harmm(X),

see Corollary 12.13. If X has in addition a Kähler metric and one bases the harmonic
theory on that Kähler metric then

∆ = 2 ·□

which implies
Harmm(X) =

⊕
p+q=m

Harmp,q(X)

In particular, for each pair (p,q) the vector space Harmp+q(X) is a subspace

Harmp+q(X)⊂ Harmm(X).

One shows, [39, Prop. 6.11]: For each m ∈ N the de Rham group splits as

Rhm(X) =
⊕

p+q=m
H p,q(X)

with

H p,q(X) :=
{ω ∈ E p,q(X) and dω = 0}

E p,q(X)∩ im[d : E m−1(X)−→ E m(X)]
⊂ Rhm(X)

the subspace of de Rahm classes represented by closed (p,q)-forms. For each (p,q)
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H p,q(X)≃ Harmp,q(X)

Here the right-hand side depends on the choice of a Kähler metric. While the left-
hand side is independent from any metric. It depends only on the complex structure
of X . The following diagram with horizontal injections commutes

Rhm(X) Harmm(X)

H p,q(X) Harmp,q(X)

≃

≃

For each m ∈ N the pair

(Hm(X ,Z),(H p,q(X))p+q=m) satisfying H p,q(X) = Hq,p(X)

is an example of an integral Hodge structure of weight m.

12.3 The example of Riemann surfaces

The holomorphic tangent bundle of a Riemann surface X is a complex line bundle.
The complex structure on X induces an orientation and a conformal structure on X .
They define a ∗-operator on X . Hence the harmonic theory for smooth Riemann
manifolds and complex Hermitian manifolds from Sections 12.1 and 12.2 applies to
Riemann surfaces. Due to the low dimension of X one gets the following benefits:

• When specializing Theorem 12.12 to the case of real dimension m = 2 and Theo-
rem 12.27 to the case of complex dimension n= 1 then the Hodge decomposition
can be verified by hand - modulo the finitenes theorem. One does not need to in-
voke the theory of elliptic differential operators.

• On a compact Riemann surface the Laplace operator and the Laplace-Beltrami
operator are proportional, see Theorem 12.32. This result can also be checked by
explicit computation.

Remark 12.30 (∗-operator and conformal structure).

1. Hodge ∗-operator defined by a conformal structure: Consider an n-dimensional
oriented unitary vector space (V,h). The Hodge ∗-operator on the exterior algebra

∗ : Ap,q −→ An−p,n−q

defined in Definition 12.19 is characterized by the equation

α ∧∗β =< α,β >h ·µg



12.3 The example of Riemann surfaces 287

with the normalized volume element

µg ∈
2n∧

A1
R

depending on the Euclidean scalar product

g := Re h.

If h1 and h2 are two Hermitian forms on V which are conformally equivalent, i.e.

h2 = λ ·h1

with a positive real number λ ∈ R∗
+, then they define the same ∗-operator:

µg2 =
dx∧dy

∥dx∧dy∥g2

=
dx∧dy

λ · ∥dx∧dy∥g1

=
1
λ
·µg1

implies

< α,β >h2 ·µg2 = λ ·< α,β >h1 ·
1
λ
·µg1 =< α,β >h1 ·µg1 .

The computation shows that the ∗-operator does not depend on the Hermitian
metric h, but only on the conformal equivalence class of h.

2. Conformal structure of a Riemann surface: Consider a Riemann surface X . For
each point p ∈ X one chooses a complex chart around p

z = x+ i · y : U1 −→V1 ⊂ C.

One chooses an arbitrary Hermitian metric on the complex tangent space TpX
and extends it to a Hermitian metric on

A1,0 ⊕A0,1 = A1 = HomR((TxX)real,C)

such that
A1,0 ⊥ A0,1 and < dz,dz >=< dz,dz >

From

dx∧dy =
i
2
·dz∧dz

one obtains the normalized volume element

µg1 =
dx∧dy

∥dx∧dy∥g1

= i ·
dz∧dz

∥dz∧dz∥h1

With respect to a second chart
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w : U2 −→V2

one obtains the Hermitian scalar product with matrix with respect to (dw,dw)

h2 =

∣∣∣∣∣ dz
dw

∣∣∣∣∣
2

·h1

Hence both Hermitian metrics on the complex cotangent space are conformally
equivalent. Due to part 1) they define the same ∗-operator on the exterior algebra
of A1.

3. Explicit formulas: According to part 1) and 2) the ∗-operator is a C-antilinear
map, characterized by the equation

α ∧∗β =< α,β >h ·µg

The ∗-operator only depends on the conformally equivalence class of a metric.
Hence for a given complex chart

z : U −→V ⊂ C

we may choose that Hermitian metric of the 1-dimensional tangent space at a
point p ∈U , which is defined as〈

∂

∂ z
,

∂

∂ z

〉
:= 1.

We extend this Hermitian metric to the 2-dimensional complex vector space A1

to the metric h, which is defined by the unit matrix

H := 1 ∈ GL(2,C)

with respect to the complex basis (dz,dz) of A1. Then

∥dz∧dz∥g
2 = ∥dz∧dz∥h

2 = det H = 1

and
µg = i ·dz∧dz

• Type (0) = (0,0):
∗ : A0 = C−→ A2, ∗1 = µg,

because
1 · ∗1 =< 1,1 >h ·µg = 1 ·µg = µg

As a consequence
∗ f = f ·µg
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• Types (1,0) and (0,1):

∗ : A1,0 −→ A0,1, ∗dz := i ·dz, and ∗ : A0,1 −→ A1,0,∗dz :=−i ·dz,

because

dz∧∗dz =< dz,dz >h ·µg = 1 · i ·dz∧dz = i ·dz∧dz

which implies
∗dz = i · dz

and similarly

dz∧∗dz =< dz,dz >h ·µg = 1 ·µg = i ·dz∧dz

which implies
∗dz =−i ·dz.

As a consequence
∗ : A1 −→ A1

satisfies for ω1(x)+ω2(x) ∈ A1,0 ⊕A0,1 = A1

∗(ω1(x)+ω2(x)) = i · (ω1(x)−ω2(x)).

• Type (2) = (1,1):
∗ : A2 −→ A0, ∗µg := 1,

because
µg · ∗µg =< µg,µg >h ·µg = 1 ·µg = µg.

As a consequence
∗( f ·µg) = f

4. The ∗-operator as a sheaf morphism: For p = 0,1,2 the ∗-operators on the cotan-
gent spaces glue to C-antilinear ∗-operators of sheaves

∗ : E p −→ E 2−p

Due to part 2) the ∗-operator is independent from the choice of a Hermitian met-
ric on X .

The formulas of Lemma 12.31 will be used in Theorem 12.32 to compute several
adjoint operators.

Lemma 12.31 (Relating the ∗-operator and the exterior derivations d′ and d′′).
On a Riemann surface hold:

1. Formulas for the d-operator:

i)
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(d ◦∗)(η1 +η2) = i ·d′
η1 − i ·d′′

η2 and (d ◦∗)( f ·µg) = d f

ii)

(∗◦d) f = i · (d′′ f −d′ f ) and (∗◦d)(u dz+ v dz) = i · (∂v−∂u)

2. Formulas for the d′′-operator:

i)
(d′′ ◦∗)(v dz) = i ·∂ v dz∧dz and (d′′ ◦∗)( f ·µg) = d′′ f

ii)

(∗◦d′) f = i ·d′′ f and (∗◦d′′) f =−i ·d′ f , (∗◦d′′)(u dz) = (−i) ·∂u

Recall from Definition 12.23 the formal adjoint operators as well as the Laplace
operators and the Laplace-Beltrami operators on a Hermitian manifold. On a com-
pact Riemann surface X the Laplace operators, depending on the smooth structure,
and the Laplace-Beltrami operators, depending on the complex structure, are pro-
portional. That’s a fundamental result. It does not generalize without additional as-
sumptions to higher dimensional compact complex manifolds.

Theorem 12.32 (Relating the Laplace and Laplace-Beltrami operators). On a
compact Riemann surface X the Laplace and Laplace-Beltrami operators satisfy: If

η = η1 +η2 ∈ Γ (X ,E 1,0)⊕Γ (X ,E 0,1)

then
∆η = 2 ·□η1 +2 ·□η2 ∈ Γ (X ,E 1,0)⊕Γ (X ,E 0,1),

i.e. the following diagram commutes

H0(X ,E 1) H0(X ,E 1)

H0(X ,E 0,1)⊕H0(X ,E 1,0) H0(X ,E 0,1)⊕H0(X ,E 1,0)

∆

≃

2□⊕2□

≃

Analogously for smooth functions and smooth 2-forms:

∆ = 2 ·□ : H0(X ,E )−→ H0(X ,E ) and ∆ = 2 ·□ : H0(X ,E 2)−→ H0(X ,E 2).

The content of Theorem 12.32 is often expressed in an informal way as the pro-
portionality

∆ = 2 ·□.
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Proof. Those explicit computations in the following, which refer to the choice of
a complex chart z, assume w.l.o.g. that the ∗-operator is determined by the Hermi-
tian metric with (dz,dz) as orthonormal basis of the smooth cotangent space, see
Remark 12.30, part 2) and 3).

i) Computation of ∆ : By definition, the Laplace operator

∆ = δ ◦d +d ◦δ : H0(X ,E 1)−→ H0(X ,E 1)

is the sum of the two compositions at the left-hand side and the right-hand side in
the diagram below:

H0(X ,E 1) H0(X ,E 2)

H0(X ,E ) H0(X ,E 1)

d

δ ∆ δ

d

By definition
δ ◦d : E 1 −→ E 1

is the composition

δ ◦d = (−1) · (∗◦d ◦∗◦d) = (−1) · (∗◦d)◦ (∗◦d)

Successive application of the two formulas Lemma 12.31, part 1.ii):

(∗◦d)(u dz+v dz) = i · (∂v−∂u)

and
(∗◦d)◦ (∗◦d)(u dz+v dz) = (∗◦d)(i · (∂v−∂u)) =

i ·d′′((−i) · (∂v−∂u))−d′((−i) · (∂v−∂u)) =

= ∂ (∂v−∂u) dz−∂ (∂v−∂u) dz

hence
(δ ◦d)(u dz+v dz) = ∂ (∂u−∂v) dz+∂ (∂v−∂u) dz

Analogously, we decompose

d ◦δ = (−1) · (d ◦∗)◦ (d ◦∗)

Successive application of the two formulas Lemma 12.31, part 1.i):

(d ◦δ )(u dz+v dz) =−∂ (∂u+∂v) dz−∂ (∂u+∂v) dz

Hence
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∆(u dz+v dz) =−2 ·∂∂u dz−2 ·∂∂v dz

ii) Computation of □: Each of the two Laplace-Beltrami operators is the
composition in the corresponding diagram below:

H0(X ,E 0,1) H0(X ,E 1,0) H0(X ,E 2)

H0(X ,E ) H0(X ,E 0,1) H0(X ,E 1,0)

δ ′′ □

d′′

d′′

□ δ ′′

By definition
d′′ ◦δ

′′ = (−1)(d′′ ◦∗)◦ (d′′ ◦∗)

Successive application of the two formulas of Lemma 12.31, part 2.i):

(d′′ ◦δ
′′)(v dz) = (−1) · (d′′ ◦∗)(i ·∂ v dz∧dz)

and
(d′′ ◦δ

′′)(v dz) = (−1) · (d′′ ◦∗)(∂ v ·µg) =

=−d′′
∂v =−∂∂v dz

Analogously one computes the composition

δ
′′ ◦d′′ = (−1) · (∗◦d′′)◦ (∗◦d′′)

Successive application of the two formulas of Lemma 12.31, part 2.ii):

(δ ′′ ◦d′′)(u dz) = (−1)(∗◦d′′)((∗◦d′′)(u dz)) =

= (−1)∗ (−i ·∂u) = (−1)(−i) · i ·d′
∂u =

=−∂∂u dz

iii) Comparing ∆ and □: Comparing the results from part i) and part ii) shows

□(u dz+v dz) =−∂∂u−∂∂v

and finishes the proof of the theorem for 1-forms.

iv) Functions and 2-forms: On one hand, by definition

∆ = δ ◦d : H0(X ,E )−→ H0(X ,E )

Successive application of the two formulas of Lemma 12.31, part 1.ii):
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δ ◦d = (−1)(̇∗◦ d)◦ (∗◦d)( f ) = (−1) · ((∗◦d)(i · (d′′ f −d′ f )) =

= (−1) · (∗◦d)(i ·∂ f dz− i ·∂ f dz) =−(∂∂ f +∂∂ f ) =

=−2 ·∂∂ f

On the other hand, by definition

□= δ
′′ ◦d′′ : H0(X ,E 1,0)−→ H0(X ,E 1,0)

Successive application of the two formulas of Lemma 12.31, part 2.ii):

(δ ′′ ◦d′′)( f ) = (−1)◦ (∗◦d′′)◦ (∗◦d′′)( f ) =

= (−1)◦ (∗◦d′′)(−i ·d′ f ) = (−1)◦ (∗◦d′′)(−i ·∂ f ) dz =

=−∂∂ f

As a consequence,
∆ = 2 ·□ : H0(X ,E )−→ H0(X ,E )

Analogously one proves

∆ = 2 ·□ : H0(X ,E 2)−→ H0(X ,E 2), q.e.d.

Remark 12.33 (Wirtinger operators, Laplace operator and harmonic functions).
Consider a Riemann surface X . The Wirtinger operators from Definition 4.4 with
respect to a chart

z = x+ iy : U −→V

satisfy

∂ ◦∂ =
1
4
·

(
∂ 2

∂x2 +
∂ 2

∂y2

)
Hence

∆ =−2 ·∂∂ =−
1
2
·

(
∂ 2

∂x2 +
∂ 2

∂y2

)
.

Here the term in brackets is the well-known Laplace operator from real analysis.
Hence

Harm0(X) := ker[∆ : H0(X ,E )−→ H0(X ,E )]

is the vector space of complex-valued harmonic functions on X .

Definition 12.34 (Harmonic forms). Consider a Riemann surface X . The elements
of

Harmm(X) := ker[∆ : H0(X ,E m)−→ H0(X ,E m)], 0 ≤ m ≤ 2,
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are named harmonic m-forms. The elements of

Harmp,q(X) := ker[□ : H0(X ,E p,q)−→ H0(X ,E p,q)], 0 ≤ p,q ≤ 1,

are named harmonic (p,q)-forms.

On a Riemann surface the equation from Theorem 12.32

∆ = 2 ·□

relates the Laplace-operator induced by d and the Laplace-Beltrami operator in-
duced by d′′. As a consequence the decomposition of differential forms induces a
decomposition of harmonic forms.

Proposition 12.35 (Decomposition of harmonic forms). On a compact Riemann
surface X holds for m = 0,1,2 the decomposition

Harmm(X) =
⊕

p+q=m
Harmp,q(X)

Proof. The canonical map

Harmm(X)−→
⊕

p+q=m
Harmp,q(X), η 7→ ∑

p+q=m
η

p,q,

which splits m-forms into their (p,q) components is well-defined: If η ∈ H0(X ,E m)
satisfies

∆η = 0

then due to Theoem 12.32
□η = 0.

As a consequence any η p,q ∈ H0(X ,E p,q) satisfies

□η
p,q = 0.

Apparently the map is injective. To prove the surjectivity note that any η p,q is also
an m-form and again due to Theoem 12.32

□η
p,q = 0 =⇒ ∆η

p,q = 0, q.e.d.

Lemma 12.36 (Different characterizations of harmonic forms). On a Riemann
surface X the following properties of a 1-form η ∈ H0(X ,E 1) are equivalent:

1. The form η is harmonic.
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2. The form η satisfies

dη = 0 ∈ H0(X ,E 2) and δη = 0 ∈ H0(X ,E )

3. The form η satisfies

dη = 0 ∈ H0(X ,E 2) and d(∗η) = 0 ∈ H0(X ,E 2)

4. The form η satisfies

d′
η = 0 ∈ H0(X ,E 1,1) and d′′

η = 0 ∈ H0(X ,E 1,1)

5. The form η splits as

η = η1 +η2 with η1 ∈ H0(X ,Ω 1) and η2 ∈ H0(X ,Ω
1
)

6. For each point x ∈ X exists the germ of a harmonic function

fx ∈ Ex

with
d fx = ηx ∈ E 1

x

Proof. 1) ⇐⇒ 2) Analogous to the proof of Theorem 12.12. Assume η to har-
monic. Then

0 = (∆η ,η) = ((δ ◦d +d ◦δ )η ,η) = ((δ ◦d)η ,η)+((d ◦δ )η ,η) =

= (dη ,dη)+(δη ,δη) = ∥dη∥2 +∥δη∥2

Hence
dη = 0 and δη = 0.

The opposite implication follows directly from the representation of ∆ .

2) ⇐⇒ 3) Note that
δ = (−1)∗◦d ◦∗

and that ∗ is a C-antilinear isomorphism.

3) ⇐⇒ 4) Assume dη = d(∗η) = 0. Split

η = η1 +η2

with
η1 ∈ H0(X ,E 1,0) and η2 ∈ H0(X ,E 1,0).

Then
d′

η = d′
η2 and d′′

η = d′′
η1
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On one hand
dη = d′′

η1 +d′
η2 = 0

and on the other hand

d(∗η) = d(i(η1 −η2)) = i · (dη1 −dη2) = i · (d′
η1 −d′′

η2) = 0

or
d′

η1 −d′′
η2 = 0

Conjugation of the last equation gives

d′′
η1 −d′

η2 = 0

Summing up:
d′′

η = d′′
η1 = 0 = d′

η2 = d′
η

The proof of the opposite direction is obvious.

4) ⇐⇒ 5) Referring to the splitting

η = η1 +η2

from part 4) we have

d′′
η = 0 ⇐⇒ d′′

η1 = 0 ⇐⇒ η1 ∈ H0(X ,Ω 1)

and
d′

η = 0 ⇐⇒ d′
η2 = 0 ⇐⇒ d′

η2 = d′′
η2 = 0 ⇐⇒

⇐⇒ η2 ∈ H0(X ,Ω 1) ⇐⇒ η1H0(X ,Ω
1
)

2) ⇐⇒ 6) The exactness of the De Rahm sequence, see Theorem 5.6, implies the
exactness of the sheaf sequence

E
d−→ E 1 d−→ E 2

Assume
dηx = 0 and δηx = 0

Because 2) ⇐⇒ 1) we know
∆ηx = 0

The vanishing
dηx = 0

implies the existence of a germ

fx ∈ Ex with d fx = ηx

And
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0 = δηx = (δ ◦d) fx = ∆ fx

implies that fx is the germ of a harmonic function. For the opposite direction
assume

ηx = d fx

with fx the germ of a harmonic function. In particular

dηx = (d ◦d) fx = 0

Moreover
0 = ∆ fx = (δ ◦d) fx = δ (d fx) = δηx.

Hence
dηx = 0 and δηx = 0

Proposition 12.37 (Subspaces of H1(X ,E )). On a compact Riemann surface X
hold the following formulas for subspaces of H0(X ,E 1):

1.
d′H0(X ,E )⊕d′′H0(X ,E ) = dH0(X ,E )⊕δH0(X ,E 2)

2.
d′H0(X ,E ) = δ

′′H0(X ,E 2)

Proof. The proof makes use of some explicit formulas from Lemma 12.31.

1. For the proof consider an element

d′ f +d′′g ∈ d′H0(X ,E )⊕d′′H0(X ,E )

A formula from Lemma 12.31, part 1.ii) implies

d f +∗dg = d′ f +d′′ f + i(d′′ g−d′ g) =

= d′( f − ig)+d′′( f + i ·g) ∈ d′H0(X ,E )⊕d′′H0(X ,E )

Hence
dH0(X ,E )⊕∗dH0(X ,E )⊂ d′H0(X ,E )⊕d′′H0(X ,E )

Following the last computation in the opposite direction shows

d′H0(X ,E )⊕d′′H0(X ,E )⊂ dH0(X ,E )⊕∗dH0(X ,E ).

Therefore

d′H0(X ,E )⊕d′′H0(X ,E ) = dH0(X ,E )⊕∗dH0(X ,E )

Because
∗ : H0(X ,E 2)−→ H0(X ,E )
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is a C-antilinear isomorphism we obtain

∗dH0(X ,E ) = ∗d ∗H0(X ,E 2) = (−1)∗d ∗H0(X ,E 2) = δH0(X ,E 2)

and
d′H0(X ,E )⊕d′′H0(X ,E ) = dH0(X ,E )⊕δH0(X ,E 2).

2. For f ∈ H0(X ,E )
i ·d′ f = δ

′′( f ·µg)

because a formula from Lemma 12.31, part 2ii) implies

δ
′′( f ·µg) = (−1) · (∗◦d′′ ◦∗)( f ·µg) = (−1) · (∗◦d′′)( f ) =

= (−1) · (−i) ·d′ f = i ·d′ f , q.e.d.

Proposition 12.38 (Unitary vector spaces of global differential forms). induced
from the ∗-operator Consider a compact Riemann surface X.

1. Hermitian scalar product: For each 0 ≤ p,q,≤ 1 the map

(−,−) : H0(X ,E p,q)×H0(X ,E p,q)−→ C

defined as

(σ ,τ) :=
∫

X
σ ∧∗τ

is a Hermitian scalar product. Hence (H0(X ,E p,q),(−,−)) is a unitary vector
space. Each unitary vector space

(H0(X ,E m),(−,−)), m = 0,1,2,

is the orthogonal direct sum

H0(X ,E m) =
⊥⊕

p+q=m
H0(X ,E p,q)

2. Orthogonality relations: For each 0 ≤ p,q ≤ 1 the subspaces of H0(X ,E p,q)

Harmp,q, d′′H0(X ,E p,q−1), δ
′′H0(X ,E p,q+1)

are pairwise orthogonal. For each m = 0,1,2, the subspaces of Hm(X ,E )

Harmm(X), dH0(X ,E m−1), δH0(X ,E m+1)

are pairwise orthogonal.
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Note. In Proposition 12.38 the form

σ ∧∗τ ∈ Γ (X ,E 2)

is independent from the choice of any Hermitian metric h on X . For a given Hermi-
tian metric h it satisfies

σ ∧∗τ =< σ ,τ >h ·µg

with
g := Re h.

Theorem 12.39 (Hodge decomposition of 1-forms). On a compact Riemann sur-
face X the unitary vector space H0(X ,E 1) splits as orthogonal direct sum

H0(X ,E 1) = Harm1(X)
⊥
⊕dH0(X ,E )

⊥
⊕δH0(X ,E 2)

The vector space of harmonic 1 has finite dimension

dim Harm1(X) = 2 ·dim H0(X ,Ω 1).

Proof. i) Finite dimension: Lemma 12.36 implies

Harm1(X) = H0(X ,Ω 1)⊕H0(X ,Ω
1
)

Apparently
dim H0(X ,Ω 1) = dim H0(X ,Ω

1
)

Hence
dim Harm1(X) = 2 ·dim H0(X ,Ω 1)< ∞

due to the Finiteness Theorem 7.16.

ii) Splitting (0,1)-forms: We claim

H0(X ,E 0,1) = d′′H0(X ,E )⊕H0(X ,Ω
1
).

Dolbeault’s Theorem 6.15

H0(X ,Ω 1) =
H0(X ,E 0,1)

im[H0(X ,E )
d′′−→ H0(X ,E 0,1)]

implies the dimension formula

dim H0(X ,Ω
1
) = dim H0(X ,Ω 1) = dim

H0(X ,E 0,1)

d′′H0(X ,E )

Hence
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dim H0(X ,Ω
1
)

is the codimension of the subspace

d′′H0(X ,E )⊂ H0(X ,E 0,1)

The orthogonality relations from Proposition 12.38 imply

d′′H0(X ,E )∩H0(X ,Ω
1
) = {0}

which finishes the proof of the claim.

iii) Splitting 1-forms: We claim

H0(X ,E 1) = Harm1(X)⊕d′H0(X ,E )⊕d′′H0(X ,E )

Part ii) implies by conjugation

H0(X ,E 1,0) = d′H0(X ,E )⊕H0(X ,Ω 1).

Because
E 1 = E 1,0 ⊕E 0,1

we obtain

H0(X ,E 1) = d′H0(X ,E )⊕d′′H0(X ,E )⊕H0(X ,Ω 1)⊕H0(X ,Ω
1
) =

= d′H0(X ,E )⊕d′′H0(X ,E )⊕Harm1(X)

which finishes the proof of the claim.

The results from part i) - iii), from Proposition 12.37 and the orthogonality results
from Proposition 12.38 show

H0(X ,E 1) = Harm1(X)
⊥
⊕dH0(X ,E )

⊥
⊕δH0(X ,E 2), q.e.d.

Theorem 12.40 (De Rham-Hodge theorem). On a compact Riemann surface X
holds

H1(X ,C)≃ Rh1(X)≃ Harm1(X).

Proof. i) Splitting the subspace of d-closed 1-forms: We claim

ker[H0(X ,E 1)
d−→ H0(X ,E 2)] = dH0(X ,E )⊕Harm1(X)

The inclusion

dH0(X ,E )⊕Harm1(X)⊂ ker[H0(X ,E 1)
d−→ H0(X ,E 2)]



12.3 The example of Riemann surfaces 301

holds because
d ◦d = 0 and ker ∆ ⊂ ker d,

see Lemma 12.36. For the opposite inclusion we have to show, according to
Theorem 12.39,

ker[H0(X ,E 1)
d−→ H0(X ,E 2)]⊥ δH0(X ,E 2)

Consider
η ∈ H0(X ,E 1) with dη = 0 and ξ ∈ H0(X ,E 2)

Then
(η ,δξ ) = (dη ,ξ ) = 0,

which proves the opposite inclusion and finishes the proof of the claim.

ii) Applying the de Rham theorem: The de Rahm Theorem 6.15 states

H1(X ,C)≃ Rh1(X) =
ker[H0(X ,E 1)

d−→ H0(X ,E 2)]

im[H0(X ,E )
d−→ H1(X ,E 1)]

Appying the result from Part i) implies

H1(X ,C)≃ Rh1(X) =
dH0(X ,E )⊕Harm1(X)

im[H0(X ,E )
d−→ H1(X ,E 1)]

= Harm1(X), q.e.d.

Proposition 12.35 and Theorem 12.41 together provide the Hodge decomposition
on a compact Riemann surface. The Hodge decomposition makes manifest the close
relation between the topology and the complex structure of a compact Riemann
surface.

Theorem 12.41 (De Rham-Dolbeault-Hodge decomposition of cohomology).
For a compact Riemann surface X holds

H1(X ,C) =
⊕

p+q=1

Hq(X ,Ω p)

with
Harm0,1 ≃ H1(X ,O) and Harm1,0 = H0(X ,Ω 1)

Proof. i) Splitting 1-forms: Theorem 12.39 proves the decomposition of 1-forms

H0(X ,E 0,1)⊕H0(X ,E 1,0) = H0(X ,E 1) = Harm1(X)⊕dH0(X ,E )⊕δH0(X ,E 2)

The decomposition splits further as

H0(X ,E 0,1)⊕H0(X ,E 1,0) = Harm0,1 ⊕Harm1,0 ⊕δ
′′H0(X ,E 2)⊕d′′H0(X ,E )
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because
Harm1(X) = Harm0,1(X)⊕Harm1,0(X)

due to Proposition 12.35 and Proposition 12.37.

Separating (0,1)-forms and (1,0)-forms shows

H0(X ,E 0,1) = Harm0,1 ⊕d′′H0(X ,E )

and
H0(X ,E 1,0) = Harm1,0 ⊕δ

′′H0(X ,E 2)

ii) Harmonic forms and Dolbeault’s theorem:

• (0,1)-forms: Dolbeault’s Theorem 6.15 shows

H1(X ,O)≃
H0(X ,E 0,1)

im[H0(X ,E )
d′′−→ H0(X ,E 0,1)]

= Harm0,1(X)

• (0,1)-forms: Dolbeault’s Theorem 6.15 and Lemma 12.36 show

Harm1,0 = ker[□ : H0(X ,E 1,0)−→ H0(X ,E 1,0)] =

= ker[d′′ : H0(X ,E 1,0)−→ H0(X ,E 2)]

and
H0(X ,Ω 1)≃ ker[H0(X ,E 1,0)

d′′−→ H0(X ,E 2)] = Harm1,0(X).

The decomposition from part i)

Harm1(X) = Harm0,1(X)⊕Harm1,0(X)

and Theorem 12.40 finish the proof, q.e.d.

Remark 12.42 (Hodge decomposition and Serre duality). Consider a compact Rie-
mann surface X .

1. Theorem 12.39 implies

dim H1(X ,C) = 2 ·dim H0(X ,Ω 1)

and Theorem 12.41 implies

H1(X ,C)≃ H0(X ,Ω 1)⊕H1(X ,O).

Therefore one obtains the dimension formula from Serre duality

dim H0(X ,Ω 1) = dim H1(X ,O).
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2. The Dolbeault-Hodge decomposition holds on any compact Kähler-manifold, but
not on any compact complex manifold of dimension ≥ 2. Each Hermitian metric
on the Riemann surface X is a Kähler metric by trivial reason due to the low
dimension of X .

3. The Hodge decomposition in the form

H1(X ,C)≃ H0(X ,Ω 1)⊕H0(X ,Ω
1
)

can also be obtained without any harmonic theory. The following proof is due to
Grauert-Remmert [14, Kap. VII, § 7, Abschn. 8]. It relies on Serre duality.

i) Holomorphic resolution of the sheaf C: Starting point is the short exact sheaf
sequence

0 −→ C−→ O
d′′−→ Ω

1 −→ 0

and its complex conjugate

0 −→ C−→ O
d′−→ Ω

1 −→ 0

The first exact sheaf sequence provides the long exact sequence

H0(X ,C)−→ H0(X ,O)−→ H0(X ,Ω 1)
δ−→ H1(X ,C)−→ H1(X ,O)−→

H1(X ,Ω 1)
δ−→ H2(X ,C)−→ H2(X ,O)

Here the injection
H0(X ,C)−→ H0(X ,O)

is an isomorphism because both cohomology groups are isomorphic to C. Due
to the low dimension

H2(X ,O) = 0.

Corollary 9.15, a consequence of Serre duality, implies

H1(X ,Ω 1)≃ C.

Becausse X is an oriented 2-dimensional smooth manifold

H2(X ,C)≃ C.

Therefore
δ : H1(X ,Ω 1)−→ H2(X ,C)

is an isomorphism. The long exact sequence reduces to the exact sequence

0 −→ H0(X ,Ω 1)
δ−→ H1(X ,C)−→ H1(X ,O)−→ 0
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Lemma 10.12. Analogously, the second short exact sheaf sequence provides the
exact sequence

0 −→ H0(X ,Ω
1
)

δ−→ H1(X ,C)−→ H1(X ,O)−→ 0

ii) No real classes in im δ : We claim

im δ ∩H1(X ,R) = 0

Here the injection R ↪−→ C induces the injection

H1(X ,R) ↪−→ H1(X ,C).

For the proof consider a form ω ∈ H0(X ,Ω 1) with

δ (ω) ∈ H1(X ,R)

The connecting morphism δ is defined as follows: There exists an open covering

U = (Uα)i∈I

of X with all intersections

Uαβ :=Uα ∩Uβ , α,β ∈ I,

connected, see Lemma 10.12, such that for each α ∈ I

ω|Uα = d′′ fα

with a cochain
( fα) ∈C0(U ,O)

On the connected intersections Uαβ holds

d( fα − fβ ) = d′′( fα − fβ ) = 0

hence fα − fβ is constant and takes real values. As a consequence the holomor-
phic functions

gα := exp(2πi · fα)

satisfy on the intersections Uαβ

|gα/gβ |= |exp(2πi · ( fα − fβ ))|= 1

or
|gα |= |gβ |.

The real-valued continuous function
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|g|= (|gα |) ∈ Z0(U ,CR) = H0(X ,CR)

assumes its maximum at a point p ∈ X due to the compactness of X . Let α ∈ I be
an index with p ∈ Uα . By the maximum principle the holomorphic function gα

and a posteriori also fα are constant, whichs implies ω|Uα = 0. The identity
theorem concludes ω = 0.

iii) Decomposing H1(X ,C): We claim

imδ ∩ im δ = 0 ∈ H1(X ,C)

Complex conjugation defines an involution

σ : H1(X ,C)−→ H1(X ,C)

with fixed space the vector space of real cohomology classes H1(X ,R). Apparently σ

fixes
im δ ∩ im δ .

Hence

im δ ∩ im δ ⊂ H1(X ,R), notably im δ ∩ im δ ⊂ im δ ∩H1(X ,R) = {0}

due to part ii). Apparently

dim H0(X ,Ω
1
) = dim H0(X ,Ω 1)

and by Serre duality

dim H0(X ,Ω 1) = dim H1(X ,O)

Part ii) and the short exact sequence from part i)

0 −→ H0(X ,Ω 1)
δ−→ H1(X ,C)−→ H1(X ,O)−→ 0

imply
dim im δ +dim im δ = dim H1(X ,C)

As a consequence

H1(X ,C) = δ (Ω 1)⊕δ (Ω
1
), q.e.d.

4. The Hodge decomposition on a Riemann surface is a first example of a Hodge
structure. The characteristic of a Hodge structure is the interplay between a
lattice Λ ≃ Zn, an arithmetic object, and a complex n-dimensional vector space

V ≃ ΛC := Λ ⊗ZC

equipped with a complex conjugation V −→V .



306 12 Harmonic theory

Definition 12.43 (Betti numbers and Hodge numbers). On a compact Riemann
surface X the following complex vector spaces are finite-dimensional. Their dimen-
sions are:

• Topology: Betti numbers in cohomology

bm := dim Hm(X ,C)

• Holomorphic structure: Hodge numbers

hp,q := dim Hq(X ,Ω p).

On a compact Riemann surface X

h0,0 = b0 = 1

h0,1 = g(X) h1,0 = g(X)

h1,1 = b2 = 1

and
b1 = 2 ·g(X).
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Open Riemann Surfaces
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The term open Riemann surface is a synonym for non-compact Riemann surface.
In particular, each domain

G ⊂ C

is an open Riemann surface. Hence the theory of open Riemann surfaces generalizes
complex analysis in the affine space C.





Chapter 13
Distributions

The concept of a distribution on an open set

X ⊂ C≃ R2

generalizes the concept of a function defined on X . Distributions are sometimes
named generalized functions on X . The domain of a distribution is not the set X , but
a certain set of functions on X . More precisely, distributions are linear functionals
on the vector space of test functions defined on X .

Distributions generalize the concept of functions with regard to the following as-
pect: Any locally integrable function on X defines a distribution by integrating test
functions. These distributions are named regular. A pleasant property of distribu-
tions is their differentiability: Each distribution has partial derivatives of arbitrary
order. They are again distributions. IN addition, distributions commute with differ-
entiation and with integration of test functions depending on parameters.

13.1 Definitions and elementary properties

We introduce the topological vetor spaces of test functions and distributions on open
subsets of the plane C. For a point z ∈ C we denote by z = x+ iy its representation
with real part x and imaginary part y.

Definition 13.1 (The topological vector space of test functions and distribu-
tions). Consider an open set X ⊂ C.

1. The vector space of test functions on X is the complex vector space of smooth
functions on X with compact support

D(X) := {φ ∈ E (X) : supp φ compact}

311



312 13 Distributions

We provide D(X) with the structure of a topological vector space as follows:
A sequence (φν)ν∈N of test functions from D(X) is convergent towards a
function φ ∈ D(X) if the following two properties are satisfied:

• There exists a compact K ⊂ X such for all ν ∈ N

supp φν ⊂ K

• For each multi-index i = (i1, i2) ∈ N2 holds

lim
ν→∞

Di
φν = Di

φ

with respect to uniform convergence on K. Here the differential operator is
defined for i = (i1, i2) ∈ N2 as

Di :=
∂ i1+i2

∂xi1 ∂yi2

with respect to the coordinates (x,y) ∈ X .

2. The dual vector space

D ′(X) := {T : D(X)−→ C : T is C-linear and continuous}

is the vector space of distributions on U .

Remark 13.2 (Test functions and distributions). Consider an open set X ⊂ C and the
topological vector space D(X) of test functions.

1. The topological vector space D(X) is complete. In general, it is not a Fréchet
space; see [31, Theor. 6.5].

2. For a linear map T : D(X)−→ C the following properties are equivalent:

i) The map T is continuous

ii) For every compact subset K ⊂ X exist an integer N ∈ N, bounding the order
of the derivatives, and a constant M > 0, bounding the norm on K, which
satisfy: For all φ ∈ D(X) with supp φ ⊂ K

T (φ)≤ M · sup{|Di
φ(x)| : |i| ≤ N and x ∈ K}

see [31, Theor. 6.6].
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Recall: A Lebesgue measurable function

f : X −→ C

is locally integrable if for each compact set K ⊂ X∫∫
K
| f (z)| dxdy < ∞.

Any locally integrable function on X can be considered the kernel of an integral
operator on D(X). The integral operator is a distribution. This construction allows
to consider any locally integrable functions as a distribution.

Proposition 13.3 (Regular distributions). If Lloc(X) denotes the vector space of
locally integrable functions on the open set X ⊂ C, then the linear map

reg : Lloc(X)−→ D ′(X), f 7→ reg f ,

with
reg f : D(X)−→ C, φ 7→ reg f [φ ] :=

∫∫
X

f ·φ dxdy,

is well-defined and injective. The distributions from

im [reg : Lloc(X)−→ D ′(X)]

are named regular distributions.

Proof. Consider a test function φ ∈D(X) and a compact set K ⊂X with supp φ ⊂ K.
Then ∣∣reg f [φ ]

∣∣≤ ∥φ∥K ·
∫∫

K
| f | dxdy < ∞

Consider a convergent sequence (φν)ν∈N of test functions with

φ = limν→∞ φν

If K ⊂ X is a compact set such that for all ν ∈ N

supp φν ⊂ K

then ∣∣reg f [φ −φν ]
∣∣= ∣∣∣∣∫∫K

f · (φ −φν) dxdy
∣∣∣∣≤ ∥φ −φν∥K ·

∫∫
K
| f | dxdy

According to Remark 13.2 the linear map reg f is continuous, hence a distribution,
q.e.d.



314 13 Distributions

Definition 13.4 (Differentiation of distributions). Consider an open set X ⊂ C.
For a distribution T ∈ D ′(X) the partial derivative of T of order i = (i1, i2) ∈ N2 is
defined as the distribution

DiT : D(X)−→ C, φ 7→ DiT [φ ] := (−1)|i| ·T [Di
φ ].

In Definition 13.4 continuity of DiT follows from the fact that convergence
in D(X) implies by definition the uniform convergence of all derivatives on a fixed
compact set. Hence DiT is a distribution.

Definition 13.4 is motivated by the following formula: Consider a smooth func-
tion f ∈ E (X), a test function φ ∈ D(X) and a multi-index i ∈ N2. Then∫∫

X
Di f ·φ dxdy = (−1)|i|

∫∫
X

f ·Di
φ dxdy, i.e.

regDi f [φ ] = (−1)|i| · reg f [Di
φ ].

The formula follows by partial integration because the boundary terms vanish due
to the compact support of φ .

Lemma 13.5 (Interchanging distribution and differentiation of test functions
depending on a parameter). Consider an open subset X ⊂C, a compact set K ⊂ X
and an open interval I ⊂ R. Let

φ : X × I −→ C, (z, t) 7→ φ(z, t),

be a smooth function with
supp φ ⊂ K × I.

Then for any distribution T ∈ D ′(X) and any given parameter t ∈ I

Tz

[
∂φ(−, t)

∂ t

]
=

d
dt

Tz[φ(−, t)]

Proof. [8, Lemma 24.5]

In Lemma 13.5 and in the following the notation Tz requests to evaluate the dis-
tribution T with respect to the first variable z of the test function φ .

Lemma 13.6 (Interchanging distribution and integration of test functions de-
pending on a parameter). Consider open sets X , Y ⊂C with compact subsets K ⊂ X , L ⊂ Y ,
and a smooth function

φ : X ×Y −→ C, (z,ζ ) 7→ φ(z,ζ ),
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with
supp φ ⊂ K ×L.

Then for any distribution T ∈ D ′(X)

Tz

[∫∫
Y

φ(−,ζ ) dξ dη

]
=
∫∫

Y
Tz[φ(−,ζ )] dξ dη , ζ = ξ + iη .

Proof. [8, Lemma 24.6]

13.2 Weyl’s Lemma about harmonic distributions

Proposition 13.7 (Solving the inhomogeneous Laplace equation). Consider a
disk

X := {z ∈ C : |z|< R}, 0 < R ≤ ∞.

For any f ∈ E (X) exists a function ψ ∈ E (X) with

∆ψ = f .

Proof. The Dolbeault Lemma, Theorem 5.2, provides functions

ψ1 ∈ E (X) with ∂ψ1 = f and ψ2 ∈ E (X) with ∂ψ2 = ψ1

Hence the function

ψ :=
ψ2

4
satisfies

∆ψ = 4 ·∂∂ψ = ∂∂ ψ2 = ∂∂ψ2 = ∂

(
∂ψ

)
= ∂ψ1 = f , q.e.d.

We show that any real-valued harmonic function is the real part of a holomorphic
function. Then we derive the mean value formula for harmonic functions from the
Cauchy integral theorem.

Theorem 13.8 (The mean value property of harmonic functions). Consider an
open set U ⊂C. Any harmonic function u ∈ E (U) satisfies the mean value property,
i.e. for all z ∈U and γ ⊂U a positively oriented circle with radius r around z holds
the mean value formula

u(z) =
1

2π

∫ 2π

0
u(z+ rei·θ ) dθ
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Proof. i) Extension to a holomorphic function: W.l.o.g. we assume z= 0. We choose
a disk

X := {z ∈ C : |z|< R}, 0 < R,

with γ ⊂ X ⊂U and consider the 1-form

ω := uy dx−ux dy ∈ E (X)

Because u is harmonic the form ω satisfies

dω =−uyy dx∧dy−uxx dx∧dy =−∆u dx∧dy = 0

The vanishing
H1(X ,C) = 0

provides by Dolbault’s Lemma, Theorem 5.2, a function v ∈ E (X) with

dv = ω

i.e.
vx = uy and vy =−ux

The function
f := u+ i ·v ∈ E (X)

satisfies the Cauchy-Riemann differential equations. Hence f is holomorphic

f ∈ O(X)

ii) Cauchy integral formula: The holomorphic function f ∈O(X) satisfies Cauchy’s
integral formula:

f (z) =
1

2πi
·
∫

γ

f (ζ )
ζ − z

dζ

Introducing polar coordinates

ζ = z+ r · eiθ and dζ = i · reiθ dθ

shows

f (z) =
1

2π

∫ 2π

0
f (z+ r · eiθ ) dθ

or

u(z)+ i ·v(z) =
1

2π
·
∫ 2π

0
u(z+ r · eiθ ) dθ + i ·

1
2π

·
∫ 2π

0
v(z+ r · eiθ ) dθ ,

in particular the mean value formula

u(z) =
1

2π
·
∫ 2π

0
u(z+ r · eiθ ) dθ , q.e.d.
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Smoothing converts a continuous function f to a smooth function smε( f ).
Hereby one replaces the value of f at each point z by the mean value of f in a
disk-neighbourhood of z. The scaling factor ε > 0 gives the diameter of the disk
which is employed for averaging. Smoothing is compatible with derivation, i.e. for
a smooth function f taking the derivative commutes with smoothing. Smoothing
a harmonic function reproduces the function because harmonic functions have the
mean-value property a-priori, see Theorem 13.8.

Definition 13.9 (Smoothing continuous functions).

1. A smoothing function is a function

ρ ∈ D(C)

with the following properties:

i) Normalized support:

supp ρ ⊂ {z ∈ C : |z|< 1}

ii) Rotational symmetry: For all z ∈ C holds

ρ(z) = ρ(|z|)

iii) Unit volume: ∫∫
C

ρ(x+ i · y) dxdy = 1

2. Any smoothing function ρ defines for each open set U ⊂ C and for each ε > 0 a
corresponding smoothing map

smε : C (U)−→ E (Uε)

defined as

smε( f )(z) :=
∫∫

C
ρε(z−ζ ) · f (ζ ) dξ dη , ζ = ξ + i ·η .

Here
Uε := {z ∈U : Bε(z)⊂U}

is the ε-shrinking of U and

ρε(z) :=
1
ε2 ·ρ

(
z
ε

)
.

Note that smε( f ) is indeed smooth because derivation with respect to z and inte-
gration with respect to ζ commute. Apparently, near the boundary ∂U one cannot
define the smoothing function smε( f ) by the formula above.
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Lemma 13.10 (Smoothing and differentiation). Consider an open set U ⊂ C, a
smooth function f ∈ E (U) and ε > 0.

1. In Uε for all α ∈ N2

Dα(smε f ) = smε(Dα f )

2. For harmonic h ∈ E (U)
smε(h) = h|Uε

Proof. 1. For z∈Uε we obtain by translation of the integration variable ζ = ξ + i ·η

smε( f )(z) =
∫∫

U
ρε(z−ζ ) · f (ζ ) dξ dη =

∫∫
|ζ |<ε

ρε(ζ ) · f (z+ζ ) dξ dη

Hence
Dα(smε f )(z) =

∫∫
|ζ |<ε

ρε(ζ ) ·Dα f (z+ζ ) dξ dη =

=
∫∫

U
ρε(z−ζ ) ·Dα f (ζ ) dξ dη = (smε Dα f )(z)

2. According to Theorem 13.8 the harmonic function h satisfies the mean-value
property: For all r ∈ [0,ε[

h(z) =
1

2π

∫ 2π

0
h(z+ reiθ ) dθ

As a consequence

smε(h)(z)=
∫∫

|ζ |<ε

ρε(ζ )·h(z+ζ ) dξ dη =
∫∫

0≤r≤ε

0≤θ≤2π

ρε(r)·h(z+reiθ ) r ·drdθ =

=

(∫ r

0
ρε(r) rdr

)
·2π ·h(z) =

∫∫
C

ρε(ξ + i ·η) dξ dη ·h(z) = h(z), q.e.d.

Theorem 13.11 (Weyl’s Lemma on the regularity of harmonic distributions).
On an open set U ⊂ C each harmonic distribution T ∈ D ′(U), i.e. satisfying

∆T = 0,

is regular: There exists a harmonic function h ∈ E (U) with

regh = T,

i.e. for all test functions φ ∈ D(U)

T [φ ] =
∫∫

U
h(z) ·φ(z) dxdy.



13.2 Weyl’s Lemma about harmonic distributions 319

Proof. i) Definition of the kernel h: We choose a smoothing function ρ ∈ D(C)
according to Definition 13.9. For each arbitrary but fixed z∈Uε the smooth function
of the variable ζ

Dε(z)−→ C, ζ 7→ ρε(z−ζ ),

has compact support in U and therefore extends by zero to a test function from D(C).
Applying the distribution T and varying z ∈ Uε defines a smooth function of the
variable z

h : Uε −→ C, h(z) := Tζ [ρε(ζ − z)].

Here the notation Tζ means to consider the subsequent test function as a function of
the variable ζ . The function h is harmonic because by assumption

∆zh = ∆Tζ [ρε(ζ − z)] = 0

ii) The value of T on the smoothing of test functions: For a given test function f ∈ D(C)
with supp f ⊂Uε consider the smooting smε( f ) as a test function of the variable ζ ,
depending on the paramater z,

smε( f )(ζ ) :=
∫∫

C
ρε(ζ − z) · f (z) dxdy =

∫∫
Uε

ρε(ζ − z) · f (z) dxdy

Interchanging the distribution with respect to the variable ζ and the integration with
respect to the parameter z according to Lemma 13.6 gives

T [smε( f )] = Tζ

[∫∫
Uε

ρε(ζ − z) · f (z) dxdy
]
=

=
∫∫

Uε

Tζ [ρε(ζ − z)] · f (z) dxdy =
∫∫

Uε

h(z) · f (z) dxdy

Hence the value of T on the smoothing of a test function smε( f ) can be obtained
from integration with the kernel h.

iii) Regularity with respect to the kernel h: We claim that for any f ∈ D(C)

T [ f ] =
∫∫

Uε

h(z) · f (z) dxdy.

Proposition 13.7 solves the inhomogenenous Laplace equation and provides a
smooth function ψ ∈ E (C) satisfying

∆ψ = f .

On the complement C\ supp f the function ψ is harmonic, hence satisfies

ψ = smε(ψ),

see Lemma 13.10. Therefore
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φ := ψ − smε(ψ)

has compact support in U. Lemma 13.10, part 2, implies

∆φ = ∆(ψ − smε(ψ)) = ∆ψ − smε(∆ψ) = f − smε( f )

The assumption ∆T = 0 and Lemma 13.5 imply

0 = ∆T [φ ] = T [∆φ ] = T [ f ]−T [smε( f )]

hence
T [ f ] = T [smε( f )] =

∫∫
Uε

h(z) · f (z) dxdy, q.e.d.

A corollary of Weyl’s Lemma states that holomorphic distributions are regular
with holomorphic kernel.

Corollary 13.12 (Regularity of holomorphic distributions). On an open subset U ⊂ C
each distribution

T ∈ D ′(U) with
∂T
∂ z

= 0

is regular, i.e. there exists a holomorphic function f ∈ O(U) with

reg f = T

i.e. for all test function φ ∈ D(U)

T [φ ] =
∫∫

U
f (z) ·φ(z) dxdy.

Proof. The assumption
∂

∂ z
T = 0

implies

∆ T = 4 ·
∂

∂ z

(
∂

∂ z
T

)
= 0

Theorem 13.11 provides a harmonic function h ∈ E (U) with

regh = T.

Then
∂T
∂ z

= 0 =⇒
∂

∂ z
h = 0

which shows that h is even holomorphic, q.e.d.
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Remark 13.13 (Regularity theorems for solutions of elliptic differential operators).
Theorem 13.11 and Corollary 13.12 are examples for the regularity of distributions
which satisfy a differential equation with an elliptic operator. The regularity general-
izes to arbitrary solution of elliptic differential operators, see [43, Chap. IV, Theor. 4.9].





Chapter 14
Runge approximation

Runge approximation is the decisive means to prove that an open Riemann surface X
is a Stein manifold. The present chapter investigates the method of Runge approxi-
mation. As application it proves the vanishing

H1(X ,O) = 0

Chapter 15 will give the definition of Stein manifolds and complete the proof that X
is a Stein manifold.

The principle of approximation is to construct a global solution of a problem

• by finding first local solutions and
• then constructing a global solution bottom-up by extending the modified local

solutions.

In general, during the extension step one has to modify the local solutions in order to
obtain a convergent global solution. Runge approximation refers to the second step:
It determines the domains of the local solution, the Runge domains, which allow to
approximate the solution by a solution on a larger domain.

Typical runge domains in the plane X = C are disks: A holomorphic function f
on a disk expands into a Taylor series. Its Taylor polynomials are defined on all of X .
They approximate f on any compact subset of the disk with arbitrary precision.

14.1 Prerequisites from functional analysis

Consider a Riemann surface X . We generalize the Fréchet topology on the vector
space of holomorphic functions O(X) from Proposition 7.3 to a Fréchet topology
on the vector space E (X) of smooth functions.

323
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Definition 14.1 (Fréchet space of smooth functions). Consider a Riemann surface X
and choose a sequence sequence (Ki)i∈N of compact sets, each Ki, i ∈ N, contained
in a coordinate neighbourhood, and

X =
⋃
i∈N

◦
Ki

For each i ∈ N and ν := (ν1,ν2) ∈ N2 introduce the countable many semi-norms
on X

pi,ν : E (X)−→ R+, pi,ν( f ) := sup {|Dν f (x)| : x ∈ Ki}

Taking the finite intersections of the sets

V (i,ν ;ε) := { f ∈ E (U) : pi,ν( f )< ε}, i ∈ N, ν ∈ N, ε > 0,

as neighbourhoods of zero defines a topology on E (X). The topology is independent
of the choice of the compact sets and the choice of the charts. It is named the topol-
ogy of compact convergence of smooth functions and their derivatives. The vector
space E (X) becomes a complete topological vector space, hence a Fréchet space.

Note. The canonical injection

O(X) ↪−→ E (X)

is an injection of Fréchet spaces. Because Weierstrass’ theorem implies that a com-
pact convergent sequence of holomorphic functions has also all derivatives compact
convergent.

The injection of the subspace of test functions from Definition 13.1

D(X) ↪−→ E (X)

is not continuous, because the topology on D(X) is coarser than the subspace topol-
ogy from E (X): Convergence of a sequence in D(X) requires a compact subset
which contains the support of all functions from the sequence.

Lemma 14.2 (Continuous linear functionals on E (X) have compact support).
Consider a Riemann surface X. Any continuous linear functional

T : E (X)−→ C

has compact support, i.e. there exists a compact subset K ⊂ X with

T ( f ) = 0

for all f ∈ E (U) with supp f ⊂ X \K.
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Proof. By continunity of T there exists an ε > 0 and neighbourhood of zero Vε

in E (X) with

f ∈Vε =V ( j1,ν1;ε)∩ ...∩V ( jn,νn;ε) =⇒ |T ( f )|< 1

Consider the compact set

K := K j1 ∪ ...∪K jn ⊂ X .

For f ∈ E (X) with
supp f ⊂ X \K

and arbitrary α > 0 we have
|T (α · f )|= 0

hence
f ∈Vε and α · |T ( f )|= |T (α f )|< 1

or
|T ( f )|< 1/α.

Because α > 0 is arbitrary we obtain

T ( f ) = 0, q.e.d.

Remark 14.3 (Hahn-Banach theorem).

1. Consider a complex Fréchet space V and a subspace V0 ⊂V . Then any continuous
linear functional

λ : V0 −→ C

extends to a continuous linear functional

Λ : V −→ C.

For a proof see [31, Theor. 3.6].

2. Consider a complex Fréchet space V and two subspaces

V0 ⊂V1 ⊂V.

Then V0 is dense in V1 if any continuous linear functional

λ : V −→ C,

which vanishes on V0 also vanishes on V1.

Proposition 14.4 is an application of Weyl’s Lemma for distribution-valued solu-
tions of the homogenuous ∂ -equation.
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Proposition 14.4 (Integral representation with holomorphic kernel). Consider a
Riemann surface X and an open subset Y ⊂ X with a continuous linear functional

S : H0(X ,E 0,1)→ C

satisfying
S(d′′g) = 0

for all
g ∈ E (X) with supp g ⊂⊂ Y.

Then there exists a holomorphic form σ ∈ Ω 1(Y ) satisfying for all ω ∈ H0(X ,E 0,1)
with supp ω ⊂⊂ Y

S(ω) =
∫∫

Z
σ ∧ω

Proof. i) Construction of local forms σU : Consider a chart of X

z : U −→V

with U ⊂Y . Any test function φ ∈D(U) defines a global (0,1)-form φ̃ ∈H0(X ,E 0,1)
by

φ̃(x) :=

{
φ ·dz x ∈U
0 x ∈ X \U

and a distribution
SU : D(U)−→ C, SU [φ ] := S(φ̃).

By assumption for all g ∈ D(U)

SU [∂g] = 0

Corollary 13.12 implies the existence of a unique holomorphic function h ∈ O(U)
satisfying for all φ ∈ D(U)

SU [φ̃ ] =
∫∫

U
h(z) ·φ dz∧dz

Define
σU := h dz ∈ Ω

1(U)

Then for all ω ∈ E 1,0(X) with supp ω ⊂⊂U

S[ω] =
∫∫

U
σU ∧ω

ii) Gluing the local forms σU : One checks that the construction from part i) is inde-
pendent from the choice of the chart. The local forms glue to a global form

σ ∈ H0(Y,Ω 1)
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with σ |U = σU . For each ω ∈ E 0,1(X) with compact support contained in a chart of
Y we obtain

S[ω] =
∫∫

Y
σ ∧ω

Any form ω ∈ E 0,1(Y ) with supp ω ⊂⊂Y decomposes by using a partition of unity
into a sum

ω = ω1 + ...+ωn

satisfying for j = 1, ...,n
ω j ∈ E 0,1(Y )

and supp ω j a relatively compact subset of the domain of a chart, hence

S[ω j] =
∫∫

Y
σ ∧ω j.

As a consequence

S[ω] =
n

∑
j=1

S[ω j] =
n

∑
j=1

∫∫
Y

σ ∧ω j =
∫∫

Y

(
σ ∧

n

∑
j=1

ω j

)
=
∫∫

Y
σ ∧ω, q.e.d.

14.2 Runge sets

Consider a Riemann surface X and a subset Y ⊂ X . Informally speaking:

Taking the Runge hull of Y means to plug the relatively compact holes of Y . It is
helpful to conceive the other components of X \Y as the unbounded components of
the complement of Y .

For an open Riemann surface X the main property of a Runge domain Y , i.e. of a
domain without relatively compact holes, is Theorem 14.14: Each holomorphic
function on Y has a compact approximation by global holomorphic functions on X .

Definition 14.5 (Runge hull and Runge set). Consider a Riemann surface X and
a subset Y ⊂ X .

1. The Runge hull hX (Y ) of Y with respect to X is the union of Y with all relatively
compact connected components of X \Y .

2. A Runge set Y ⊂ X is closed with respect to taking the Runge hull, i.e. it satisfies

Y = hX (Y ).
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Recall from Definition 4.18 that the term relatively compact refers to the closure
taken with respect to X if not stated otherwise.

Example 14.6 (Runge hull).

Consider the open annulus

Y := {z ∈ C : 1 < |z|< 2}

Then
hC(Y ) = {z ∈ C : |z|< 2}

while
hC∗(Y ) = Y.

The hole of Y with respect to X = C∗ is not relatively compact, while the hole of Y
with respect to X = C is relatively compact, even compact.

Lemma 14.7 (Runge hull). Consider a Riemann surface X and a subset Y ⊂ X.

1. For closed Y also hX (Y ) is closed.

2. For compact Y also hX (Y ) is compact.

3. For a compact subset K1 ⊂ X and a compact Runge set K ⊂ X with

K1 ⊂
◦
K

exists an open Runge set Y ⊂ X with

K1 ⊂ Y ⊂ K.

4. Each connected component of an open Runge set is a Runge domain.

Proof. 1. See [8, Satz 23.5].

2. See [8, Satz 23.5].

3. We shrink the compact Runge set K to a Runge domain Y : We choose for each
point x ∈ ∂K a chart of X around x defined on an open set U(x)⊂ X with

U(x)∩K1 = /0

Within each U(x) we choose a compact disk D(x) with center x. By compactness
of K finitely many disks

D(x1), ...,D(xn)

provide a covering of ∂K. Set
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D := D(x1)∪ ...∪D(xn)

a connected set. Define
Y := K \D

Then Y ⊂ X is open and
K1 ⊂ Y ⊂ K

In order to prove that Y is a Runge domain, let CY be a given component of X \Y .
We employ the equation

X \Y = (X \K)∪D

• Either
CY ∩D ̸= /0.

Then CY ∪D is connected and

CY ∪D ⊂ X \Y,

hence
D ⊂CY

There exists a component CK of

X \K ⊂ X \Y

with
CK ∩D ̸= /0 and a posteriori CK ∩CY ̸= /0

Because CY is a component of X \Y then

CY ⊂CK

• Or
CY ∩D = /0.

Then
CY ⊂ (X \K)

which implies
CY ⊂CK

for a component CK of X \K.

In any case exists a component CK of X \K with

CY ⊂CK

By assumption CK is not relatively compact. As a consequence CY is not rela-
tively compact.

4. See [8, Satz 23.8], q.e.d.
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Lemma 14.8 (Exhaustion by relatively compact domains). Any open Riemann
surface has an exhaustion by relatively compact domains.

Proof. Choose an arbitrary point x̂ ∈ X and an exhaustion (Yi)i∈N of X by open
subsets satisfying

Yi ⊂⊂ Yi+1, i ∈ N.

For each i ∈ N denote by Ŷi the connected component of Yi which contains the
point x̂. The sequence (Ŷi)i∈N is also an exhaustion of X : A given point x ∈ X can
be joined to x̂ by a path γ in X . The image of γ is compact, hence contained in Yi for
suitable i ∈ N and therefore also contained in Ŷi, q.e.d.

Proposition 14.9 (Existence of a Runge exhaustion). Any open Riemann surface X
has a Runge exhaustion, i.e. an exhaustion (Yi)i∈N by relatively compact Runge do-
mains

Yi ⊂⊂ Yi+1, i ∈ N, satisfying X =
⋃
i∈N

Yi

Proof. It suffices to show that any compact set K ⊂ X has a relatively compact
Runge domain Y ⊂⊂ X

K ⊂ Y ⊂⊂ X

Lemma 14.8 provides a connected compact set K1 with K ⊂ K1. Then choose a
compact set K2 with

K1 ⊂
◦
K2.

Lemma 14.7, part 3) applied to the pair (K1,hX (K2)) provides a runge domain Y1 ⊂ X
satisfying

K1 ⊂ Y1 ⊂ hX (K2)

Let Y be the connected component of Y1 which contains K1. Due to Lemma 14.7,
part 4) also Y is a Runge domain, q.e.d.

14.3 Approximation of holomorphic functions

The current section shows the usefullness of Runge domains for the approximative
extension of holomorphic functions to larger domains.

Lemma 14.10 (Existence of non-constant holomorphic function). On an open
Riemann surface X for any relatively compact, open subset

Y ⊂⊂ X
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exists a holomorphic function
f ∈ H0(Y,O)

which is non-constant on each connected component of Y .

Proof. Lemma 14.8 provides an exhaustion (Yi)i∈N of X by relatively compact do-
mains. Because Y ⊂ X is compact, but X is not compact, we have

Y ⊊ X

Due to the compactenss of Y the exhaustion from part i) satisfies for suitable i0 ∈ N

Y ⊂ Yi0 =: Ỹ

The domain Ỹ satisfies
Y ⊂⊂ Ỹ ⊂⊂ X .

The proper inclusion
Y ⊊ Ỹ

implies the existence of a point
a ∈ Ỹ \Y

Proposition 7.18 provides a meromorphic function F ∈ M (Ỹ ) with a single pole at
the point a. The restriction

f := F |Y

satisfies the claim, q.e.d.

For a Riemann surface X Dolbeault’s Theorem 6.15 states

H1(X ,O) =
H0(X ,E 0,1)

im[H0(X ,E )
d′′−→ H0(X ,E 0,1)]

Corollary 14.12 is a first step to conclude for an open Riemann surface X

H1(X ,O) = 0.

The proof of Corollary 14.12 relies on the finiteness results for the holomorphic
obstructions after restriction along relatively compact pairs, see Chapter 7. The final
result will be proved in Theorem 14.16.

Proposition 14.11 (Killing holomorphic obstructions by restriction). Consider
an open Riemann surface X and two open subsets

Y ⊂⊂ Y ′ ⊂ X .

Then the restriction of cohomoloy classes vanishes, i.e.

im[H1(Y ′,O)−→ H1(Y,O)] = 0.
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Proof. Because Y ⊂⊂ Y ′ we find an open set Ỹ with

Y ⊂⊂ Ỹ ⊂⊂ Y ′

The restriction factors

H1(Y ′,O)−→ H1(Ỹ ,O)−→ H1(Y,O)

Hence we may assume Y ′ ⊂⊂ X .

i) Finite dimension of the space of obstructions: Proposition 7.15 implies for the
relatively-compact pair Y ⊂⊂ Y ′ that the restriction has finite dimension

n := dim im[H1(Y ′,O)−→ H1(Y,O)]< ∞

The assumption that X is an open Riemann surface is not needed for this first result.
Choose classes

ξ1, ...,ξn ∈ H1(Y ′,O)

such that their restrictions to Y form a basis of the n-dimensional complex vector
space

V := im[H1(Y ′,O)−→ H1(Y,O)]

ii) Existence of a non-constant holomorphic function on Y ′: Because X is an open
Riemann surface Lemma 14.10 applies and provides a holomorphic function

f ∈ H0(Y ′,O)

which is not constant on any connected component of Y ′. Because the complex
vector space H1(Y ′,O) is also a module over the ring H0(Y ′,O) the elements

f ·ξ1, ..., f ·ξn

belong to H1(Y ′,O) and their restrictians to Y can be represented as

f ·ξν =
n

∑
µ=1

cνµ ·ξµ , ν = 1, ...,n,

with a matrix
C := (cµν) ∈ M(n×n,C)

The holomorphic function

F := det( f ·1−C) ∈ H0(Y ′,O)

does not vanish identically on any connected component of Y ′: Otherwise the equal-
ity

det( f ·1−C) = 0

would represent f on that component as zero of a polynomial from C[T ], in partic-
ular f would be constant on that component.
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The above system of linear equations in the vector space H1(Y,O) reads

( f ·1−C) · (ξ1, ...,ξn)
⊥ = 0

Cramer’s rule for solving a system of linear equations shows for ν = 1, ...,n and the
“unknown” ξν

det ( f ·1−C) ·ξν = 0,

i.e.
(F ·ξν)|Y = 0.

iii) Killing all obstructions by restriction: We represent a given class ζ ∈ H1(Y ′,O)
by a cocyle

( fi j) ∈ Z1(U ,O)

such that each element Ui of the open covering U = (Ui)i∈I of Y ′ contains at most
one zero of F . Hence for i ̸= j the restriction

F |(Ui ∩U j) ∈ O∗(Ui ∩U j)

has no zeros. As a consequence, the holomorphic function

gi j :=
fi j

F

defines a cocycle
(gi j) ∈ Z1(U ,O)

with class
ξ := [(gi j)] ∈ H1(Y ′,O).

Then
ζ = [( fi j)] = F · [(gi j)] = F ·ξ ∈ H1(Y ′,O)

Due to part ii) the restriction satisfies

ζ |Y = (F ·ξ )|Y = 0 ∈ H1(Y,O), q.e.d.

Corollary 14.12 (Existence of primitives on relatively compact open subsets).
Consider an open Riemann surface X and two open subsets

Y ⊂⊂ Y ′ ⊂ X .

Then for any ω ∈ H0(Y ′,E 0,1) exists a function f ∈ H0(Y,E ) with

d′′ f = ω|Y.

Proof. By Dolbeault’s Theorem 5.4 for each x ∈ X the sequence on stalks

0 −→ Ox −→ Ex
d′′−→ E 0,1

x −→ 0
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is exact. For a suitable open covering U = (Ui)i∈I of Y ′ there exists a cochain

( fi) ∈C0(U ,E )

satisfying for each i ∈ I
d′′ fi = ω|Ui

One obtains a cocycle

ξ := ( fi j := f j − fi) ∈ Z1(U ,O)

Proposition 14.11 implies for the restriction

[ξ |Y ] = 0 ∈ H1(Y,O)

Hence there exists a cochain

(gi) ∈C0(U ∩Y,O)

satisfying for all i, j ∈ I

f j − fi = g j −gi or fi −gi = f j −g j

As a consequence

f := ( fi −gi) ∈ Z1(U ∩Y,E ) = H0(Y,E )

By construction
d′′ f = ω|Y, q.e.d.

Theorem 14.14 proves the fundamental property of a Runge domain Y ⊂ X in
an open Riemann surface X : Any holomorphic function f ∈ O(Y ) can be approx-
imated by a holomorphic function F ∈ O(X) with arbitrary precision on a given
compact subset K ⊂ Y . Informally: Holomorphic functions on a Runge domain of
an open Riemann surface can be approximated by global holomorphic functions
with arbitrary precision on a given compact subset.

Complex analysis in the plane X = C proves this theorem for disks Y ⊂ X by
using the Taylor polynomials of f ∈ O(Y ) of sufficiently high order as global func-
tions. The proof of Theorem 14.14 has to show that the role of the Taylor poly-
nomials can be taken over by other global holomorphic functions. The proof will
show the existence of such global holomorphic functions, but it will not provide an
explicit construction.

Theorem 14.13 contains the main approximation result. Then Theorem 14.14 has
only to extend the result by the standard method of a suitable exhaustion to a global
approximation.
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Theorem 14.13 (Holomorphic approximation on Runge domains). Consider an
open Riemann surface X and a relatively compact Runge domain Y ⊂⊂ X. Then for
any open subset

Y ⊂ Y ′ ⊂⊂ X

the restriction of Fréchet spaces

r : O(Y ′)−→ O(Y )

has dense image.

Proof. i) The claim from the view point of functional analysis: The proof follows
from the Hahn-Banach theorem. We apply Remark 14.3, part 2): Consider a contin-
uous linear functional

T : O(Y )−→ C

with
T |r(O(Y ′)) = 0.

Then we have to show
T = 0.

The subsequent part of the proof has to verify a property of holomorphic functions
on

Y ′ ⊂⊂ X

from a result about holomorphic functions on the subset

Y ⊂ Y ′.

To achieve this task one has to extend holomorphic functions on Y to suitable
objects on Y ′. In general, holomorphic functions do not extend holomorphically
from Y to Y ′. Therefore we consider holomorphic functions on Y as the primitives
of smooth (0,1)-forms and extend in a smooth way the coefficients of the forms.
Part ii) translates the claim from part i) to a statement about smooth (0,1)-forms

ω = d′′g ∈ H0(X ,E 0,1)

and a claim about the vanishing of S(ω) ∈C for a suitable linear functional S which
derives from T . According to part iii) the functional S will turn out as an integral
operator with kernel a holomorphic 1-form

σ ∈ Ω
1(X).

Part iv) will derive from the Runge property of Y and the identity theorem of holo-
morphic functions that σ has compact support. Part v) finally concludes T = 0.

ii) Introducing the linear functional S: We define a linear functional
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S : H0(X ,E 0,1)−→ C

as follows: For a given ω ∈ H0(X ,E 0,1) Corollary 14.12 provides a
function f ∈ H0(Y ′,E ) satisfying

d′′ f = ω|Y ′

Then define
S(ω) := T ( f |Y )

The definition is independent from the choice of f : If also g ∈ H0(Y ′,E ) with

d′′(g) = ω|Y ′

then
d′′( f −g) = 0,

hence
f −g ∈ H0(Y ′,O)

and
T (( f −g)|Y ) = 0.

To show that S is continuous we consider the vector space

V := {(ω, f ) ∈ H0(X ,E 0,1)×H0(X ,E ) : d′′ f = ω|Y}

The continuity of d′′ implies that the pairs of (0,1)-forms and their primitives on Y

V ⊂ H0(X ,E 0,1)×H0(X ,E )

form a closed subspace of a Fréchet space, hence a Fréchet space itself. The
following diagram commutes

V H0(Y,E )

H0(X ,E 0,1) C

r ◦ pr2

pr1

S

T

The continuity of T, r and pr2 and the openness of the surjective linear map pr1,
see Remark 7.11, imply that S is continuous.

iii) Integral representation of S with holomorphic kernel: Due to Lemma 14.2 the
functional T has compact support, i.e. there exists a compact subset K ⊂ Y with

T ( f ) = 0
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for all
f ∈ H0(Y,E ) with supp f ⊂ Y \K.

By the same Lemma also the functional S has compact support, i.e. there exists a
compact set L ⊂ X with

S(ω) = 0

for all
ω ∈ H0(X ,E 0,1) with supp ω ⊂ X \L.

As a consequence for all g ∈ E (X) with supp g ⊂⊂ X \K

T (g) = S(g) = 0.

Therefore Proposition 14.4 implies the existence of a holomorphic form

σ ∈ Ω
1(X \K)

satisfying for all ω ∈ E 0,1(X) with supp ω ⊂⊂ X \K

S(ω) =
∫∫

X\K
σ ∧ω

iv) Vanishing of the kernel due to the Runge condition: By definition of the Runge
hull each component CK of

X \hX (K)

is not relatively compact. Hence CK is not contained in K ∪L, i.e. CK intersects

X \ (K ∪L)

See Figure 15.2: The unbounded component CK intersects X \ (K ∪L) because it is
not contained in the compact set L. While the dashed relatively compact component
of X \K is contained in L

Fig. 14.1 Compact K with dashed relatively compact component of X \K



338 14 Runge approximation

According to the identity theorem

σ |X \ (K ∪L) = 0 =⇒ σ |CK = 0.

As a consequence
σ |(X \hX (K)) = 0.

We obtain for all ω ∈ H0(X ,E 0,1) with supp ω ⊂⊂ X \hX (K)

S(ω) = 0

v) Extending functions from O(Y ) to E (X) keeping the value of T : Consider a holo-
morphic function f ∈ O(Y ). The compact subset K ⊂ Y from part iii), which con-
tains the support of f , has a Runge hull

hX (K)⊂ hX (Y ) = Y.

Hence the restriction f |K has a smooth extension g ∈ E (X): In a neighbourhood U
of K

g|U = f |U and supp g ⊂⊂ Y.

As a consequence
T ( f ) = T (g|Y )

and g|U is holomorphic, hence

d′′(g|U) = 0

or
supp g ⊂ X \hX (K)

which implies due to part iii)

S(d′′(g|U)) = 0

The commutative diagram from part ii) implies for all f ∈ H0(Y,O)

T ( f ) = 0, q.e.d.

Theorem 14.14 (Runge approximation). On an open Riemann surface X for any
Runge domain Y ⊂ X the restriction map between Fréchet spaces

O(X)−→ O(Y ), f 7→ f |Y,

has dense image.

Proof. One has to show: For given holomorphic function f ∈ O(Y ), compact K ⊂Y
and ε > 0 there exists a holomorphic function F ∈ O(X) satisfying
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∥F − f∥K < ε.

i) Existence of a Runge exhaustion: We find an open subset Ỹ ⊂ X satisfying

K ⊂ Ỹ ⊂⊂ Y ⊂ X

The restriction f |K factorizes via the restriction

r : O(X)−→ O(Ỹ )

Therefore we may assume
Y = Ỹ ⊂⊂ X .

Proposition 14.9 provides a Runge exhaustion (Yi)i∈N of X with Y0 = Y .

ii) Successive approximation along the Runge exhaustion: Theorem 14.13 provides
a holomorphic function f1 ∈ O(Y1) with

∥ f1 − f∥K <
1
21 · ε

and by induction on n ≥ 1 a family of holomorphic functions fn ∈ O(Yn), n ≥ 2,
satisfying

∥ fn − fn−1∥Y n−2
<

1
2n · ε

For arbitrary, but fixed n ∈ N the sequence ( fν)ν≥n is uniformly convergent on Yn.
As a consequence we obtain a global holomorphic function

f ∈ H0(X ,O)

satisfying
lim

ν→∞
( fν |Yn) = f |Yn

By construction

∥F − f∥K ≤
∞

∑
n=1

1
2n · ε = ε, q.e.d.

Example 14.15 (Counter example). The pair

(X ,Y ) := (C,C∗)

shows: In Theorem 14.14 the absence of relatively compact connected components
of the complement X \Y is necessary. Here

X \Y = {0}

is compact and the holomorphic function
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f (z) =
1
z
∈ O(Y )

has no compact approximation by holomorphic functions on X : Assume

f = lim
n→∞

fn(z), fn ∈ O(X) (Compact convergence),

then Cauchy’s integral theorem for integration along the positively oriented unit
circle γ implies

2πi =
∫

γ

dz
z
= lim

n→∞

∫
γ

fn(z) dz = 0,

a contradiction. Hence f has no Runge approximation. Indeed, according to Exam-
ple 14.6 the domain C∗ is not a Runge domain in C.

Theorem 14.16 (The vanishing theorem on open Riemann surfaces). On an
open Riemann surface X any (0,1)-form ω ∈H0(X ,E 0,1) has a primitive f ∈ H0(X ,E ),
i.e. satisfying

d′′ f = ω.

As a consequence
H1(X ,O) = 0.

Proof. i) The form ω ∈ H0(X ,E 0,1) has on any relatively compact open
subset Y ⊂⊂ X a primitive

g ∈ H0(Y,E ) satisfying d′′g = ω|Y

due to Corollary 14.12.

ii) Proposition 14.9 provides an exhaustion (Yi)i∈N of X by relatively compact
Runge domains

Yi ⊂⊂ Yi+1, i ∈ N, with X =
⋃
i∈N

Yi

By induction on n ∈ N we construct a sequence of functions fn ∈ E (Yn) satisfying

d′′ fn = ω|Yn and ∥ fn+1 − fn∥Yn−1 ≤
1
2n

Induction start: Choose f0 ∈ E (Y0) according to Corollary 14.12.

Induction step n 7→ n+1: Corollary 14.12 provides a function gn+1 ∈ E (Yn+1)
satisfying

d′′gn+1 = ω|Yn+1

The restriction to Yn satisfies
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d′′(gn+1|Yn − fn) = 0

which implies the holomorphy

gn+1|Yn − fn ∈ O(Yn)

The approximation Theorem 14.14 provides a holomorphic function

h ∈ O(Yn+1)

with

∥(gn+1 − fn)−h∥Yn−1 ≤
1
2n.

Set
fn+1 := gn+1 −h ∈ E (Yn+1)

Then

d′′ fn+1 = d′′gn+1 = ω|Yn+1 and ∥ fn+1 − fn∥Yn−1 = ∥(gn+1 −h)− fn∥Yn−1 ≤
1
2n

One checks as ususal the existence of a limit function

f = lim
n→∞

fn ∈ E (X)

satisfying
d′′ f = ω.

iii) By Dolbeault’s theorem 6.15

H1(X ,O)≃
H0(X ,E 0,1)

im[H0(X ,E )
d′′−→ H0(X ,E 0,1)]

,

which proves
H1(X ,O) = 0, q.e.d.

Remark 14.17 (Leray covering). Consider an arbitrary Riemann surface X . The Van-
ishing Theorem 14.16 is a far reaching generalization of Theorem 6.16 from a disk
in the plane to arbitrary open subsets of X . Theorem 14.16 implies: Any open cov-
ering of X is a Leray covering for the structure sheaf O . With respect to a given
invertible sheaf L on X an open covering U = (Ui)i∈I is a Leray covering if for
each i ∈ I

L |Ui ≃ O|Ui.





Chapter 15
Stein manifolds

15.1 Mittag-Leffler problem and Weierstrass problem

The Mittag-Leffler problem and the Weierstrass problem are the two main existence
problems from complex analysis for domains in C. We show that both problems are
solvable on any open Riemann surface, in particular on any domain G ⊂ C. While
the solution of the Mittag-Leffler problem follows directly from the vanishing the-
orem, Theorem 14.16, the solution of the Weierstrass problems requires additional
approximation results. We derive these results from a theorem from functional anal-
ysis about compact operators.

We prove the following theorems for open Riemann surfaces:

• Solution of the Mittag-Leffler problem, Theorem 15.3,
• solution of the Weierstrass problem, Theorem 15.7 and

Definition 9.4 introduced the concept of a Mittag-Leffler distribution of mero-
morphic differential forms. Analogously we now define the concept of a Mittag-
Leffler distribution of meromorphic functions. It formalizes the Mittag-Leffler prob-
lem on a Riemann surface X : To find a global meromorphic function on X with given
principal parts.

Definition 15.1 (Mittag-Leffler distribution of functions). Consider a Riemann
surface X and an open covering U = (Ui)i∈I of X .

1. A Mittag-Leffler distribution of meromophic functions with respect to U is a
cochain of meromorphic functions

( fi)i∈I ∈C0(U ,M )

with holomorphic coboundary

δ f ∈ Z1(U ,O),

343
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i.e. for all i ∈ I
f j − fi ∈ O(Ui ∩U j).

2. A solution of the Mittag-Leffler distribution

f = ( fi) ∈C0(U ,M )

is a meromorphic function
F ∈ M (X)

with holomorphic
F − ( fi) ∈C0(U ,O),

for all i ∈ I
F |Ui − fi ∈ O(Ui).

A solution of the Mittag-Leffler distribution

( fi) ∈C0(U ,M )

from Definition 15.1 glues all local meromorphic functions

fi ∈ M (Ui), i ∈ I,

to a global meromorphic function F . With respect to any chart of X the function F
has the same principal part as the local meromorphic functions fi, i ∈ I. The “glue”
are the local holomorphic functions F |Ui − fi, i ∈ I.

Lemma 15.2 (Solvability of Mittag-Leffler distributions). Consider a Riemann
surface X. A Mittag-Leffler distribution of meromorphic functions with respect to an
open covering U = (Ui)i∈I of X

f = ( fi) ∈C0(U ,M )

is solvable iff its class vanishes

[δ f ] = 0 ∈ H1(X ,O).

Proof. Apparently

f j − fi ∈ B1(U ,O) ⇐⇒ ∃ (gi) ∈C0(U ,O) : f j − fi = g j −gi

i) The existence of (gi) implies

fi −gi = f j −g j,

hence the family
( fi −gi) ∈ Z0(U ,M )
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defines a global meromorphic function F = ( fi −gi) ∈ M (X) with

F |Ui − fi =−gi ∈ O(Ui).

ii) The existence of F ∈ M (X) with

F |Ui − fi =: −gi ∈ O()Ui

implies
fi −gi = f j −g j or ( f j − fi = g j −gi) ∈ B1(U ,O), q.e.d.

Theorem 15.3 (Solution of the Mittag-Leffler problem). On an open Riemann
surface X any Mittag-Leffler distribution of meromorphic functions is solvable.

Proof. The Vanishing Theorem 14.16 shows H1(X ,O) = 0, q.e.d.

The Weierstrass problem on a Riemann surface X asks for a global meromorphic
function f ∈M ∗(X) with a prescribed divisor D∈Div(X). Theorem 15.7 solves the
Weierstrass problem. The proof goes along the classical lines for Runge approxima-
tion in C, see [30, Kap. 12, § 2, Abschn. 3]. It applies the method of moving poles
of a divisor to infinity (deutsch: “Polverschiebung”), see [8, § 26]. We start with the
concept of a weak solution: It solves D by a smooth but not necessarily meromorphic
function.

Definition 15.4 (Weak solution of a divisor). Consider a Riemann surface X and a
divisor D ∈ Div(X). Set

XD := {x ∈ X : D(x)≥ 0}.

A weak solution of D is a smooth function f ∈ E (XD) satisfying: For each point p ∈ X
exists a chart

z : U −→V

of X around p and a smooth function ψ ∈ E (U) with ψ(p) ̸= 0 such that on U ∩XD

f = ψ · zk, k := D(p).

Hence a weak solution of a divisor D is a smooth function f , which is defined out-
side those points where the divisor prescribes a pole, and locally satisfies the divisor.
A weak solution f is a solution of the Weierstrass problem if the restriction f |XD is
holomorphic.

Lemma 15.5 (Weak solution of a degree zero divisor). Consider a Riemann sur-
face X, a path
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γ : [0,1]−→ X

and a neighbourhood U of γ([0,1]) which is relatively compact X. Set

a := γ(0) and b := γ(1).

Then the difference of point divisors

D := B−A ∈ Div0(X)

has a weak solution f with f |(X \U) = 1.

Fig. 15.1 Difference of two point divisors

Proof. i) γ contained in a coordinate neighbourhood: Assume that X has a chart

z : U −→ D1

with γ([0,1]) ⊂ U . We identify U with the unit disk D1. To motivate the following
construction note that the meromorphic function on D1

D1 \{b} −→ C, z 7→
z−b
z−a

solves the divisor D on D1. We modify the meromorphic function to a weak solution
which has constant value = 1 near the boundary ∂D and therefore extends to X \{a}:
The function

log
z−b
z−a

has a well-defined branch in the annulus

{z ∈ D1 : r < |z|< 1}

because the additive constants of the logarithm of numerator and denominator can-
cel. We choose an intermediate radius
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r < r′ < 1

and a smooth function ψ ∈ E (U) with

ψ|Dr = 1 and ψ|(D1 \Dr′) = 0.

Then the smooth function f ∈ E (U \{a}) with

f0 :=


exp

(
ψ · log

z−b
z−a

)
r < |z|

z−b
z−a

|z|< r

extends by 1 to a weak solution of D with

f0|(X \U0) = 1.

ii) General case: Consider a finite partition of [0,1]

0 = t0 < t1 < ... < tn = 1

and charts of X
z j : U j −→ D1

such that for all j = 1, ...,n
γ([t j−1, t j])⊂U j.

For each j = 1, ...,n part i) provides a weak solution f j of the degree zero divisor

D j := B j −A j, a j := γ(t j−1), b j := γ(t j)

with
f j|(X \U j) = 1.

In the product

f :=
n

∏
j=1

f j ∈ E (XD)

the singularity of f j+1 and the zero of f j at the point γ(t j), j = 1, ...,n−1, cancel.
As a consequence, f ∈ E (XD) is a weak solution of D which satisfies

f |(X \U) = 1, U :=
n⋃

j=1

, q.e.d.

Proposition 15.6 (Construction of a weak solution for a general divisor). On an
open Riemann surface X any divisor D ∈ Div(X) has a weak solution.
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Proof. Let (Yi)i∈N be a Runge exhaustion of X , see Proposition 14.9.

Fig. 15.2 Moving the pole to infinity

i) Moving the pole of a degree zero divisor to infinity: Consider an arbitrary but
fixed index j ∈ N and a point

a0 ∈ X \Y j, in particular a0 ∈ X \Yj

Because
Yj = hX (Yj)

is a Runge domain, the point a0 ∈ X \Yj belongs to an unbounded connected
component CY j of X \Yj. The unbound component CY j is not contained in the
compact set Y j+1. Hence exists a point

a1 ∈ (CY j \Y j+1)⊂ (X \Y j+1), in particular a1 ∈ X \Yj+1

We choose a path γ0 in CY j from a1 to a0. Consider the corresponding point
divisors A1, A0 ∈ Div(X). Lemma 15.5 provides a weak solution f0 of the degree
zero divisor

A0 −A1 ∈ Div(X)
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with
f0|Yj = 1.

Iterating the construction provides

• a sequence of points (aν)ν∈N with

aν ∈ X \Yj+ν

• a corresponding sequence of paths γν from aν+1 to aν

• and a sequence of weak solutions fν of the degree zero divisors

Aν −Aν+1 ∈ Div(X)

satisfying
fν |Yj+ν = 1.

For given n ∈ N the finite product

f0 · ... · fn

is a weak solution of the degree zero divisor A0 −An+1 ∈ Div(X). The infinite prod-
uct of smooth functions

lim
n→∞

(
n

∏
ν=0

fν

)
converges towards a smooth function f : For a given point x ∈ X holds for allmost
all ν ∈ N

x ⊂ Yj+ν

hence for allmost all ν ∈ N
fν(x) = 1.

The function f is a weak solution of the point divisor A0 satisfying

f |Yν = 1

ii) Constructing a weak solution: According to the exhaustion of X by Runge
domains we split the given divisor D into into its successive building
blocks Dν ∈ Div(X), ν ∈ N,

Dν(x) :=


D(x) x ∈ Yν \Y ν−1

0 x /∈ Yν \Y ν−1

Here Y−1 := /0. Then

D =
∞

∑
ν=0

Dν .
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Each divisor Dν , ν ∈ N, has finite support. Hence it is a finite sum of divisors
B−A ∈ Div(X) which are the difference of two point divisors. Part i) provides a
weak solution fν of Dν satisfying

fν |Yν−1 = 1

The smooth function

f :=
∞

∏
ν=0

fν

is a weak solution of D, q.e.d.

Theorem 15.7 (Solution of the Weierstrass problem). On an open Riemann sur-
face X any divisor D ∈ Div(X) is a principal divisor, i.e. D is the divisor of a mero-
morphic function f ∈ M ∗(X).

Proof. With respect to a suitable open covering U = (Ui)i∈I with simply connected
open sets the divisor D is defined by a cochain

( fi) ∈C0(U ,M )

satisfying for all i ∈ I
div fi = D|Ui.

For each i, j ∈ I
fi

f j
∈ O∗(Ui ∩U j)

i) Existence of a weak solution: Proposition 15.6 provides a weak solution ψ ∈ E (XD)
of D. It satisfies for each i ∈ I

ψ|Ui = ψi · fi

with a suitable smooth function

ψi ∈ E ∗(Ui)

which can be assumed as

ψi = eφi with φi ∈ E (Ui)

because Ui is simply connected.

ii) Modifying the weak solution to a solution: For each i, j ∈ I on Ui ∩U j

fi

f j
=

ψ j

ψi
= eφ j−φi ∈ O∗(Ui ∩U j)

The holomorphic functions
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φi j := φ j −φi ∈ O(Ui ∩U j)

define a cocycle
(φi j) ∈ Z1(U ,O).

The Vanishing Theorem 14.16 provides a cochain

(gi) ∈C0(U ,O)

satisfying
g j −gi = φi j = φ j −φi

Hence we obtain for i, j ∈ I

eg j−gi =
fi

f j
i.e. fi · egi = f j · eg j

These local function glue to a global meromorphic function f ∈ M (X) satisfying
for all i ∈ I

f |Ui = fi · egi

and
div f |Ui = div fi = D|Ui, q.e.d.

Proposition 15.8 (Meromorphic functions as quotient of holomorphic func-
tions). On an open Riemann surface X the field M (X) of meromorphic functions is
the quotient field of the ring O(X) of holomorphic function, i.e. any meromorphic
function f ∈ M (X) has the form

f =
g
h

with two holomorphic functions g, h ∈ O(X), h ̸= 0.

Proof. If f /∈ O(X) consider the pole divisor

D ∈ Div(X) of f .

Theorem 15.7 provides a holomorphic function h ∈ O with

div h =−D.

The product is holomorphic

g := h · f ∈ O(X),

which proves the claim, q.e.d.
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15.2 Triviality of holomorphic line bundles

The present section proves that any line bundle on an open Riemann surface X is
holomorphically trivial. The proof relies on the vanishing H1(X ,O) = 0. In ad-
dition, the proof makes some preparations and uses further input from functional
analysis. We present that input in some detail because it became a standard method
in complex analysis of several complex variables. Remark 15.17 shows a second
proof which replaces the result from functional analysis by a different argument
from algebraic topology in the specific situation.

Lemma 15.9 (Extending cohomology classes to relatively-compact subsets). Con-
sider a Riemann surface X and a holomorphic line bundle L on X. Then for any
relatively compact subset

Y ⊂⊂ X

and any open subset Y0 ⊂ Y the restriction map

H1(Y,L )−→ H1(Y0,L )

is surjective.

Proof. We choose a finite index set I = {1, ...,r} and an open covering U = (Ui)i∈I
of Y by open sets Ui ⊂ X , i ∈ I, satisfying for each i ∈ I

L |Ui ≃ O|Ui

For each k = 0, ...,r set
Yk := Y0 ∪

⋃
j=1,...,k

U j

Then
Y = Yr

We show for each arbitrary but fixed k ∈ I the surjectivity of the restriction

H1(Yk,L )−→ H1(Yk−1,L ) :

The trick of the proof is to consider the two coverings

V = (Vi :=Ui ∩Yk−1)i=1,...,r of Yk−1

and
V ′ := (V ′

i )i=1,...,r of Yk,

with

V ′
i :=

{
Vi i ̸= k
Uk i = k

For all i ̸= j ∈ I the two coverings have the same intersections
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V ′
i ∩V ′

j =Vi ∩Vj

because also for i = k and j ̸= k

V ′
k ∩V ′

j =Uk ∩Vj = (Uk ∩Yk−1)∩Vk =Vk ∩Vj.

Both coverings are Leray coverings for L due to Remark 14.17. Therefore

Z1(V ′,L ) = Z1(V ,L )

implies the surjectivity of

H1(Yk,L ) = H1(V ′,L )−→ H1(V ,L ) = H1(Yk−1,L ), q.e.d.

In Chapter 7 we proved that the cohomology of the structure sheaf O becomes
finite-dimensional under restriction to a relatively compact subset. The cochain
groups under consideration were infinite-dimensional complex vector spaces in gen-
eral. Therefore we had to provide them with the structure of topological vector
spaces. Chapter 7 identified suitable Hilbert spaces of holomorphic functions and
cochains. A main input from functional analysis was the existence of orthogonal
complements of closed subspaces of Hilbert spaces. Remark 10.21 states that the
proof generalizes to holomorphic line bundles L .

The present section gives another proof for the finiteness result by using a
deep theorem about compact operators between Fréchet spaces. We topologize the
cochain groups of L by a Fréchet topology which generalizes the topology of com-
pact convergence of holomorphic functions. The existence of complementary vector
spaces does no longer hold true in the category of Fréchet spaces. Instead we have to
apply a stronger result from functional analysis: Schwartz’ theorem on compact op-
erators. This result turns out important also for many finiteness results in the theory
of several complex variables. Remark 15.10 gives a short introduction.

Remark 15.10 (Fréchet topology of compact convergence for holomorphic sec-
tions).

1. Fréchet topology: Consider a Riemann surface X and an invertible sheaf L . We
choose a countable covering

U = (Ui)i∈I

of X by open sets such that each Ui, i ∈ I, has the following properties:

• There exists a chart of X
zi : Ui −→Vi ⊂ C

• There exists a trivialization of the invertible sheaf

L |Ui ≃ O|Ui
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For each i ∈ I the topology of compact convergence on the vector space O(Vi)
provides the vector space L (Ui) with a Fréchet topology. For each q ∈ N the
product topology for the countable family of Fréchet spaces

Cq(U ,L ) := ∏
(i0,...,iq)

L (Ui0,...,iq)

is a Fréchet space. The linear coboundary operator

δ
q : Cq(U ,L )−→Cq+1(U ,L )

is continuous. Hence the closed subspace of cocycles

Zq(U ,L )⊂Cq(U ,L )

is a Fréchet space.

2. Laurent Schwartz’ theorem about compact linear maps: Let V, W be complex
Fréchet spaces. A linear map

φ : V −→W

is compact (before: completely continuous) if a suitable neighbourhood of zero V0 ⊂V
is mapped to a relatively compact subset

φ(V0)⊂⊂W.

Schwartz’ theorem states: If
f : V →W

is a linear continuous surjective map and

g : V −→W

a linear compact map then

im[ f −g : V −→W ]⊂W

is a closed subspace with

codim im[ f −g : V −→W ]< ∞

For a proof see [32, Cor. de Theor. 2]. Note that any compact linear map is con-
tinuous. Schwartz theorem can be rephrased: The image of any compact pertur-
bation of a surjective linear continuous map between Fréchet spaces has finite
codimension.

Proposition 15.11 (Finiteness of the cohomology on relatively compact subsets).
Consider a Riemann surface X and a holomorphic line bundle L on X. Then for
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any open, relatively compact subset

Y ⊂⊂ X

holds
dim H1(Y,L )< ∞

Proof. We choose a relatively compact subset

Y ⊂⊂ Y ′ ⊂⊂ X .

There exist a finite index set I = {1, ...,r} and open coverings

V = (Vi)i∈I of Y and U = (Ui)i∈I of Y ′

which satisfy for each i ∈ I

Vi ⊂⊂Ui and L |Ui ≃ O|Ui.

i) Restriction as a compact linear map: The restriction

ρ : Z1(U ,L )−→ Z1(V ,L )

is a compact linear map: For the proof one applies Montel’s theorem to the restric-
tions

O(Ui)−→ O(Vi), i ∈ I.

Hence also the linear map

g : C0(V ,L )×Z1(U ,L )−→ Z1(V ,L ), (η ,ξ ) 7→ ρ(ξ ),

is compact.

ii) Leray coverings with respect to L : The coverings V and U are Leray
coverings for L due to Remark 14.17. Therefore Lemma 15.9 shows the
surjectivity of the restriction

H1(U ,L ) = H1(Y ′,L )−→ H1(Y,L ) = H1(V ,L ), [ξ ] 7→ [ρ(ξ )].

As a consequence the linear map

f : C0(V ,L )×Z1(U ,L )−→ Z1(V ,L ), (η ,ξ ) 7→ δη +ρ(ξ ),

is surjective.

iii) Finite codimension due to Schwartz’ theorem: Schwartz’ theorem, see
Remark 15.10, implies: The image of the operator
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f −g : C0(V ,L )×Z1(U ,L )−→ Z1(V ,L ), (η ,ξ ) 7→ δη ,

has finite codimension and a posteriori also the image of the coboundary map

δ : C0(V ,L )−→ Z1(V ,L )

As a consequence

H1(Y,L ) = H1(V ,L ) =
Z1(V ,L )

im[δ : C0(V ,L )−→ Z1(V ,L )]

has finite dimension, q.e.d.

Proposition 15.12 is a further example of the principle that finiteness of the holo-
morphic cohomology implies the existenc of a meromorphic object with suitable
properties. Here the finiteness of the cohomology with values in a line bundles im-
plies the existence of a non-zero meromorphic section. For a similar example recall
Proposition 7.18.

Proposition 15.12 (Triviality of holomorphic line bundles on relative compact
subsets). Consider an open Riemann surface X and an open, relatively compact
subset

Y ⊂⊂ X .

Then for any line bundle
p : L −→ Y

the invertible sheaf L on Y is isomorphic to the structure sheaf

L ≃ OY

Proof. i) Existence of a non-zero meromorphic section: Proposition 15.11 implies

dim H1(Y,L ) =: k < ∞

Hence the present step is completely analoguous to the proof of Proposition 7.18
about the existence on non-constant meromorphic functions: Choose a point p ∈ Y
and consider a chart of Y around p

z : U0 −→ DR(0)

such that
L |U0 ≃ O|U0.

Setting
U1 := Y \U0

defines an open covering
U := (U0,U1)
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of Y . Due to Lemma 6.4 the canonical map

H1(U ,L )−→ H1(Y,L )

is injective. On
U0 ∩U1 =U∗

0

the holomorphic functions

1/z j ∈ O∗(U∗
0 ), j = 1, ...,k+1,

define under the isomorphism

L |U0 ≃ O|U0, in particularL |U∗
0 ≃ O|U∗

0 ,

the k+1 cocycles
ζ j ∈ Z1(U ,L )

Their classes in H1(U ,L ) are linearly dependent: There exist complex numbers

c1, ...,ck+1 ∈ C,

not all zero, and a cochain

η = (s0,s1) ∈C0(U ,L )

such that
k+1

∑
j=1

c j ·ζ j = δη

As a consequence on U∗
0 holds

k+1

∑
j=1

c j ·ζ j = s1 − s0 ∈ L (U0 ∩U1)

The cocycle

s :=

(
s0 +

k+1

∑
j=1

c j ·ζ j, s1

)
∈ Z0(U ,M ⊗O L ) = H0(Y,M ⊗O L )

is a meromorphic section in L with a single pole at p ∈ Y .

ii) Existence of a holomorphic section without zeros: Part i) provides a non-zero
meromorphic section

s ∈ H0(Y,M ⊗O L ).

The Weierstrass Theorem 15.7 provides a meromorphic function f ∈ M ∗(Y ) with
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div f =−div s

We obtain a holomorphic section

f · s ∈ H0(Y,L )

without zeros. By multiplication it defines an isomorphism

OY
≃−→ L ,g 7→ ( f · s) ·g, q.e.d.

Theorem 15.13 (Holomorphic line bundles on open Riemann surfaces are triv-
ial). If X is an open Riemann surface then

H1(X ,O∗) = 0

The proof makes a Runge approximation to modify the trivialization from Proposi-
tion 15.12, obtained on relatively compact domains, to a global trivialization.

Proof. Consider the invertible sheaf L of a given line bundles on X . We choose
a Runge exhaustion (Yν)ν∈N of X , see Proposition 14.9. Proposition 15.12 implies
that each restriction L |Yν , ν ∈ N, is isomorphic to the structure sheaf. Hence for
any ν ∈ N sections of L |Yν are holomorphic functions. Theorem 14.13 allows to
approximate each section of L on Yν by a section on Yν+1 with arbitrary precision
on Yν−1. We assume Y0 ̸= /0 and choose a point p ∈ Y0 and a section

s0 ∈ L (Y0)

with s0(p) ̸= 0. Runge approximation provides a sequence of sections

sν ∈ L (Yν), ν ∈ N,

such that for each arbitrary but fixed ν0 ∈ N the sequence

(sν0+ν)ν∈N

is compact convergent on Yν0 . The limit

s := lim
ν→∞

sν ∈ L (X)

is holomorphic and non-zero. Theorem 15.7 provides a meromorphic function f ∈ M ∗(X)
with

div f =−div s

Then
f · s ∈ H0(X ,L )

is a holomorphic section without zeros and defines by multiplication a sheaf iso-
morphism
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O ≃ L , q.e.d.

Corollary 15.14 (Second Betti number of an open Riemann surface). For an
open Riemann surface X

H2(X ,Z) = 0

and H1(X) is torsion free.

Proof. i) Vanishing of H2(X ,Z): The vanishing

H1(X ,O∗) = 0

and the exponential sequence

0 −→ Z−→ O
ex−→ O∗ −→ 0

provide the following exact cohomology sequence

0 = H1(X ,O∗)−→ H2(X ,Z)−→ H2(X ,O) = 0.

ii) H1(X) torsion free: The universal coefficient theorem compares homology and
cohomology by the split exact sequence

0 −→ Ext1
Z(Hp−1(X),Z)−→ H p(X ,Z)−→ HomZ(Hp(X),Z)−→ 0

Hence the vanishing H2(X ,Z) = 0 from part i) implies

Ext1
Z(H1(X),Z) = 0

Assume for an indirect argument the existence of a torsion element

0 ̸= α ∈ H1(X) with n ·α = 0 for a suitable n ≥ 2

The Z-linear morphism

j : Z/nZ−→ H1(X), 1 7→ α,

is injective. The long exact Ext•Z-sequence has the segment

Ext1
Z(H1(X),Z)−→ Ext1

Z(Z/nZ,Z)≃ Z/nZ−→ Ext2
Z (coker j,Z) = 0

Here the last group vanishes because both arguments are Abelian groups, see [42, Lemma 3.3.1].
As a consequence, the first morphism is surjective, hence

Ext1
Z(H1(X),Z) ̸= 0,

a contradiction. As a consequence H1(X) does not have any torsion elements, q.e.d.
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Corollary 15.15 is a companion to Proposition 10.26.

Corollary 15.15 (Vanishing of H1(X ,M ∗)). On an open Riemann surface X

H1(X ,M ∗) = 0

Proof. The divisisor sequence provides the exact sequence

0 = H1(X ,O∗)−→ H1(X ,M ∗)−→ H1(X ,D) = 0, q.e.d.

Proposition 15.16 (De Rham group with holomorphic forms). Consider an open
Riemann surface X. Then the holomorphic de Rham sequence

0 −→ C−→ O
d−→ Ω

1 −→ 0

is an exact sequence of sheaves and the holomorphic de Rham group

Rh1
O(X) :=

Ω 1(X)

im[d : O(X)−→ Ω 1(X)]

and
H1(X ,C)≃ Rh1

O(X).

Proof. Exactness of the de Rahm sequence with holomorphic forms follows simi-
larly to the proof of Theorem 5.6. For any open subset U ⊂ X the line bundle Ω 1|U
is holomorphically trivial according to Theorem 15.13. Hence any open covering
of X is a Leray covering for Ω 1. Leray’s theorem 6.8 implies

H1(X ,C) = Rh1
O(X), q.e.d.

Remark 15.17 (Algebraic Topology and the vanishing H1(X ,O∗) = 0).

1. CW-complex: Any non-compact, smooth n-dimensional manifold X has the ho-
motopy type of an (n−1)-dimensional CW-complex K(X), see Whitehead’s the-
orem [45, Lem. 2.1] and also [26, Theor. 0.1]. As a consequence

Hn(X) = 0 and Hn−1(X) is free,

because

Hn−1(K(X)) = Zn−1(K(X)) = ker [Cn−1(K(X))
δ−→Cn−2(K(X))]

and because a subgroup of a free Z-module is free itself. The universal coefficient
theorem compares homology and cohomology by the split exact sequence
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0 −→ Ext1
Z(Hp−1(X),Z)−→ H p(X ,Z)−→ HomZ(Hp(X),Z)−→ 0

see [20, Sect. 3.1]. For p = n the theorem implies

Hn(X ,Z) = Ext1
Z(Hn−1(X),Z)⊕HomZ(Hn(X),Z) = 0

2. Application to open Riemann surfaces: Let X be an open Riemann surface. Due
to the previous part

H2(X ,Z) = 0

The exponential sequence on X implies the exact sequence

0 = H1(X ,O)−→ H1(X ,O∗)−→ 0 = H2(X ,Z)

and therefore
H1(X ,O∗) = 0

The divisor sequence implies the exact sequence

H0(X ,M ∗)−→ H0(X ,D)−→ 0 = H1(X ,O∗)

and therefore the surjectivity of the first morphism: Each divisor on X is a prin-
cipal divisor.

As a consequence, Theorem 15.13 and a posteriori also Theorem 15.7,
Corollary 15.14 and Corollary 15.15 follow from the vanishing

H1(X ,O) = 0,

see Theorem 14.16, by purely topological arguments.

15.3 Open Riemann surfaces and Stein manifolds

Stein manifolds have been introduced in [38]. They arise from the study of domains
of holomorphy in complex affine spaces Cn.

For n = 1 any domain G ⊂ C is a domain of holomorphy: There exists a holo-
morphic function f ∈ O(G) such that for any given point p ∈ ∂G of the boundary
f does not extend to a holomorphic function in any open neighbourhoood of p. The
result does not carry over to higher dimensions n ≥ 2. The punctured space

X := C2 \{0}
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is no domain of holomorphy: Any holomorphic function on X extends holomor-
phically to C2. Stein identifies in [38, p. 212] three properties of a complex man-
ifold which characterize domains of holomorphy G ⊂ Cn. He calls these three
properties R-convexity.

Stein’s three conditions on the existence of global holomorphic functions with
distinguished properties have been been made the requirement for a Stein manifold,
see [29, Chap. 3.6]:

Definition 15.18 (Stein manifold). A Stein manifold X is a paracompact, complex
manifold with the following three properties:

1. Holomorphically separable: For any two points x1 ̸= x2 on X exists a holomor-
phic function f ∈ O(X) with

f (x1) ̸= f (x2)

2. Holomorphically regular: For any point x ∈ X the cotangent space T ∗
x X is

spanned by the differentials of the functions f∈ O(X).

3. Holomorphically convex: For any discrete sequence (xν)ν∈N of pairwise distinct
points xν ∈ X exists a holomorphic function f ∈ O(X) with

lim
ν→∞

| f (xν)|= ∞.

Remark 15.19 (Stein domains). Any domain G ⊂ Cn has a countable topology.

1. Apparently any domain
G ⊂ Cn

satisfies conditions 1) and 2) of Definition 15.18. Condition 3) is equivalent to G
being a domain of holomorphy. The original definition of holomorphic convex-
ity refers to a different concept, namely to the holomorphically convex hull of
relatively compact sets K ⊂ G, see [13, Kap. II, Satz 6.2] and [10].

2. For any domain G ⊂ C the validity of condition 3) follows from the Weierstrass
product theorem for G, see Theorem 15.20. As a consequence, any domain G⊂C
is a Stein manifold.

We now show more generally that any open Riemann surface is a Stein manifold.

Theorem 15.20 (Holomorphic functions attaining prescribed values). Let X be
an open Riemann surface. For any sequence (aν)ν∈N of pairwise distinct points aν ∈ X , ν ∈ N,
without accumulation point and for any sequence (cν)ν∈N of complex numbers ex-
ists a holomorphic function

f ∈ O(X) with f (aν) = cν for all ν ∈ N.
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The particular case that all prescribed values cν are zero, i.e. that one prescribes a
sequence of zeros, is the exactly the content of the Weierstrass problem. The general
case prescribes arbitrary values cν . It can be reduced to the Mittag-Leffler problem
when encoding the values as the residues of locally defined meromorphic functions
with poles of first order at the points of the sequence. The solution of the Mittag-
Leffler problem then provides a global meromorphic function. The proof of The-
orem 15.20 combines a solution of the Weierstrass problem with a solution of the
Mittag-Leffler problem.

Proof. i) Particular case cν = 0: Consider the divisor

D := ∑
ν∈N

Aν ∈ Div(X), Aν ∈ Div(X) point divisor of aν ∈ X .

Theorem 15.7 provides a holomorphic function h ∈ O(X) with

div h = D.

ii) Encoding the values cν as “residues”: Because

supp D ⊂ X

is closed, the open sets

Ui := (X \ supp D)∪{ai}, i ∈ N,

form a covering
U := (Ui)i∈N

of X . The cochain (
gi :=

ci

h

)
∈C0(U ,M )

is a Mittag-Leffler distribution of meromorphic functions with respect to U because
for i ̸= j

Ui ∩U j ∩ supp D = /0.

Theorem 15.3 provides a solution

g ∈ M (X)

of the Mittag-Leffler distribution, i.e. satisfying for all i ∈ N

g−gi ∈ O(Ui).

The function
f := g ·h ∈ M (X)

satisfies on Ui
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f = g ·h = gi ·h+(g−gi) ·h = ci +(g−gi) ·h

Because
g−gi ∈ O(Ui) and h(ai) = 0.

the function f is even holomorphic

f ∈ O(X).

Apparently, it satisfies for all i ∈ N

f (ai) = ci, q.e.d.

Theorem 15.21 (Open Riemann surfaces are Stein manifolds). Any open Rie-
mann surface is a Stein manifold.

Proof. A countable Hausdorff space is paracompact, and for a Riemann surface
countability follows from the other properties of the definition, see Proposition 4.19
and Remark 4.20.

The conditions 1) and 3) from Definition 15.18 follow from Theorem 15.20, and
condition 2) follows from Theorem 15.7, q.e.d.

Corollary 15.22 (Leray covering with two elements). Any Riemann surface X
has an open covering U = (U0,U1) with two subsets Ui ⊂ X , j = 0,1, which are
Stein manifolds.

Proof. The claim is obvious if X is an open Riemann surface. If X is compact then
choose an arbitrary point p ∈ X and an arbitrary open neighbourhood U0 of p in X .
Set

U1 := X \{p}.

Theorem 15.21 implies that U is a covering by Stein manifolds, q.e.d.

Hence for any invertible sheaf on a Riemann surface one always has a Leray cov-
ering with only two open sets, see Remark 14.17, Theorem 15.13 and Corollary 15.22.

Remark 15.23 (Stein manifolds).

1. In the years after introducing the concept of a Stein manifold X the original def-
inition has been modified and replaced by equivalent conditions about coherent
sheaves on X . The definition has also been translated to an equivalent charac-
terization of the algebra of holomorphic functions on X . The latter shows the
analogy to Grothendieck’s definition of affine spaces as the spectrum of com-
mutative rings. In addition the concept of being Stein has been generalized to
complex spaces.
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The following properties of a complex manifold X are equivalent:

• Stein manifold: The manifold X is a Stein manifold.

• Exactness of the functor Γ : For any short exact sequence of coherent O-module
sheaves

0 −→ F ′ −→ F −→ F ′′ −→ 0

the induced sequence of global sections is exact

0 −→ Γ (X ,F ′)−→ Γ (X ,F )−→ Γ (X ,F ′′)−→ 0

• Vanishing theorem: For any coherent ideal sheaf I ⊂ O

H1(X ,I ) = 0

• Spectrum of Γ (X ,O): The canonical evaluation map

X −→ Spec Γ (X ,O), x 7→ λx with λx( f ) := f (x),

is a homeomorphism.

Coherent O-module sheaves on a complex manifold X generalize the sheaf of
holomorphic sections of line bundles or complex vector bundles: An O-module
sheaf F is coherent if it satisfies both of the following conditions:

i) F is finite: Each x ∈ X has a neighbourhood U and finitely many sections

f1, ..., fk ∈ O(U)

whose germs at each y ∈U generate the stalk Fy as Oy-module

ii) F has finite relation sheaves: For each open Y ⊂ X and for each finite set

f1, ..., fk ∈ O(Y )

the sheaf of relations
R( f1, ... fk)

on Y is finite. The sheaf of relations is defined as

R( f1, ... fk)(V ) := {(φ1, ...,φk) ∈ O(V )k :
k

∑
j=1

φ j · ( f j|V ) = 0}, V ⊂ Y open.

The most prominent example of a coherent sheaf is the structure sheaf O , the
most prominent counter example is the sheaf M of meromorphic functions.

The ring Γ (X ,O), provided with the Fréchet topology, is a topological C-algebra.
Its spectrum
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Spec Γ (X ,O)

is the set of all continuous C-algebra morphisms

Γ (X ,O)−→ C.

The set Spec Γ (X ,O) becomes a topological space when provided with the
coarsest topology such that for each f ∈ Γ (X ,O) the complex valued function

f̂ : Spec Γ (X ,O)−→ C, x 7→ f (x),

is continuous, see [1, Anhang zu Kap. VI, Satz 7].

2. Main results: The two main theorems on a Stein manifold X deal with the coho-
mology of coherent O-module sheaves F on X :

• Theorem A: For each x ∈ X the stalk Fx is globally generated, i.e. the germs
at x of all sections f ∈ F (X) generate the stalk Fx as Ox-module.

• Theorem B: For each q ≥ 1

Hq(X ,F ) = 0.

These theorems allow to solve the Cousin-I problem and the Cousin-II prob-
lem, which are analogous to the Mittag-Leffler problem and the Weierstrass
problem of the 1-dimensional case.

3. Holomorphic line bundles: The exponential sequence on a Stein manifold X pro-
vides the following exact sequence

0 = H1(X ,O)−→ H1(X ,O∗)
c1−→ H2(X ,Z)−→ H2(X ,O) = 0

Hence the group of holomorphic line bundles equals via the Chern morphism the
group H2(X ,Z) which is a topological invariant. On a Stein manifold it reduces
to a topological question whether a given holomorphic line bundle is holomor-
phically trivial.

For a Stein manifold X with dim X ≥ 2 in general H2(X ,Z) ̸= 0, e.g.

H2(C∗×C∗,Z)≃ H2(S1 ×S1,Z) = Z.

4. Embedding theorem: Any n-dimensional Stein manifold X has a closed embed-
ding

f : X −→ C2n+1.

In particular, any open Riemann surface embeds as a closed submanifold into C3.
Because a closed submanifold of a Stein manifold is a Stein manifold itself,
the embedding theorem is an equivalence: A manifold is a Stein manifold iff it
embedds as a closed submanifold into an affine space Ck.
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5. Homology: The result about the homology of an open Riemann surface from
Remark 15.17 generalizes to an n-dimensional Stein manifold X :

Hn(X) is free and Hq(X) = 0 for q > n.

For these and further, even stronger results on Stein manifolds see [17], [7], [14],
[22, Part Three], [9] and [1, Anhang Kapitel VI].
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2. Bertin, José; Demailly, Jean-Pierre; Illusie, Luc; Peters, Chris: Introduction to Hodge Theory.
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13. Grauert, Hans: Funktionentheorie II (Theorie der Funktionen mehrerer komplexer

Veränderlicher). Vorlesungsarbeitung von Klaus Fritsche. Mathematisches Institut der Uni-
versität, Göttingen (1968)

14. Grauert, Hans; Remmert, Reinhold: Theorie der Steinschen Räume. Springer (1977)
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finiteness theorem for compact Riemann
surfaces, 152

Fréchet space
definition, 136
of holomorphic functions, 137

Fréchet topology
for line bundles, 353
for smooth sheaves, 324

Fujita conjecture, 249
fundamental group, 42

GAGA, 257
genus

definition, 153
projective space, 153
torus, 191

Hahn-Banach theorem, 325
harmonic form, 293
harmonic form

definition, 265, 284
different characterizations, 294
holomorphic and antiholomorphic

components, 294
harmonic function

definition, 293
mean value property, 315
real part of a holomorphic function, 315

Hermitian manifold, 280
Hermitian metric

of a line bundle, 208
of the tangent bundle, 280

Hermitian scalar product, 274
Hilbert space L2(U,O), 140
Hodge decomposition

induced by Laplace-Beltrami operator, 285
induced by Laplacian, 268, 299

Hodge structure, 285
holomorphic cotangent space

definition, 81
holomorphic de Rham group, 360
holomorphic function

constant on compact Riemann surface, 17
definition, 8
identity theorem, 19

holomorphic map
covering projection, 45
defined by a line bundle, 239, 240
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definition, 8
embedding into projective space, 240, 247
local representation, 14
open mapping theorem, 16
to a projective space, 239, 240

holomorphic structure sheaf
definition, 25
stalk, 77

homotopy lifting property, 44

inductive limit, 27, 115
inhomogeneous ∂ -equation, 99
integration

de Rham classes, 218
Dolbeault classes, 175

inverse image sheaf, 238

Jacobi variety, 231

Kähler metric, 281

Laplace equation, 315
Laplace-Beltrami operator

definition, 283
elliptic operator, 284
relation to Laplacian on Riemann surfaces,

289
Laplacian

definition, 265, 283
elliptic operator, 267
relation to Wirtinger operators, 293

left exactness, 120
Leray covering, 119, 364
Leray theorem, 117
lifting criterion, 43
line bundle

as invertible sheaf, 204
canonical, 207
Chern class, 207
Chern number, 219
definition, 197
existence of a meromorphic section, 227
of a divisor, 204
on open Riemann surfaces, 358

local homeomorphism, 40, 41
local ring of smooth functions, 75
long exact cohomology sequence, 122

maximum principle, 17
meromorphic function

as holomorphic map, 17
definition, 8
existence theorem, 153, 155
multiplicity of poles and zeros, 59

on P1, 18
on the torus, 19

Mittag-Leffler distribution
of differential forms, 173
of functions, 343
solvability, 344

Mittag-Leffler problem
solution on open Riemann surfaces, 345

monodromy theorem, 62

open mapping theorem
for holomorphic maps, 16
of functional analysis, 143

orientation
Euclidean vector space, 261
smooth manifold, 264

orthogonal basis of L2(D,O), 138

partial derivative, 78
partition of unity, 92, 94
Picard group, 230
Poincaré lemma, 107
Poincaré-Volterra lemma, 45
point divisor, 158
pointed topological space

base point, 42
definition, 42

presheaf
definition, 21
satisfying identity theorem, 48
section, 21
stalk, 26, 27
étale space, 47

projective embedding theorem, 247
projective space

definition, 10
genus, 153
higher dimensional, 13, 235
homogeneous coordinate, 10
standard atlas, 10, 235

projective spectrum, 237
proper holomorphic map

cardinality of fibres, 57
value attainment, 57

proper map
definition, 54
properties, 54

pullback of holomorphic structure, 45

Radó’s theorem, 94
real form of a complex vector space, 272
refinement, 92
refinement of Čech cohomology, 112, 113
regularity
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harmonic distribution, 318
holomorphic distribution, 320

relatively compact, 92
residue form

definition, 179
injectivity, 181
surjectivity, 186

residue map, 173
residue of a differential form, 90
residue theorem, 95, 98
Riemann manifold

definition, 263
Riemann metric, 263
Riemann surface

conformal structure, 287
definition, 8

Riemann-Hurwitz formula, 192
Riemann-Roch theorem, 166, 232
right-derivation, 109
ring of convergent power series, 77
Runge approximation, 338
Runge exhaustion, 330
Runge hull

definition, 327
properties, 328

Runge set, 327

Schwartz’ theorem for compact linear maps,
353

second countability, 94
sections of a sheaf, 50
Serre duality, 181, 189, 233, 302
sheaf

B-sheaf, 37
algebraic constructions, 35
base-point free, 237
coherent, 365
constant sheaf, 25
definition, 23
direct image, 33
direct sum, 35
dual, 35
examples, 24
free, 35
globally generated, 237
invertible, 35
locally free, 35
multiples of a divisor, 160
of O-modules, 34
of divisors, 161
of sheaf morphisms, 35
restriction, 35
subsheaf, 23
tensor product, 51

very ample, 245
sheaf of differential forms, 85
sheaf sequence

complex, 28
exactness, 28, 29

sheafification
definition, 48
sections, 50

short exact sheaf sequence, 28
shrinking, 92
simply-connectedness, 42
singular cohomology groups, 116
smooth cotangent space

basis, 80
definition, 79
splitting, 81

smooth cotangent vector, 79
smooth structure sheaf

stalk, 77
smoothing of continuous functions, 317
square integrability

cochains, 141, 142
holomorphic functions, 138

square-integrable holomorphic function, 138
Stein manifold

characterization, 364
definition, 362
open Riemann surface, 364

structure sheaf
holomorphic, 24
smooth, 24

sup-norm versus L2-norm, 140
support of a function, 92

test function, 311
topological manifold, 7
topological vector space, 136
topology of compact convergence, 137
torus

as elliptic curve, 255
definition, 10
genus, 191
higher dimensional, 13
projective embedding via ℘-function, 251

transition function, 7
twisted sheaf

cohomology, 130
definition, 30, 236
sections, 30, 236
tensor product, 51

unitary vector space
definition, 274
induced alternate form, 275
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induced Euclidean scalar product, 275

vanishing theorem on open Riemann surface,
340

vector bundle, 197
very ampleness criterion, 246
volume element for unitary vector space, 278

Weierstrass ℘-function, 250
Weierstrass polynomial of a cubic, 252

Weyl’s lemma, 318
Wirtinger operators

definition, 78
properties, 78

étale space
definition, 46
Hausdorff property, 49
local homeomorphism, 47
of the structure sheaf, 50


