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Overview

1. Known facts - discrete spaces.
Self-dualities of Markov processes describing the evolution of particles on a discrete
set.

2. My Research - general spaces.
What happens if we replace the discrete space by a much more general space?
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Some notations: Particle configurations

Let E be a countable set (e.g. E={1,...,N}, E =29 graph). Consider

Ng = {(Xk)keE C Xk € NO} .

X, = "number of particles at position k.
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Example: E ={1,2,3}: x=(x1,x,x3) =(0,4,1)= |
1



The Symmetric Inclusion Process (SIP)

Lf(x) = Z Z(f(x =0k + ;) = F(x))(ay + x7)xk

keE IcE

A single particle at Position k jumps to a position / with rate oy + x;
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Consistency

“the action of removing a particle uniformly at random commutes with the dynamic”
More precisely: The lowering operator Af(x) := ¥ g xkf(x — dx) commutes with the
generator (and equiv. with the semigroup).
Examples:

» SIP (also with optional weight function)

» Symmetric exclusion process

» Independent random walkers
All models are conservative, i.e., conserve the number of particles.



Reversible measures

Fix pe (0,1). Then

Q=®Qak

keE
with
0a = NegativeBinomial(p, a)

is a reversible measure for SIP.



Duality with falling factorials

Theorem (Carinci, Giardina, Redig)
Put (n)k:=n(n-1)---(n-k+1). Then, H(x,y) := m erE(yk)Xkﬁ is a
self-duality function for SIP, i.e.

Ex,H(Xs, Yo) = EY°H(Xo, Y3)

for all Xo, Yo € Ng. Thereby, X, Y are Markov-Processes of SIP starting in Xg, Yp.



Orthogonal Polynomials

Let (M,(+;a))nen, be the Meixner Polynomials. Consider the multivariate polynomials

Hy (x) := H My, (xi; o), x, y € Né‘:.
keE

which are orthogonal with respect to g.



Orthogonal Duality

Theorem (Franceschini, Giardina)
(x,y) = Hy(x) is a self-duality function for SIP.



Generalization?

Replace the discrete E by a much more general space E (e.g. RY, topological space)
My Question: Generalization of all the objects and the resulting theorems?

We are now looking at all the slides again and see what happens at each step.



Some notations: Particle configurations

Let E be a Borel space. Consider the set of measures

N(E) ::{Z(Sxk ixx € E,neNgu {oo}
k=1

Example: E=R: 2015+ 04 + 043 = : : w

0 1 2 3

Therefore, we look at measure-valued Markov processes.



The Symmetric Inclusion Process (SIP)

Let o be a finite measure on E
Lf(p) = //(f(ﬂ = 0x +0y) = £(p)) (u + a)(dy)p(dx)

A single particle at position x jumps to a position y with rate a(dy) + u(dy).
Interpretation: The particle jumps either to a “new” position y ~ C;((dg)) at rate a(E)
or to an already occupied position y with rate u({y})




Consistency

Generalization: Af(u):= [ f(pu—0x)u(dx), pe N(E), f: N(E) - R.
Theorem (Floreani, Jansen, Redig, W.)
The Generalized SIP is consistent.
More Examples:
» Independent (arbitrary) Markov processes
» Sticky Brownian Motion



Reversible measures

The Pascal process is a random element ¢ with values in N(E) satisfying

1. £(A1),...,&(Apn) are independent for pairwise disjoint measurable sets
Ai,...,A,cE,

2. £(A) ~ NegativeBinomial(p, «(A)) for each measurable Ac E.

Theorem (Floreani, Jansen, Redig, W.)
The distribution of ( is a reversible measure for SIP.



Duality with falling factorials

Falling factorial are generalized with factorial measures, i.e., Ji(fi, 1) := [ fi du(®) for
fi : EX - R, pe N(E)

Theorem (Floreani, Jansen, Redig, W.)

Let 1 be a consistent and conservative Markov process. Denote by Py, t > 0 the Markov
semigroup of 1 and by pgk] its restriction to k (labeled) particles. Then, we obtain the
self-intertwining relation

Pedi(Fies V() = (P, i), peN(E), fi: EX >R



Orthogonal Polynomials

We introduce orthogonal polynomials in infinite dimensions. Let

Pn = {Z Ji(fi, ) i fis EX > R}
k=0
be the space of polynomials of degree < n. Define

In(fy, ) == L2(0)-orthogonal projection of J,(f,, -) onto P: ;.

Orthogonal polynomials in infinite dimensions are known in the theory of chaos
decompositions (Fock spaces, multiple stochastic integrals)



Orthogonal Duality

Theorem (Floreani, Jansen, Redig, W.)

Let (n:)e>0 be a consistent and conservative Markov process. Assume that a reversible
measure is given by the distribution of a Lévy process. Then, we obtain the orthogonal
self-duality relation

Pt/n(fna )(N) = /n (Pgn] fn,/j,)

for all f,: E" - R, pe N(E), t > 0. Additionally, if o is the distribution of a Pascal
process, then

// (fn, )Im(gm7 )dQ 5nm ffngmd)\

for f,: E" >R, gm: E™ — R permutation invariant functions.
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