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VISCOSITY SUBSOLUTIONS AND SUPERSOLUTIONS FOR
NON-UNIFORMLY AND DEGENERATE ELLIPTIC EQUATIONS

Aris S. Tersenov

Abstract. In the present paper we study the Dirichlet boundary value pro-
blem for quasilinear elliptic equations including non-uniformly and degenerate
ones. In particular, we consider mean curvature equation and pseudo p-Laplace
equation as well. It is well-known that the proof of the existence of continuous
viscosity solutions is based on Ishii’s implementation of Perron’s method.
In order to use this method one has to produce suitable subsolution and
supersolution. Here we introduce new methods to construct subsolutions and
supersolutions for the above mentioned problems. Using these subsolutions
and supersolutions one may prove the existence of unique continuous viscosity
solution for a wide class of degenerate and non-uniformly elliptic equations.

0. Introduction and main results

Consider the following problem

−
n∑

i,j=1
aij(x,∇u)uxixj + f(x, u,∇u) = 0 in Ω ⊂ Rn ,(0.1)

u(x) = 0 on ∂Ω ,(0.2)
where for x ∈ Ω, p ∈ Rn and ξ = (ξ1, . . . , ξn) ∈ Rn

(0.3)
n∑

i,j=1
aij(x,p)ξiξj ≥ 0 .

In this paper we focus our attention on the problem of construction of viscosity
subsolutions and supersolutions for equation (0.1) that satisfy boundary condition
(0.2). Put

Φ(x, u,∇u,∇2u) = −
n∑

i,j=1
aij(x,∇u)uxixj + f(x, u,∇u) ,

where we suppose that Φ(x, u,∇u,∇2u) is a continuous function in all its variables.
Let us recall the definition of continuous viscosity sub- and supersolutions of (0.1).
According to [6], u is a continuous viscosity subsolution of Φ = 0 if u is upper
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semicontinuous on Ω and for every φ ∈ C2(Ω) and local maximum point x̂ ∈ Ω of
u− φ, one has

Φ(x̂, u(x̂),∇φ(x̂),∇2φ(x̂)) ≤ 0 .
The notion of a continuous viscosity supersolution of Φ = 0 appears by replacing
“upper semicontinuous” by “lower semicontinuous”, “max” by “min” and reversing
the inequality to

Φ(x̂, u(x̂),∇φ(x̂),∇2φ(x̂)) ≥ 0 .
A continuous viscosity solution of Φ = 0 is a function which is simultaneously a
continuous viscosity subsolution and a continuous viscosity supersolution.

The notion of viscosity solution was firstly introduced for Hamilton-Jacobi
equation by M. G. Crandall and P. L. Lions [5] and extended to the case of second
order elliptic equations with continuous coefficients by Ishii and Lions [6]. It is well
known that the proof of the existence of a continuous viscosity solution is based on
Ishii-Perron method. In order to use this method in the case of Dirichlet boundary
value problem one has to provide subsolution and supersolution that vanish on the
boundary (see [4, Theorem 4.1]).

The above mentioned theorem leaves open the question of when such subsolution
and supersolution can be found. In [3] viscosity sub- and supersolutions were
constructed for the Dirichlet boundary value problem as well as for the initial
problem in the case of uniformly elliptic and parabolic fully nonlinear equations.
In [8] these solutions were constructed in the case of the Dirichlet problem for the
p-Laplace equation.

In this paper we present a new method of constructing subsolutions and super-
solutions for equation (0.1) that satisfy boundary condition (0.2) in an orthogonal
parallelepiped under general assumptions on the structure of nonlinearities. The
subsolution (respectively the supersolution) is the maximum (respectively the
minimum) of the set of solutions of certain ordinary differential equations. Also
using the idea of [8], we construct subsolution and supersolution for the Dirichlet
boundary value problem for mean curvature as well as for pseudo p-Laplace equa-
tions in convex domains. These subsolution and supersolution are solutions of
ordinary differential equations, where the role of independent variable is played by
the function which describes the boundary of Ω. Note that all these subsolutions
and supersolutions are given explicitly and can be used to provide modulus of
continuity estimates on solutions of (0.1), (0.2) as well as regularity results (see
Remarks 1.1, 2.1). To the best of our knowledge there are no such results concerning
problem (0.1), (0.2), including particular cases, i.e. mean cuvature equation and
pseudo p-Laplace equation. Having these sub- and supersolutions one may invoke
Ishii-Perron method in order to prove the existence of continuous viscosity solution
of (0.1), (0.2). Concerning applications of our results see also Corollaries 1.1, 1.2,
2.1, 3.1, 4.1.

We say that the strong comparison result holds if from the fact that u∗ ≤ u∗ on
∂Ω, where u∗ is a subsolution and u∗ is a supersolution of

Φ(x, u,∇u,∇2u) ≡ −
n∑

i,j=1
aij(x,∇u)uxixj + f(x, u,∇u) = 0 in Ω ,
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it follows that u∗ ≤ u∗ in Ω. To assert that comparison result holds via the theorems
of [4] (see conditions (3.13), (3.14) in [4]) one has to impose structure conditions
on Φ. According to [4], if there exists a ν > 0 such that

(0.4) ν(r − s) ≤ f(x, r,p)− f(x, s,p), s ≤ r, (x,p) ∈ Ω×Rn

and there is a function ω : [0,∞]→ [0,∞] that satisfies ω(0+) = 0 such that

(0.5) Φ(y, r, β(x− y), Y )− Φ(x, r, β(x− y), X) ≤ ω(β|x− y|2 + |x− y|) ,

whenever x,y ∈ Ω, r ∈ R, X,Y ∈ S(n) satisfying the matrix inequality for β > 0
and any ε > 0,

−
(

1
ε

+ 2β
)(

I 0
0 I

)
≤
(
X 0
0 −Y

)
≤ β (1 + 2εβ)

(
I −I
−I I

)
,

then comparison holds (see Lemma 3.1, Theorems 3.2, 3.3 in [4]). Here S(n) is the
set of symmetric matrices and I stands for identity matrix.

This paper is organized as follows. In Section 1 we consider problem (0.1), (0.2)
in Ω = {x : |xi| < li, i = 1, . . . , n}. Put pi = (0, . . . , 0, pi, 0, . . . , 0). We assume
that

(0.6) |f(x, 0,pi)| ≤ aii(x, 0,pi)ψi(|pi|) , i = 1, . . . , n ,

where ψi, i = 1, . . . , n are positive continuous functions such that

(0.7)
∫ +∞

0

dρ

ψi(ρ) > li , i = 1, . . . , n .

The main result of this section (Theorem 1.1) is a construction of subsolution and
supersolution that satisfy (0.2), carried out using only the monotonicity condition
(0.4) with ν = 0. If conditions (0.4), (0.5) hold, then one may apply Ishii-Perron
method to prove the existence of unique continuous viscosity solution of (0.1),
(0.2) (Corollary 1.1). By direct calculations one can easily see that if, for example
aij = aij(p), f = f1(r,p) + f2(x) with f2 uniformly continuous function, then
(0.5) is fulfilled. Concerning the Lipschitz regularity of solutions of (0.1), (0.2) see
Corollary 1.2.

In Sections 2, 3 we consider the Dirichlet boundary value problem for the mean
curvature equation

(0.8) − (1 + |∇u|2)∆u+
n∑

i,j=1
uxiuxjuxixj − nH(x, u)(1 + |∇u|2) 3

2 = 0

in Ω ⊂ Rn, where we suppose that Ω satisfies the following condition
(A) Ω is a smooth convex domain that lies in the parallelepiped

Ω ⊂ {x = (x1, . . . , xn) : −li ≤ xi ≤ li, i = 1, . . . , n} .

The parts of ∂Ω ∈ C2 lying in the half-spaces x1 ≤ 0 and x1 ≥ 0 can be expressed
as

x1 = F (x2, x3, . . . , xn) , x1 = G(x2, x3, . . . , xn)
respectively.
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We consider two cases. In the first case (Section 2) we suppose that

(0.9) |∇G| <∞, |∇F | <∞ in Ω

and

(0.10) 2nlH0
√
γ < 1 ,

where
H0 = max

x∈Ω
|H(x, 0)| , γ = 1 + max

x∈Ω
|∇G|2 + max

x∈Ω
|∇F |2

and 2l is the length of the interval where x1 varies.
In the second case (Section 3) we suppose that there exist positive constants K1

and K2 such that

(0.11) κ1 ≡
4G

(1 + |∇G|2) 3
2
≤ −nH0

√
1 +K2

1
K1

,

(0.12) κ2 ≡
4F

(1 + |∇F |2) 3
2
≥ nH0

√
1 +K2

2
K2

.

The main results of these sections concern the construction of subsolution and
supersolution that satisfy (0.2) and are formulated in Theorems 2.1, 3.1. Note that
if (0.5) holds for the mean curvature operator and H(x, u) is a strictly decreasing
function with respect to u, then one may prove the existence of unique continuous
viscosity solution of (0.8), (0.2) using Ishii-Perron method (Corollaries 2.1, 3.1).
Concerning the Lipschitz regularity of solutions see Remark 2.1. We mention here
that subsolution and supersolution were constructed in [2] for generalized mean
curvature flow equations in the case of initial problem.

In Section 4 we treat the Dirichlet boundary value problem for the pseudo
p-Laplace equation

(0.13) −
n∑
i=1

µi(|uxi |piuxi)xi + c(x)g(u) + f(x) = 0 in Ω ⊂ Rn .

Here µi > 0 and pi ≥ 0 are constants, Ω satisfies condition (A). The main result of
Section 4 is formulated in Theorem 4.1 and concerns the construction of subsolution
and supersolution that satisfy (0.2). If now (0.5) holds for the pseudo p-Laplace
operator and c(x)g(u) is a strictly increasing function with respect to u, then
we obtain the existence of unique continuous viscosity solution of (0.13), (0.2)
(Corollary 4.1).

1. Construction of sub- and supersolutions in orthogonal
parallelepiped

Consider problem (0.1), (0.2) in Ω = {x : |xi| < li, i = 1, . . . , n}. Introduce
functions hi(xi) as solutions of the following problems

(1.1) h′′i + ψi(|h′i|) = 0 , hi(−li) = 0 , hi(0) = Di , i = 1, . . . , n ,
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where positive constants Di, i = 1, . . . , n will be defined below. Put h′i(xi) = qi,
i = 1, . . . , n. Hence from (1.1) it follows that

dxi = − dqi
ψi(|qi|)

, dhi = qidxi = − qidqi
ψi(|qi|)

, i = 1, . . . , n .

Represent the solution of problem (1.1) in parametric form

hi(qi) =
∫ bi

qi

ρdρ

ψi(ρ) , xi(qi) =
∫ bi

qi

dρ

ψi(ρ) − li , i = 1, . . . , n ,

where qi ∈ [ai, bi] and ai, bi are chosen such that 0 < ai < bi < +∞ and∫ bi

ai

dρ

ψi(ρ) = li , i = 1, . . . , n .

This is possible due to (0.7). Put Di =
∫ bi
ai

ρdρ
ψi(ρ) , i = 1, . . . , n. Obviously xi(ai) = 0,

hi(ai) = Di, xi(bi) = −li, hi(bi) = 0, i = 1, . . . , n.
Define functions h̃i(xi), i = 1, . . . , n by the following

(1.2) h̃i(xi) =
{
hi(xi) , for xi ∈ [−li, 0] ,
hi(−xi) , for xi ∈ [0, li] .

Put
(1.3) h∗(x1, x2, . . . , xn) = min{h̃1(x1), h̃2(x2), . . . , h̃n(xn)} .

Theorem 1.1. Let Ω = {x : |xi| < li, i = 1, . . . , n}. Suppose that aij(x,p) ∈
C (Ω×Rn), i, j = 1, . . . , n, f(x, u,p) ∈ C (Ω×R ×Rn). If conditions (0.3),
(0.4) with ν = 0, (0.6), (0.7) hold, then h∗ and h∗ = −h∗ defined by (1.3) are
viscosity supersolution and subsolution of (0.1) respectively and h∗(x) = h∗(x) = 0
on ∂Ω.

Proof. Define operator L by

L[u] ≡ −
n∑

i,j=1
aij(x,∇u)uxixj + f(x, u,∇u) .

From (0.4), (1.1) and the fact that h1(x1) ≥ 0 it follows that for x1 ∈ (−l1, 0)

L[h1(x1)] = −
n∑

i,j=1
aij(x,∇h1)h1xixj + f(x, h1,∇h1)

≥ −
n∑

i,j=1
aij(x,∇h1)h1xixj + f(x, 0,∇h1)

= −a11(x, h′1, 0, . . . , 0)h′′1 + f(x, 0, h′1, 0, . . . , 0)

= a11(x, h1, h
′
1, 0, . . . , 0)ψ1(|h′1|) + f(x, 0, h′1, 0, . . . , 0) .

Hence due to (0.6) we have
L[h1(x1)] ≥ 0 for x1 ∈ (−l1, 0) .
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Similarly L[hi(xi)] ≥ 0 for xi ∈ (−li, 0), i = 2, . . . , n. By direct calculations one
may easily derive that L[hi(−xi)] ≥ 0 for xi ∈ (0, li), i = 1, . . . , n.

Thus we proved that hi(xi) for xi ∈ (−li, 0) as well as hi(−xi) for xi ∈ (0, li),
i = 1, . . . , n are classical supersolutions of (0.1). Consider now functions h̃i(xi),
i = 1, . . . , n defined by (1.2). Obviously these functions are classical supersolutions
of (0.1) in domains {x : x ∈ Ω,−li < xi < 0} and {x : x ∈ Ω, 0 < xi < li},
i = 1, . . . , n. On the line xi = 0, i = 1, . . . , n, h̃i(xi) are only Lipschitz continuous.
From the definition of a viscosity supersolution it follows that h̃i(xi), i = 1, . . . , n
are viscosity supersolutions of (0.1), (0.2) in Ω. In fact, this follows easily from
h′i(xi) > 0 which implies that there does not exist any C2 function whose graph
touches the graph of h̃i from below at a point belonging to the set {x ∈ Ω : xi = 0}.

Consider now the function h∗ defined by (1.3). One may easily see that the
Lipschitz continuous function h∗(x) is nonnegative and satisfies h∗(x) = 0 on ∂Ω.
Moreover, h∗(x) is a viscosity supersolution of (0.1) being the minimum of the set
of viscosity supersolutions. Obviously the function h∗(x) = −h∗(x),

h∗(x1, x2, . . . , xn) = max{−h̃1(x1),−h̃2(x2), . . . ,−h̃n(xn)} ,

is a subsolution of the same problem and h∗(x) = 0 on ∂Ω. �

Using the Ishii-Perron method and the solutions constructed in Theorem 1.1,
one may prove the following

Corollary 1.1. Suppose that conditions of Theorem 1.1 are fulfilled, where (0.4)
holds with ν > 0. If additionally (0.5) holds, then there exists a unique continuous
viscosity solution of problem (0.1), (0.2).

Remark 1.1. Consider the case where the operator in (0.1) is locally strictly
elliptic and independent of x, i.e.

(1.4) λKtrace(X − Y ) ≤ Φ(r, p, Y )− Φ(r, p,X)

for X ≥ Y and |r|, |p|, ‖X‖, ‖Y ‖ ≤ K and for some positive constant λK
depending on K. We assume that Φ(r, p,X) is continuous in all its variables and
locally Lipschitz continuous in p, i.e.

(1.5) Φ(r, p,X)− Φ(r, q,X)| ≤ CK |p− q|

for |r|, |p|, |q|, ‖X‖ ≤ K and for some positive constant CK depending on K. In
[7] it was shown that under assumptions (0.4) with ν = 0, (1.4), (1.5), the strong
comparison principle for semicontinuous viscosity sub- and supersolutions holds.
Furthermore it was shown that if additionally a continuous viscosity solution is
Lipschitz continuous on the boundary, then the solution is Lipschitz continuous
in the whole domain. It is well known that a sufficient condition for the Lipschitz
continuity on the boundary is the existence of Lipschitz sub- and supersolutions in
Ω that satisfy (0.2). By direct calculations one may show that the functions h∗(x),
h∗(x) are C0,1(Ω) viscosity sub- and supersolutions of (0.1), satisfying (0.2).

As a consequence the following corollary takes place
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Corollary 1.2. Suppose that aij(p) ∈ C (Rn), i, j = 1, . . . , n, f(u,p) ∈ C (R ×Rn)
and conditions (0.4) with ν = 0, (1.4), (1.5) hold. Then there exists a unique Lip-
schitz continuous viscosity solution of problem (0.1), (0.2).

Note here that if we additionally suppose that f(0, p) = 0, then Corollary 1.2
implies that the problem

−
n∑

i,j=1
aij(∇u)uxixj + f(u,∇u) = C in Ω = {x : |xi| < li, i = 1, . . . , n} ,

u(x) = 0 on ∂Ω ,

where C is a constant, has a unique Lipschitz continuous viscosity solution without
any restrictions on the nonlinearities of f with respect to ∇u and the size of the
domain Ω.

Concerning the higher regularity of Lipschitz continuous solutions of (0.1), (0.2)
with aij , i = 1, . . . , n and f independent of x, for example interior C1+α regularity
under additional structural assumptions on the elliptic operator, see [9]. For the
Lipschitz a priori estimates of viscosity solutions of (0.1), (0.2) see also [1].

2. Construction of subsolutions and supersolutions
for the mean curvature equation. Case I

Consider the problem (0.8), (0.2). Let ϕ(τ) be the solution of the problem

(2.1) ϕ′′ + nH0(1 + γϕ′2) 3
2 = 0 , ϕ(0) = 0

such that ϕ′(τ) > 0 for τ ∈ [0, 2l], where

H0 = max
x∈Ω
|H(x, 0)| , γ = 1 + max

x∈Ω
|∇G|2 + max

x∈Ω
|∇F |2

and 2l is the length of the interval where x1 varies. Put ϕ′(τ) = q. Represent the
solution of (2.1) in parametric form as

ϕ(q) = 1
nH0

∫ q1

q

ρdρ

(1 + γρ2) 3
2
, τ(q) = 1

nH0

∫ q1

q

dρ

(1 + γρ2) 3
2
,

where the parameter q is lying in the interval [q0, q1]. Select 0 < q0 < q1 < +∞
such that τ(q0) = 2l. The latter is possible due to assumption (0.10). In fact,∫

dρ

(1 + γρ2) 3
2

= ρ

(1 + γρ2) 1
2

and 1
nH0

∫ +∞

0

dρ

(1 + γρ2) 3
2

= 1
n
√
γH0

.

Thus we can select q0 and q1 such that τ(q0) = 2l if 2l <
(
n
√
γH0

)−1. One may
easily see that condition (0.10) is a restriction on the size of the domain Ω, but
only in one direction.

Lemma 2.1. Suppose that Ω satisfies condition (A) and H(x, u) ∈ C
(
Ω×R

)
is

a non-increasing function with respect to u. If conditions (0.9), (0.10) hold, then
ϕ(G− x1) defined by (2.1) is a classical supersolution of (0.8) and ϕ ≥ 0 on ∂Ω,
ϕ = 0 for x1 = G(x2, x3, . . . , xn).
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Proof. Define L by the following

Lu ≡ −(1 + |∇u|2)∆u+
n∑

i,j=1
uxiuxjuxixj − nH(x, u)(1 + |∇u|2) 3

2 .

Put ξ ≡ G(x̃)− x1, x̃ = (x2, . . . , xn) and ϕ′ = ϕξ, ϕ′′ = ϕξξ. Hence

∇ϕ(ξ) ≡ (ϕx1 , ϕx2 , . . . , ϕxn) = (−ϕ′, ϕ′Gx2(x̃), . . . , ϕ′Gxn(x̃)) ,
|∇ϕ(ξ)|2 = ϕ′2

(
1 + |∇G(x̃)|2

)
,

ϕx1x1 = ϕ′′, ϕx1xj = −ϕ′′Gxj , ϕxixj = ϕ′′GxiGxj + ϕ′Gxixj , i, j = 2, . . . , n .

By direct calculations we obtain

Lϕ(G(x̃)− x1) = −(1 + |∇ϕ|2)∆ϕ+
n∑

i,j=1
ϕxiϕxjϕxixj − nH(x, ϕ)(1 + |∇ϕ|2) 3

2

=−
(
1 + ϕ′2

(
1 + |∇G|2

))
(ϕ′′ + ϕ′′|∇G|2 + ϕ′∆G) + ϕ′2ϕ′′

+
n∑
i=2

ϕ′2G2
xi(ϕ

′′G2
xi + ϕ′Gxixi) + 2ϕ′2ϕ′′|∇G|2

+
n∑

i,j=2,i6=j
ϕ′2GxiGxj (ϕ′′GxiGxj+ ϕ′Gxixj )− nH(x, ϕ)(1 + |∇ϕ|2) 3

2

=−
(
1 + ϕ′2

(
1 + |∇G|2

))
ϕ′′ −

(
1 + ϕ′2

(
1 + |∇G|2

))
ϕ′′|∇G|2

−
(
1 + ϕ′2

(
1 + |∇G|2

))
ϕ′∆G+ ϕ′2ϕ′′ + ϕ′2ϕ′′

n∑
i=2

G4
xi

+ ϕ′3
n∑
i=2

G2
xiGxixi + 2ϕ′2ϕ′′|∇G|2 + ϕ′2ϕ′′

n∑
i,j=2,i6=j

G2
xiG

2
xj

+ ϕ′3
n∑

i,j=2,i6=j
GxiGxjGxixj − nH(x, ϕ)(1 + |∇ϕ|2) 3

2

=− ϕ′′ − ϕ′2ϕ′′
(
1 + |∇G|2

)
− ϕ′′|∇G|2 − ϕ′2ϕ′′

(
1 + |∇G|2

)
|∇G|2

− ϕ′∆G− ϕ′3
(
1 + |∇G|2

)
∆G+ ϕ′2ϕ′′ + ϕ′2ϕ′′

n∑
i=2

G4
xi

+ ϕ′3
n∑
i=2

G2
xiGxixi + 2ϕ′2ϕ′′|∇G|2 + ϕ′2ϕ′′

n∑
i,j=2,i6=j

G2
xiG

2
xj

+ ϕ′3
n∑

i,j=2,i6=j
GxiGxjGxixj − nH(x, ϕ)(1 + |∇ϕ|2) 3

2

=− ϕ′′
(
1 + |∇G|2

)
− ϕ′∆G
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− ϕ′2ϕ′′
( (

1 + |∇G|2
)2 − n∑

i=2
G4
xi − 2|∇G|2 −

n∑
i,j=2,i6=j

G2
xiG

2
xj − 1

)
− ϕ′3

( (
1 + |∇G|2

)
∆G−

n∑
i=2

G2
xiGxixi −

n∑
i,j=2i 6=j

GxiGxjGxixj

)
− nH(x, ϕ)(1 + |∇ϕ|2) 3

2 .

Due to the fact that

(2.2)
(
1 + |∇G|2

)2 − n∑
i=2

G4
xi − 2|∇G|2 −

n∑
i,j=2,i6=j

G2
xiG

2
xj − 1 = 0 ,

we conclude that

Lϕ(G(x̃)− x1) =− ϕ′′
(
1 + |∇G|2

)
− ϕ′∆G

− ϕ′3
( (

1 + |∇G|2
)

∆G−
n∑
i=2

G2
xiGxixi −

n∑
i,j=2,i6=j

GxiGxjGxixj

)
− nH(x, ϕ)(1 + |∇ϕ|2) 3

2 .

Since G is concave, it follows that ∆G ≤ 0. Using the fact that ϕ′ > 0, we conclude
that

Lϕ(G(x̃)− x1) ≥− ϕ′′
(
1 + |∇G|2

)
− ϕ′3

(
|∇G|2∆G−

n∑
i=2

G2
xiGxixi −

n∑
i,j=2,i6=j

GxiGxjGxixj

)
− nH(x, ϕ)(1 + |∇ϕ|2) 3

2 .

Let us prove now that

(2.3) |∇G|2∆G−
n∑
i=2

G2
xiGxixi −

n∑
i,j=2,i6=j

GxiGxjGxixj ≤ 0 .

Rewrite the last expression as

|∇G|2∆G−
n∑
i=2

G2
xiGxixi −

n∑
i,j=2,i6=j

GxiGxjGxixj

=
n∑

i,j=2,i6=j
G2
xiGxjxj −

n∑
i,j=2,i6=j

GxiGxjGxixj

= 1
2

n∑
i,j=2,i6=j

[
G2
xiGxjxj +G2

xjGxixi − 2GxiGxjGxixj
]
.
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Consider the common term of the last sum. Every such term can be represented in
the following way

(Gxj ,−Gxi)
(
Gxixi Gxixj
Gxjxi Gxjxj

)
(Gxj ,−Gxi)T ,

where (Gxj ,−Gxi)T means a vector column. Since G is concave and the matrix of
the second derivatives is negatively defined, we have that for every i, j, i 6= j the
matrices (

Gxixi Gxixj
Gxjxi Gxjxj

)
are negatively defined. Hence (2.3) holds. Taking into account (2.3), the fact that
ϕ ≥ 0 and the monotonicity of H(x, u) with respect to u, we obtain that

Lϕ(G(x̃)− x1) ≥ −ϕ′′
(
1 + |∇G|2

)
− nH(x, 0)(1 + |∇ϕ|2) 3

2(2.4)

≥ −ϕ′′ − nH0(1 + γϕ′2) 3
2 = 0 ,

where equality is the consequence of (2.1). Thus we proved that ϕ(ξ) is a classical
supersolution of (0.8). Obviously ϕ(ξ) ≥ 0 on ∂Ω and ϕ(ξ) = 0 for x1 = G. �

Lemma 2.2. Suppose that Ω satisfies condition (A) and H(x, u) ∈ C
(
Ω×R

)
is

a non-increasing function with respect to u. If conditions (0.9), (0.10) hold, then
ϕ(x1 − F ) defined by (2.1) is a classical supersolution of (0.8) and ϕ ≥ 0 on ∂Ω,
ϕ = 0 on x1 = F (x2, x3, . . . , xn).

Proof. The proof of Lemma 2.2 is similar to the proof of Lemma 2.1. Put ζ =
x1 − F (x̃), ϕ′ = ϕζ , ϕ′′ = ϕζζ . Hence
∇ϕ(ζ) ≡ (ϕx1(ζ), ϕx2(ζ), . . . , ϕxn(ζ)) = (ϕ′(ζ),−ϕ′(ζ)Fx2(x̃), . . . ,−ϕ′(ζ)Fxn(x̃)) ,

|∇ϕ(ζ)|2 = ϕ′2(ζ)
(
1 + |∇F (x̃)|2

)
,

ϕx1x1 = ϕ′′, ϕx1xj = −ϕ′′Fxj , ϕxixj = ϕ′′FxiFxj − ϕ′Fxixj , i, j = 2, . . . , n .
Note that equality (2.2) still holds if we substitute G by F in it. Using this fact
and the convexity of F we arrive to
Lϕ(x1 − F (x̃)) ≥− ϕ′′

(
1 + |∇F (x̃)|2

)
+ ϕ′3

(
|∇F (x̃)|2∆F −

n∑
i=2

F 2
xiFxixi −

n∑
i,j=2,i6=j

FxiFxjFxixj

)
− nH(x, ϕ)(1 + |∇ϕ|2) 3

2 .

Similarly to (2.3) we obtain that

(2.5) |∇F (x̃)|2∆F −
n∑
i=2

F 2
xiFxixi −

n∑
i,j=2,i6=j

FxiFxjFxixj ≥ 0 .

Hence
Lϕ(x1 − F (x̃)) ≥ −ϕ′′

(
1 + |∇F (x̃)|2

)
− nH(x, 0)(1 + |∇ϕ|2) 3

2

≥ −ϕ′′ − nH0(1 + γϕ′2) 3
2 = 0 ,
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Thus we proved that ϕ(ζ) is a classical supersolution of (0.1). Obviously ϕ(ζ) ≥ 0
on ∂Ω and ϕ(ζ) = 0 for x1 = F . �

Define

(2.6) ϕ∗(x) =
{
ϕ(G(x̃)− x1) , for x1 ≥ F (x̃)+G(x̃)

2 ,

ϕ(x1 − F (x̃)) , for x1 <
F (x̃)+G(x̃)

2 .

Theorem 2.1. Suppose that Ω satisfies condition (A) and H(x, u) ∈ C
(
Ω×R

)
is a non-increasing function with respect to u. If conditions (0.9), (0.10) hold,
then ϕ∗(x) and ϕ∗(x) = −ϕ∗(x) defined by (2.6) are viscosity supersolution and
subsolution of (0.8) respectively and ϕ∗(x) = ϕ∗(x) = 0 on ∂Ω.

Proof. Obviously ϕ∗(x) = 0 on ∂Ω. Note that functions ϕ(G(x̃)− x1) and ϕ(x1−
F (x̃)) are classical supersolutions of (0.8), therefore the function ϕ∗(x) is also
a classical supersolution of (0.8) in domains

{
x : x ∈ Ω, x1 > F (x̃)+G(x̃)

2
}

and{
x : x ∈ Ω, x1 <

F (x̃)+G(x̃)
2

}
. On the line x1 = F (x̃)+G(x̃)

2 the function ϕ∗(x) is only
Lipschitz continuous. The fact that ϕ∗(x) is a viscosity supersolution of (0.8) in Ω
follows easily from ϕ′ > 0, which implies that there does not exist any C2 function
whose graph touches the graph of ϕ∗ from below at a point belonging to the set{
x ∈ Ω: x1 = F (x̃)+G(x̃)

2
}

.
We show now that ϕ∗ = −ϕ∗ is a viscosity subsolution of the same problem.

Obviously ϕ∗ = 0 on ∂Ω. Consider ϕ1(ξ) = −ϕ(G(x̃)−x1). By direct computations
we obtain

L(ϕ1(ξ)) = L(−ϕ(G(x̃)− x1)) = −(1 + |∇(−ϕ)|2)∆(−ϕ)

+
n∑

i,j=1
(−ϕ)xi(−ϕ)xj (−ϕ)xixj − nH(x,−ϕ)(1 + |∇(−ϕ)|2) 3

2

= (1 + |∇ϕ|2)∆ϕ−
n∑

i,j=1
ϕxiϕxjϕxixj − nH(x,−ϕ)(1 + |∇ϕ|2) 3

2

≤ (1 + |∇ϕ|2)∆ϕ−
n∑

i,j=1
ϕxiϕxjϕxixj + nH0(1 + γϕ′2) 3

2 .(2.7)

From (2.4) it follows that

−(1 + |∇ϕ|2)∆ϕ+
n∑

i,j=1
ϕxiϕxjϕxixj ≥ −ϕ′′

(
1 + |∇G|2

)
≥ −ϕ′′,

so we arrive to

L(ϕ1(ξ)) = L(−ϕ(G(x̃)− x1))

≤ (1 + |∇ϕ|2)∆ϕ−
n∑

i,j=1
ϕxiϕxjϕxixj + nH0(1 + γϕ′2) 3

2

≤ ϕ′′ + nH0(1 + γϕ′2) 3
2 = 0 .
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Similarly one may obtain that L(ϕ1(ζ)) = L(−ϕ(x1−F (x̃))) ≤ 0. Thus the function

ϕ∗(x) = −ϕ∗(x) =
{
−ϕ(G(x̃)− x1) , for x1 ≥ F (x̃)+G(x̃)

2 ,

−ϕ(x1 − F (x̃)) , for x1 <
F (x̃)+G(x̃)

2

is a viscosity subsolution of (0.8) that satisfies (0.2). �

So far we have constructed the supersolution ϕ∗(x) and the subsolution ϕ∗(x)
of (0.8) that vanish on the boundary of Ω. Having the comparison holds, one
may invoke the Ishii-Perron method to obtain the existence and uniqueness of a
continuous viscosity solution of (0.1), (0.2).

Corollary 2.1. Suppose that Ω satisfies condition (A), H(x, u) ∈ C
(
Ω×R

)
is

a strictly decreasing function with respect to u and conditions (0.9), (0.10) hold.
Suppose that condition (0.5) holds for the left-hand side of (0.8), then there exists
a unique continuous viscosity solution of problem (0.8), (0.2).

Remark 2.1. One may easily see that ϕ∗ and ϕ∗ are Lipschitz continuous functions
in Ω. As a consequence we have that a continuous viscosity solution of (0.8),
(0.2) is Lipschitz continuous on the boundary of Ω. Suppose now that H(x, u) is
independent of x and non-increasing in u. From results in [7] it follows that a
continuous viscosity solution of (0.8), (0.2) is Lipschitz continuous in Ω.

3. Construction of subsolutions and supersolutions
for the mean curvature equation. Case II

We turn to the construction of subsolution and supersolution for the problem
(0.8), (0.2) in the case when (0.11), (0.12) hold.

Lemma 3.1. Suppose that Ω satisfies condition (A) and H(x, u) ∈ C
(
Ω×R

)
is a

non-increasing function with respect to u. Suppose that (0.11) holds. Then for any
positive constant K1 the function K1ξ = K1(G(x̃)− x1) is a classical supersolution
of (0.8).

Proof. Indeed,

L (K1(G(x̃)− x1)) ≥−K1
(
1 +K2

1
(
1 + |∇G|2

))
∆G+K3

1

n∑
i,j=2

GxiGxjGxixj

− nH(x, 0)
(
1 +K2

1
(
1 + |∇G|2

)) 3
2

=−K1∆G−K3
1

( (
1 + |∇G|2

)
∆G−

n∑
i,j=2

GxiGxjGxixj

)
− nH(x, 0)

(
1 +K2

1
(
1 + |∇G|2

)) 3
2

=−K1
(
1 +K2

1
)

∆G−K3
1

(
|∇G|2∆G−

n∑
i,j=2

GxiGxjGxixj

)
− nH(x, 0)

(
1 +K2

1
(
1 + |∇G|2

)) 3
2 .(3.1)
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Using (2.3) we arrive to

L (K1(G(x̃)− x1)) ≥ −K1(1 +K2
1 )∆G− nH(x, 0)

(
1 +K2

1
(
1 + |∇G|2

)) 3
2

≥ −K1(1 +K2
1 )∆G− nH0

(
1 +K2

1
(
1 + |∇G|2

)) 3
2

= −K1
(
1 +K2

1
) (

1 + |∇G|2
) 3

2

×

(
∆G

(1 + |∇G|2)
3
2

+ nH0

K1 (1 +K2
1 )

( 1
(1 + |∇G|2) +K2

1

) 3
2

)
.

Obviously,

∆G
(1 + |∇G|2)

3
2

+ nH0

K1 (1 +K2
1 )

(
1

(1 + |∇G|2) +K2
1

) 3
2

≤ ∆G
(1 + |∇G|2)

3
2

+ nH0

K1 (1 +K2
1 )
(
1 +K2

1
) 3

2

= ∆G
(1 + |∇G|2) 3

2
+ nH0

K1

√
1 +K2

1 ≤ 0

due to (0.11), and as a consequence we obtain L (K1(G(x̃)− x1)) ≥ 0. �

Lemma 3.2. Suppose that H(x, u) and Ω satisfy all conditions of Lemma 3.1,
except condition (0.11). Suppose that (0.12) holds then for any positive K2 the
function K2ζ = K2(x1 − F (x̃)) is a classical supersolution of (0.8).
Proof. The proof of Lemma 3.2 is similar to the proof of the previous one. The
only difference is the usage of inequalities (0.12), (2.5) instead of (0.11), (2.3). �

If K1 ≤ K2 put

(3.2) ϕ̃(x) =
{
K2(G(x̃)− x1) , for x1 ≥ F (x̃)+G(x̃)

2 ,

K2(x1 − F (x̃)) , for x1 <
F (x̃)+G(x̃)

2 .

If K1 > K2 put

(3.3) ϕ̃(x) =
{
K1(G(x̃)− x1) , for x1 ≥ F (x̃)+G(x̃)

2 ,

K1(x1 − F (x̃)) , for x1 <
F (x̃)+G(x̃)

2 .

Theorem 3.1. Suppose that Ω satisfies condition (A) and H(x, u) ∈ C(Ω×R) is
a strictly decreasing function with respect to u. Suppose that (0.11), (0.12) hold,
then ϕ̃(x) and −ϕ̃(x) defined by (3.2) or (3.3) are viscosity supersolution and
subsolution of (0.8) respectively and ϕ̃(x) = 0 on ∂Ω.
Proof. The proof is exactly the same as that of Theorem 2.1. �

Using the solutions constructed in Theorem 3.1 one may prove the following
Corollary 3.1. Suppose that Ω satisfies condition (A) and H(x, u) ∈ C

(
Ω×R

)
is a strictly decreasing function with respect to u. Suppose that conditions (0.11),
(0.12) as well as condition (0.5) for the left-hand side of (0.8) hold. Then there
exists a unique continuous viscosity solution of problem (0.8), (0.2).
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4. Construction of subsolutions and supersolutions
for the pseudo p-Laplace equation

In this section we consider the Dirichlet problem for (0.13). Recall that the
equation has the following form

−
n∑
i=1

µi(|uxi |piuxi)xi + c(x)g(u) + f(x) = 0 in Ω ⊂ Rn ,

where µi, pi, i = 1, . . . , n are constants, µi > 0, pi ≥ 0. Suppose that c(x)g(u) is a
nondecreasing function with respect to u. Without loss of generality we assume
that
(4.1) c(x) ≥ 0 , g(0) = 0 , g is a nondecreasing function.
Let M be a positive constant such that
(4.2) f0 = µ1(p1 + 1)Mp+1 , f0 = max

Ω̄
|f(x)| .

Define the function v(τ) by the following

(4.3) v(τ) = −M τ2

2 + [M(1 + 2l1) + ε]τ , τ ∈ [0, 2l1] .

Obviously
v ≥ 0 , v′ ≥M + ε > M , v′′ = −M .

Define the following set of regularized operators

(4.4) Lεu(x) ≡ −
n∑
i=1

µi((uαxi + ε)pi/αuxi)xi + c(x)g(u) + f(x) = 0 .

Here the constant α ∈ (0, 1) is such that (uαxi)
pi/α = |uxi |pi .

Lemma 4.1. Suppose that Ω satisfies condition (A) and c(x), f(x) ∈ C
(
Ω
)
,

g(u) ∈ C (R). If condition (4.1) holds, then v(G−x1) defined by (4.3) is a classical
supersolution of (4.4) and v ≥ 0 on ∂Ω, v = 0 for x1 = G(x2, x3, . . . , xn).

Proof. Rewrite (4.4) in non-divergent form as

(4.5) Lεu(x) ≡ −
n∑
i=1

aiε(uxi)uxixi + c(x)g(u) + f(x) ,

where
aiε(z) = µi(zα + ε)

pi
α −1((pi + 1)zα + ε) .

One may easily see that if α ∈ (0, 1), then for any p ≥ 0 the expression E(ε) =
µ(zα + ε)

p
α−1((p+ 1)zα + ε

)
is a nondecreasing function with respect to ε.

Put ξ = G− x1. Our goal is to show that Lεv ≥ 0. Applying the operator Lε to
v we obtain that

Lεv(ξ) =− a1ε(v′(ξ))v′′(ξ)

−
n∑
i=2

aiε(v′(ξ)Gxi)(v′′(ξ)G2
xi + v′(ξ)Gxixi) + c(x)g(v) + f(x) .
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Taking into account that Gxixi ≤ 0, v′′ < 0, v′ > 0 we conclude that

(4.6) v′′(ξ)G2
xi + v′(ξ)Gxixi ≤ 0 ,

hence

(4.7) Lεv(ξ) ≥ −a1ε(v′(ξ))v′′(ξ) + c(x)g(v) + f(x) .

From (4.1) and (4.7) it follows that

(4.8) Lεv(ξ) ≥ −a1ε(v′(ξ))v′′(ξ) + f(x) .

By direct calculations one estimates from below the first term on the right side of
(4.8) in the following way

(4.9) − a1ε(v′(ξ))v′′(ξ) ≥ µ1(p1 + 1)Mp1+1 .

Here we use the fact that v′(ξ) ≥M , v′′(ξ) = −M , α < 1 and E(ε) is a nondecrea-
sing function with respect to ε. From (4.8) and (4.9) we conclude that

(4.10) Lεv(ξ) ≥ µ1(p1 + 1)Mp1+1 − f0 ,

and finally from (4.10) and (4.2) we obtain the desired inequality

(4.11) Lεv(ξ) ≥ 0 .
�

Lemma 4.2. Suppose that Ω satisfies condition (A) and c(x), f(x) ∈ C
(
Ω
)
,

g(u) ∈ C (R). If condition (4.1) holds, then v(x1−F ) defined by (4.3) is a classical
supersolution of (4.4) and v ≥ 0 on ∂Ω, v = 0 on x1 = F (x2, x3, . . . , xn).

Proof. The proof of Lemma 4.2 is similar to the proof of the previous one. In
order to obtain inequality analogous to (4.7) one only has to notice that

v′′(ζ)F 2
xi − v

′(ζ)Fxixi ≤ 0 .
�

Lemma 4.3. Suppose that Ω satisfies condition (A) and c(x), f(x) ∈ C
(
Ω
)
,

g(u) ∈ C (R). If condition (4.1) holds, then v(G − x1) and v(x1 − F ) defined
by (4.3) are classical supersolutions of (0.13) and v(G − x1) ≥ 0 on ∂Ω, v(G −
x1) = 0 on x1 = G(x2, x3, . . . , xn), v(x1 − F ) ≥ 0 on ∂Ω, v(x1 − F ) = 0 on
x1 = F (x2, x3, . . . , xn).

Proof. One only has to notice that the results of Lemmas 4.1, 4.2 hold for any
ε > 0 and limε→0 Lεv = Lv. �

Define

(4.12) v∗(x) =
{
v(G(x̃)− x1) , for x1 ≥ F (x̃)+G(x̃)

2 ,

v(x1 − F (x̃)) , for x1 <
F (x̃)+G(x̃)

2 .

Theorem 4.1. Suppose that Ω satisfies condition (A) and c(x), f(x) ∈ C
(
Ω
)
,

g(u) ∈ C (R). If condition (4.1) holds, then v∗(x) and v∗(x) = −v∗(x) defined
by (4.12) are viscosity supersolution and subsolution of (0.13) respectively and
v∗(x) = v∗(x) = 0 on ∂Ω.
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Proof. Using the arguments of Theorem 2.1 concerning ϕ∗(x), one may easily
prove that v∗(x) is a viscosity supersolution of (0.13) and v∗(x) = 0 on ∂Ω.

Let us show that v∗ = −v∗ is a viscosity subsolution of the same problem. Ob-
viously v∗ = 0 on the boundary of Ω. Consider v1(ξ) = −v(G(x̃)−x1). Substituting
v1(ξ) = −v(G(x̃)− x1) into Lε and using the fact that aiε(z) = aiε(−z) we obtain

(4.13)

Lε(v1(ξ)) = Lε(−v(G(x̃)− x1)) = a1ε(v′(ξ))v′′(ξ)

+
n∑
i=2

aiε(v′(ξ)Gxi)
(
v′′(ξ)G2

xi + v′(ξ)Gxixi
)

+ c(x)g(−v(ξ)) + f(x) .

Using (4.2), (4.6), (4.9) and the fact that c(x)g(−v(ξ)) ≤ 0, from (4.13) it follows

(4.14) Lε(v1(ξ)) ≤ −µ1(p1 + 1)Mp1+1 + f0 = 0 .

Similarly one may obtain Lε(v1(ζ)) = Lε(−v(x1−F (x̃))) ≤ 0. Hence L(v1(ξ)) ≤ 0,
L(v1(ζ)) ≤ 0 . By using Lemma 4.3 and the arguments of Theorem 2.1 we conclude
that v∗ = −v∗ is a viscosity subsolution of (0.13) which satisfies (0.2). �

The following corollary is an immediate consequence of Theorem 4.1.

Corollary 4.1. Suppose that Ω satisfies condition (A) and c(x), f(x) ∈ C
(
Ω
)
,

g(u) ∈ C (R). Suppose that c(x)g(u) is a strictly increasing function with respect
to u and condition (0.5) holds for the left-hand side of (0.13), then there exists a
unique continuous viscosity solution of problem (0.13), (0.2).
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