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1 Groups

1.1 Generalities

De�nition 1.1.1. Let X be a set. An internal law of composition on a set X is a map:

φ : X ×X → X

De�nition 1.1.2. A Magma (X, ◦) is a set X with an internal law of composition ◦ on X.

De�nition 1.1.3. A Category C is a triple consisting of:

1. Ob(C): A class of objects of C.

2. For B,C ∈ Ob(C), HomC(B,C) is the set of morphisms from B to C.

3. Composition law: ◦ : HomC(A,B)×HomC(B,C) → HomC(A,C) is an associative map.

4. Identity: idB ∈ HomC(B,B).

Let A,B ∈ Ob(C), f ∈ HomC(A,B).

1. f is called a monomorphism if for all objects Z and morphisms g1, g2 : Z → A:

f ◦ g1 = f ◦ g2 =⇒ g1 = g2.

2. f is called an epimorphism if for all objects Z and morphisms h1, h2 : B → Z:

h1 ◦ f = h2 ◦ f =⇒ h1 = h2.

3. f is called an isomorphism if there exists a morphism g : B → A such that:

g ◦ f = idA and f ◦ g = idB.

4. We denote the set of morphisms from an object to itself, HomC(A,A), by EndC(A). Its

elements are called endomorphisms.

5. The subset of isomorphisms in EndC(A) is denoted by AutC(A). Its elements are called

automorphisms.

De�nition 1.1.4. A monoid is an associative magma (M, ·) with a neutral element e.

Remark 1.1.5. LetM be an associative magma. If there exists a neutral element e, it is unique.

Proof. If f is another, then e = ef = f .

De�nition 1.1.6. Let M be a monoid. An element m ∈ M is said to be invertible if there

exists m−1 ∈M such that m ·m−1 = m−1 ·m = e.

Lemma 1.1.7. Let M be a monoid, m ∈M . If m is invertible, its inverse is unique.

Proof. If m̃,m′ are inverses of m, m̃ = m̃eM = m̃(mm′) = (m̃m)m′ = eMm
′ = m′.

De�nition 1.1.8. A group G is a monoid in which every element is invertible.

In the following, let G denote a group.

Example 1.1.9. 1. If M is a monoid, let M× = {m ∈ M | m is invertible}. Then M× is a

group. For instance, if M =Mn(K) (matrices), then M× = GLn(K).
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2. LetX be a set. The group AutSet(X) with composition is denoted by S(X), the symmetric

group.

3. In a category C, the group of automorphisms of an object C is Aut(C).

De�nition 1.1.10. If G,H are groups, a map ψ : G→ H is a group homomorphism if:

ψ(xy) = ψ(x)ψ(y) ∀x, y ∈ G.

The class of groups with group homomorphisms as morphisms forms a category we denote by

Grp.

Remark 1.1.11. Note that in groups, monomorphisms are exactly injective homomorphisms

and epimorphisms are exactly surjective homomorphisms.

Lemma 1.1.12. Let ψ : G→ H be a group homomorphism. Then:

1. ψ(eG) = eH

2. ψ(h−1) = ψ(h)−1

Proof. 1. eH · eH = eH =⇒ ψ(eH) · ψ(eH) = ψ(eH) · eG.

2. ∀h ∈ H : ψ(h) · ψ(e−1
H ) = ψ(eH) = eG.

1.2 Subgroups, Quotients

De�nition 1.2.1. A subset H of a group G is called a subgroup if:

1. H is stable by multiplication: ∀a, b ∈ H, ab ∈ H.

2. e ∈ H.

3. ∀h ∈ H,h−1 ∈ H.

The induced law of composition · from G gives H a group structure.

There is always a canonical embedding monomorphism H ↪→ G.
If H is a subgroup of G, we sometimes write H ≤ G.

Lemma 1.2.2. Let H ⊆ G be a nonempty subset.

H is a subgroup ⇔ ∀a, b ∈ H : a(b−1) ∈ H.

Proof. ( =⇒ ): trivial.
(⇐): Let x ∈ H. Then, eG = xx−1 ∈ H,

∀x ∈ H : eG · x−1 ∈ H, and

∀x, y ∈ H : y−1 ∈ H =⇒ x · (y−1)−1 = xy ∈ H, so H is a subgroup.

Proposition 1.2.3. Let ψ : G→ H be a homomorphism.

1. Im(ψ) = {ψ(g) ∈ H | g ∈ G} is a subgroup of H.

2. ker(ψ) = {g ∈ G | ψ(g) = eH} is a subgroup of G.

3. ψ is a monomorphism if and only if ker(ψ) = {eG}.

Proof. 1. Let h1, h2 ∈ im(ψ) with hi = ψ(gi). Then h1h
−1
2 = ψ(g1)ψ(g2)

−1 = ψ(g1g
−1
2 ) ∈

im(ψ). Thus, im(ψ) ≤ H.
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2. Let x, y ∈ ker(ψ). Then ψ(xy−1) = ψ(x)ψ(y)−1 = eHe
−1
H = eH , implying xy−1 ∈ ker(ψ).

Thus, ker(ψ) ≤ G.

3. ( =⇒ ) trivial.

( ⇐= ) ψ(x) = ψ(y) ⇐⇒ ψ(x)ψ(y)−1 = eH ⇐⇒ ψ(xy−1) = eH . If ker(ψ) = {eG}, this
implies xy−1 = eG, so x = y.

Example 1.2.4. 1. (Z,+) ⊂ (Q,+) ⊂ (R,+) ⊂ (C,+) are strictly speaking only monomor-

phisms, but we treat them as subgroups.

2. sgn : Sn → {±1} is an epimorphism.

3. Any monomorphism φ : G ↪→ H induces an isomorphism G
∼=−→ im(φ) ⊆ H.

4. If φ : H → G is an isomorphism of groups, clearly, φ−1 : G→ H is a group homomorphism,

so φ is an isomorphism in the category of groups.

1.2.1 Subgroups Generated by a Family

Lemma 1.2.5. Let (Hi)i∈I be a family of subgroups of a group G. Then H :=
⋂
i∈I Hi is a

subgroup of G.

Proof. Since eG ∈ Hi for all i ∈ I, we have eG ∈ H, so H ̸= ∅. Let x, y ∈ H. Then x, y ∈ Hi

for every i ∈ I. Since each Hi ≤ G, it follows that xy−1 ∈ Hi for all i ∈ I, and thus xy−1 ∈ H.

Therefore, H ≤ G.

De�nition 1.2.6. Let (gi)i∈I be a family of elements in G. We denote by ⟨(gi)⟩ the intersection
of all subgroups of G containing the elements (gi). It is called the subgroup generated by (gi).
We say that (gi) generates G if ⟨(gi)⟩ = G.

Remark 1.2.7. It is equivalent to say that ⟨(gi)i∈I⟩ is the subset of all elements in G that can

be written as a product of elements (gi) or (g
−1
i )

De�nition 1.2.8. 1. A group G is said to be of �nite type if there exists a �nite family

generating G.

2. If G is generated by one element g, G is called cyclic.

3. If G is �nite, |G| is called the order of G. If g ∈ G, the order of g is |⟨g⟩|.

4. For a group G, g, h ∈ G, we denote ghg−1h−1 by [g, h].
⟨[g, h]g,h∈G⟩ := [G,G] is called the commutator subgroup.

5. The symmetric group Sn is the group of permutations on the set {1, . . . , n} (AutSet({1, . . . , n}))
with composition. It has order n!.
It can be shown that Sn = ⟨(τi,i+1)i∈{1,...,n−1}⟩, with τi,j denoting the transposition of the

i-th and j-th element.

1.2.2 Quotient of a Group by a Subgroup

De�nition 1.2.9. Let H be a subgroup of G. Let g ∈ G. The set gH = {gh | h ∈ H} is called

the left coset associated with g.
We say that (x, y) ∈ G are right congruent modulo H if

∃h ∈ H : y = x · h(⇔ x−1y ∈ H).
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Lemma 1.2.10. For a subgroup H ≤ G, right congruence modulo H de�nes an equivalence

relation on G with left cosets as equivalence classes.

Proof. Re�exivity: For any x ∈ G, x−1x = eG ∈ H, so x ∼ x.
Symmetry: If x ∼ y, then x−1y ∈ H. Since H is a subgroup, (x−1y)−1 = y−1x ∈ H, implying

y ∼ x.
Transitivity: If x ∼ y and y ∼ z, then x−1y ∈ H and y−1z ∈ H. By closure, (x−1y)(y−1z) =
x−1z ∈ H, so x ∼ z.
The equivalence class of g ∈ G is [g] = {x ∈ G | g ∼ x} = {x ∈ G | g−1x = h ∈ H} = {gh | h ∈
H} = gH.

De�nition 1.2.11. Let H ≤ G. We denote by G/H := {gH | g ∈ G} the quotient of G by the

equivalence "right congruence modulo H".

We get a canonical surjective map G↠ H, g 7→ gH.

De�nition 1.2.12. Let H ≤ G. If G/H is �nite, its cardinality is denoted by [G : H], called
the index of H in G.

Remark 1.2.13. We observe that for all g ∈ G, the map σg : H → gH, h 7→ gh has the inverse

σg−1, so it is a bijection. It follows that all left cosets have the same cardinality.

Thus, we have shown:

Corollary 1.2.14 (Lagrange theorem). Let G be a �nite group with subgroup H. Then,

|G| = |H|[G : H].

Example 1.2.15. 1. Consider the subgroup nZ ⊂ Z. The quotient is Z/nZ, so the index is:

[Z : nZ] = n.

2. The index of the alternating group in the symmetric group is 2:

[Sn : An] = 2.

Proof: Consider the sign homomorphism sgn : Sn → {±1}. We know that An = ker(sgn).
We will later see that this induces a bijection

Sn/An
∼=−→ {±1}.

3. If H ≤ G is a subgroup of index 2 (i.e., [G : H] = 2), then H is a normal subgroup

(H ⊴ G). Proof: exercises.

4. Let H ≤ G. Consider the inversion map:

χ : G
∼=−→ G, x 7→ x−1.

We have χ(H) = H. This map sends a left coset to a right coset.

Gop, the opposite group is de�ned by the set G equipped with the multiplication (x, y) 7→
yx. The map χ de�nes an isomorphism G ∼= Gop. Consequently, χ induces a bijection

between the set of left cosets and the set of right cosets:

G/H
∼=−→ H\G (or Gop/Hop).
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1.3 Normal Subgroups, Quotient Groups

We begin by analyzing the structure of a group "collapse." Let π : G ↠ H be an epimorphism

of groups (a surjective homomorphism). This map "collapses" elements of G onto H. To

understand the internal structure of this collapse, we examine the kernel:

K := ker(π) = {g ∈ G | π(g) = eH}.

Lemma 1.3.1. For every g ∈ G, the preimage of π(g) satis�es:

π−1(π(g)) = gK = Kg.

Proof. Let x ∈ G. We have:

x ∈ π−1({π(g)}) ⇐⇒ π(x) = π(g)

⇐⇒ π(g−1x) = eH

⇐⇒ g−1x ∈ K

⇐⇒ x ∈ gK.

Thus π−1({π(g)}) = gK. The equality π−1({π(g)}) = Kg follows analogously. Since the

preimage is equal to both the left and right cosets, we conclude gK = Kg.

Corollary 1.3.2. For every h ∈ H, π−1(h) is a unique equivalence class in the quotient set

G/K (or K\G). Consequently, the map π induces a natural bijection:

π̄ : H
∼−→ G/K.

Since H is a group, this bijection allows us to impose the group structure of H onto the set of

cosets G/K. Thus, G/K becomes a group, and we obtain an isomorphism:

G/K ∼= H.

More generally, since any homomorphism ψ : G → H is surjective onto its image, there is

always a canonical isomorphism G/kerψ
∼=−→ imψ. This result is known as the �rst isomorphism

theorem.

Remark 1.3.3. If π : G ↠ H is an epimorphism, then G is partitioned into disjoint subsets,

each isomorphic to the kernel (as sets). We can write G as a disjoint union:

G =
∐
h∈H

π−1(h) =
∐

α∈G/K

α.

Having observed that kernels always satisfy the property gK = Kg, we abstract this property
to de�ne a special class of subgroups.

De�nition 1.3.4. A subgroup N ⊆ G is said to be normal (denoted N ⊴ G) if its left and
right cosets coincide for all elements of G:

∀g ∈ G : gN = Ng.

Remark 1.3.5. We can conclude that if N is the kernel of any homomorphism, then N is

normal. Conversely, we will later see that every normal subgroup is the kernel of the natural

projection map G→ G/N . Thus, normal subgroups are exactly the kernels of homomorphisms.

Lemma 1.3.6. Let N ⊆ G be a subgroup. It is easy to see that the following are equivalent:
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1. N is normal (gN = Ng for all g ∈ G).

2. N is invariant under conjugation:

∀g ∈ G : gNg−1 = N.

3. For all g ∈ G and all n ∈ N :

gng−1 ∈ N.

Example 1.3.7. 1. An ⊴ Sn, since it is the kernel of the sign homomorphism.

Similarly, over some �eld K, SLn(K) ⊴ GLn(K) is the kernel of the determinant.

2. Any subgroup of an abelian group is normal.

3. Commutator subgroups are normal.

Proof. To prove normality, it su�ces to show that the subgroup is invariant under conju-

gation. Let g ∈ G and let c = [x, y] = xyx−1y−1 be a generator of [G,G]. Conjugating c
by g, we obtain:

g[x, y]g−1 = g(xyx−1y−1)g−1

= (gxg−1)(gyg−1)(gx−1g−1)(gy−1g−1)

= (gxg−1)(gyg−1)(gxg−1)−1(gyg−1)−1

= [gxg−1, gyg−1].

Since gxg−1 and gyg−1 are elements of G, the result [gxg−1, gyg−1] is itself a commutator

and thus belongs to [G,G].

Since the conjugate of any generator is in [G,G], and conjugation is a homomorphism, the

conjugate of any product of commutators is also in [G,G]. Therefore, g[G,G]g−1 ⊆ [G,G]
for all g ∈ G, proving that [G,G] is normal.

4. Consider the subgroup of Sn that �xes the element n, de�ned asH := {σ ∈ Sn | σ(n) = n}.
This subgroup is naturally isomorphic to Sn−1. For n ≥ 3, H is not normal in Sn. To see
this, choose h = τn−2,n−1 ∈ H and a conjugator g = τn−1,n ∈ Sn \H. The conjugate is:

ghg−1 = τn−1,n ◦ τn−2,n−1 ◦ τn−1,n = τn−2,n.

Since the resulting transposition moves n (mapping n 7→ n − 2), it is not in H. Thus,

gHg−1 ̸⊆ H.

5. If H ⊆ G is not necessarily normal, we may de�ne

NG(H) =: {g ∈ G | gHg−1 = H},

the normaliser of H in G. It is the largest (not necessarily normal) subgroup of G in

which H is normal.

1.3.1 Quotient Groups

Lemma 1.3.8. Let H ⊆ G be a normal subgroup. Then for all x, y ∈ G:

(xH) · (yH) = (xy)H.
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Proof. We compute the set product (xH)(yH) = {xh1yh2 | h1, h2 ∈ H}. Since H is normal,

Hy = yH, meaning for any h1 ∈ H, there exists h′ ∈ H such that h1y = yh′. Thus, an element

xh1yh2 becomes xyh′h2, which lies in (xy)H. Conversely, any element (xy)h ∈ (xy)H can be

written as x · 1 · y · h, which is in (xH)(yH).

Theorem 1.3.9. Let H ⊆ G be normal. The operation de�ned by (xH)·(yH) = (xy)H induces

a group structure on the set of cosets G/H.

The canonical map π : G → G/H de�ned by g 7→ gH is a group epimorphism with kernel

H. The group G/H is called the quotient group of G by H.

Proof. The previous lemma con�rms the operation is well-de�ned on cosets. Associativity is

inherited directly from G. The identity element is the coset H (since (xH)(H) = xH), and the

inverse of xH is x−1H (since (xH)(x−1H) = H).

The map π is a homomorphism by construction: π(xy) = (xy)H = (xH)(yH) = π(x)π(y).
Finally, kerπ = {x ∈ G | xH = H} = H.

1.3.2 Conjugation and Automorphisms

Lemma 1.3.10. Let g ∈ G. The map cg : G → G de�ned by x 7→ gxg−1 is an automorphism

of G.
This de�nes a map c : G→ AutGrp(G), which is a group homomorphism.

Proof. For x, y ∈ G, cg(xy) = cg(x)cg(y) = gxg−1gyg−1 = gxyg−1 = cg(xy), so cg is a homo-

morphism. It clearly has the inverse cg−1 , so it is bijective.

For g, h, x ∈ G, c(gh)(x) = cgh(x) = ghxh−1g−1 = gch(x)g
−1 = cg ◦ ch(x), so c is a

homomorphism.

De�nition 1.3.11. Let c be de�ned as above. We denote its image by Inn(G), the group of

inner automorphisms.

We denote the quotient group AutGrp(G)/Inn(G) by Out(G), the group of outer auto-

morphisms.

ker c ⊴ G =: Z(G) is called the center of G. It is the set of elements that commute with all

elements in G.

Remark 1.3.12. Inn(G) is a normal subgroup of G.

Proof. Let φ ∈ Aut(G) be an automorphism and let cg ∈ Inn(G) be an inner automorphism.

Then, for any x ∈ G:

(φ ◦ cg ◦ φ−1)(x) = φ(cg(φ
−1(x)))

= φ(g · φ−1(x) · g−1)

= φ(g) · φ(φ−1(x)) · φ(g−1)

= φ(g) · x · φ(g)−1

= cφ(g)(x).

Thus, φ ◦ cg ◦ φ−1 = cφ(g). Since cφ(g) ∈ Inn(G), the subgroup is normal.

Example 1.3.13. 1. Given a group G with subgroup H, we de�ne

CG(H) := {g ∈ G | ∀h ∈ H : gh = hg} ⊇ Z(H).

It is the largest subgroup of G whose elements commute with every element of H and is

called the centraliser of H in G.
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2. In Sn(n ≥ 3) The center is trivial, so Sn ∼= Inn(Sn). For n ̸= 6, every automorphism is

inner, so Sn ∼= Aut(Sn). For n = 6, there exists an exceptional outer automorphism, so

Sn ⊊ Aut(S6).

3. InAn, The center is trivial, soAn ∼= Inn(An). However, conjugation by an odd permutation
in Sn (e.g., (1 2)) induces an automorphism of An that is not inner to An. Thus Out(An) ∼=
Z/2.

4. For some �eld K, in GLn(K), The center consists of scalar matrices K× · I. The inner

automorphism group is the projective general linear group:

Inn(GLn(K)) ∼= GLn(K)/Z(GLn(K)) =: PGLn(K).

Since there are automorphisms that are not conjugations (e.g., A 7→ (AT )−1), we have

Inn(GLn(K)) ⊊ Aut(GLn(K)).

1.3.3 Universal Property of the Quotient

Theorem 1.3.14. Let H ⊴ G. Let φ : G → M be a group homomorphism such that H ⊆
ker(φ). There exists a unique homomorphism φ̄ : G/H →M such that the diagram commutes:

G M

G/H

φ

π
φ̄

Remark 1.3.15. In other words for H ⊴ G and any group M , the map

HomGrp(G/H,M) → HomGrp(G,M), φ 7→ φ ◦ π

is injective with image {ψ ∈ HomGrp(G,M) | ψ|H = ∗}, where ∗ denotes the trivial homomor-

phism.

Proof. Let ψ : G → M, H ⊆ kerψ. We have to show that ψ = φ ◦ π for some φ : G/H → M .

We de�ne φ(gH) = ψ(g). Then, ∀g ∈ G : φ(π(g)) = φ(gH) = ψ(g), so ψ = ϕ ◦ π. Left to

show is that φ is well-de�ned: Let g1H = g2H in G/H. This implies that g1 ∈ g2H and since

H ⊆ kerφ, ψ(g1) = ψ(g2), which is equivalent to φ(g1H) = φ(g2H). It is easy to see that φ is

a homomorphism and unique.

Example 1.3.16. 1. The universal property of the kernel: Let φ : G → H be a homomor-

phism with kernel K = ker(φ) and inclusion i : K ↪→ G. For any group M , composition

with i yields a map:

i∗ : HomGrp(M,K) −→ HomGrp(M,G).

This map is injective, and its image consists exactly of those homomorphisms ψ :M → G
such that φ ◦ ψ is trivial.

HomGrp(M,K) ∼= {ψ ∈ HomGrp(M,G) | φ ◦ ψ = 1}.

2. The �rst isomorphism theorem is an immediate consequence of the universal property. Let

φ : G→ H be a group homomorphism.

SinceG/ kerφ is a quotient group with canonical projection π : G→ G/ kerφ, the universal
property guarantees a unique homomorphism:

φ̄ : G/ kerφ→ H, g kerφ 7→ φ(g).

9



Clearly, the kernel of φ̄ is trivial, so the map is an isomorphism onto its image.

This yields the canonical factorisation of φ:

G G/ ker(φ) Im(φ) Hπ φ̃
∼

ι

such that φ = ι ◦ φ̃ ◦ π. Here, π is the canonical projection, ι is the inclusion map, and φ̃
is the isomorphism induced by the universal property.

Applying this result yields the following:

(a) Sn
sgn−−→ {±1} =⇒ Sn/An ∼= {±1}.

(b) GLn(K)
det−−→ K× =⇒ GLn(K)/SLn(K) ∼= K×.

3. Let φ : G1 → G2 be a homomorphism. If N1 ⊴ G1 and N2 ⊴ G2 are normal subgroups

such that φ(N1) ⊆ N2, there exists a unique induced map φ̄ making the diagram commute:

G1 G2

G1/N1 G2/N2

φ

π1 π2

∃! φ̄

We obtain this result by applying the universal property to the composition π2 ◦ φ.

1.3.4 Group Extensions

De�nition 1.3.17. A sequence of groups and homomorphisms

. . .
fi−1−−−→ Gi

fi−→ Gi+1
fi+1−−−→ . . .

is called exact at Gi if the image of the incoming map equals the kernel of the outgoing map:

im(fi−1) = ker(fi).

The sequence is called exact if it is exact at every group Gi in the sequence.

De�nition 1.3.18. A group extension of a group H by a group K is a short exact sequence:

∗ −→ K
ı−→ G

π−→ H −→ ∗

Let ∗ → K → G→ H → ∗ be an extension.

Consider another extension ∗ → K → G′ → H → ∗. We say they are isomorphic if there

exists an isomorphism φ : G
∼=−→ G′ such that the following diagram commutes:

∗ K G H ∗

∗ K G′ H ∗

φ∼=

Remark 1.3.19. Let ∗ −→ K
ı−→ G

π−→ H −→ ∗ be a group extension. Assume K is abelian.

Since there is an embedding K ↪→ G, we can treat K as a proper subgroup of G.
Consider the conjugation homomorphism c : G→ AutGrp(K).
Since K is abelian, the conjugation by any element h ∈ K is trivial (i.e., hkh−1 = k for all

k ∈ K). This means K ⊆ ker(c).
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By the universal property of the quotient, the map c induces a unique homomorphism from

the quotient group H ∼= G/K to the automorphism group of K:

G AutGrp(K)

G/K

c

∃!φ

Thus, we obtain a homomorphism φ : H → AutGrp(K).

Example 1.3.20. Consider the extension:

K× ∼= Z(GLn(K)) ↪→ GLn(K) ↠ PGLn(K).

In this speci�c case, the induced map φ : PGLn(K) → K× is trivial, because K× consists of

scalar matrices λI, which lie in the center of GLn(K). φ is induced by the universal property

of the quotient, so it has the mapping rule MK× 7→ c(M), with

c(M) : Z(GLn(K)) → Z(GLn(K)), λI 7→MλIM−1 = λI,

so all MK× ∈ PGLn(K) get mapped to the trivial automorphism.

This leads to the general de�nition:

De�nition 1.3.21. An extension ∗ → K → G → H → ∗ is called central if the kernel is

contained in the center of the group, i.e., K ⊆ Z(G). (In such extensions, the action of H on K
is always trivial).

De�nition 1.3.22. Let

∗ −→ K −→ G
π−→ H −→ ∗

be an extension. If there is a σ ∈ HomGrp(H,G) such that π ◦ σ = idH , σ is called a section

and the extension is called split.

Example 1.3.23. 1. Consider the extension given by the sign homomorphism:

∗ −→ An ↪→ Sn
sgn−−→ {±1} −→ ∗

We can de�ne a section σ : {±1} → Sn by mapping −1 to any �xed transposition (e.g.,

τ = (1 2)):
σ(1) = id, σ(−1) = (1 2).

Since sgn((1 2)) = −1, we have sgn ◦σ = id. The image of this section is a subgroup

H = {id, (1 2)} ∼= Z/2Z that complements An.

2. Consider the extension given by the determinant:

∗ −→ SLn(K) ↪→ GLn(K)
det−−→ K× −→ ∗

We can de�ne a section s : K× → GLn(K) by embedding K× into some diagonal entry of

a matrix:

σ(λ) =


λ 0 · · · 0
0 1 · · · 0
...

...
. . .

...

0 0 · · · 1

 .

Clearly, det(σ(λ)) = λ · 1 · · · 1 = λ, so det ◦σ = idK× .
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Lemma 1.3.24. Let ∗ −→ K
ı−→ G

π−→ H −→ ∗ be a split extension wth section σ. Then,

the map

Φ : K ×H → G, (k, h) 7→ kσ(h)

is a bijection.

Proof. Suppose Φ(k1, h1) = Φ(k2, h2). Then:

k1σ(h1) = k2σ(h2).

Apply the projection π to both sides. Since k1, k2 ∈ ker(π), we have π(k1) = π(k2) = e. Also,
since σ is a section, π(σ(h)) = h.

π(k1σ(h1)) = π(k2s(h2)) =⇒ e · h1 = e · h2 =⇒ h1 = h2.

Substituting h1 = h2 back into the original equation, we can cancel σ(h1) from the right to

obtain k1 = k2. Thus, the map is injective.

Let g ∈ G. We want to �nd k ∈ K and h ∈ H such that g = kσ(h). Set h = π(g). Consider
the element k := g · σ(h)−1. We check if k ∈ K by applying π:

π(k) = π(gσ(h)−1) = π(g) · π(σ(h))−1 = h · h−1 = e.

Since π(k) = e, we have k ∈ ker(π) = K. Thus, g = k · σ(h) = Φ(k, h), so the map is

surjective.

Remark 1.3.25. Let ∗ → K → G → H → ∗ be a split extension with section σ. Since K is

normal in G, for every h ∈ H and k ∈ K, the conjugate σ(h)kσ(h)−1 lies in K. This de�nes a

homomorphism:

ρσ : H → Aut(K), h 7→ (k 7→ σ(h)kσ(h)−1).

We observe how the multiplication in G behaves under this bijection. Let g1 = k1σ(h1) and
g2 = k2σ(h2).

g1 · g2 = k1σ(h1) · k2σ(h2)
= k1 · σ(h1)k2σ(h1)−1︸ ︷︷ ︸

ρσ(h1)(k2)

·σ(h1)σ(h2)︸ ︷︷ ︸
σ(h1h2)

= (k1 · ρσ(h1)(k2)) · σ(h1h2).

This calculation shows that the group operation on the pairs (k, h) involves the action ρ.

De�nition 1.3.26. Let H,K be groups and let ρ : H → Aut(K) be a homomorphism. The

semidirect product of K and H with respect to ρ, denoted K⋊ρH, is the set K×H equipped

with the multiplication:

(k1, h1) · (k2, h2) := (k1 · ρ(h1)(k2), h1h2).

The group axioms are easy to verify.

Lemma 1.3.27. Let 1 → K → G
π−→ H → 1 be a split extension with section σ : H → G. Let

ρ : H → Aut(K) be the homomorphism de�ned by h 7→ cσ(h)|K .
Then the map φ : K ⋊ρ H → G de�ned by (k, h) 7→ k · σ(h) is an isomorphism of groups.

Moreover, this isomorphism makes the following diagram commute (i.e., the extensions are

isomorphic):

1 K K ⋊ρ H H 1

1 K G H 1

i1 π2

φ∼=
i π

where i1(k) = (k, e) and π2(k, h) = h.
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Proof. Since the map (k, h) 7→ k · σ(h) is a bijection from K ×H to G, φ is a bijection.

Furthermore, we previously calculated that the multiplication in G satis�es:

(k1σ(h1)) · (k2σ(h2)) = (k1 · ρ(h1)(k2)) · σ(h1h2)

. Since this is exactly the de�nition of the multiplication in the semidirect product K ⋊ρH, the

map φ preserves the group operation. Thus, it is an isomorphism.

We verify the commutativity of the diagram by checking the left and right squares separately.

For the left square, we must show that φ ◦ i1 = i. Let k ∈ K. Following the top-right

path, we compute i1(k) = (k, eH), and applying φ yields k ·σ(eH). Since σ is a homomorphism,

σ(eH) = eG, so the result is k. This matches the bottom path where i(k) = k.
For the right square, we must show that π◦φ = π2. Let (k, h) ∈ K⋊ρH. The top-right path

yields π2(k, h) = h. For the bottom-left path, we �rst apply φ to obtain k · σ(h). Applying π
gives π(k ·σ(h)) = π(k) ·π(σ(h)). Since k ∈ ker(π) and σ is a section, this simpli�es to 1 ·h = h.

Since both squares commute, the extensions are isomorphic.

Example 1.3.28. This lemma justi�es the semidirect product structure of our previous exam-

ples:

1. Sn ∼= An ⋊ρ (Z/2Z).
Here, ρ describes how the transposition (1 2) conjugates the even permutations.

2. GLn(K) ∼= SLn(K)⋊ρ K
×.

Here, ρ(λ) is the conjugation of SLn(K) by the diagonal matrix diag(λ, 1, . . . , 1).

1.3.5 Nilpotent and Solvable Groups

De�nition 1.3.29. We de�ne a sequence of groups inductively by G[0] := G and

G[i+1] := G[i]/Z(G[i]).

A group G is called nilpotent if there exists some n ∈ N such that G[n] = ∗.

De�nition 1.3.30. The derived subgroup of G is de�ned as D(G) := [G,G], the subgroup

generated by all commutators ghg−1h−1. The derived series is de�ned inductively by D(0)(G) :=
G and

D(i)(G) := D(D(i−1)(G)) for i ≥ 1.

A group G is called solvable if there exists some n ∈ N such that D(n)(G) = ∗.

Lemma 1.3.31. Let G be a group. G is solvable if and only if there exists a subnormal series

∗ = Gn ⊴ Gn−1 ⊴ · · · ⊴ G1 ⊴ G0 = G

such that the quotients Gi−1/Gi are abelian for all 1 ≤ i ≤ n.

Proof. (⇒) If G is solvable, then by de�nition the derived series terminates: D(n)(G) = ⌋⟨⊣∇∈
for some n. Set Gi := D(i)(G). Recall that D(i+1)(G) = [D(i)(G), D(i)(G)]. The quotient

D(i)(G)/D(i+1)(G) is abelian (since we are quotienting by the commutator subgroup). Thus,

the derived series itself serves as the required subnormal series with abelian factors.

(⇐) Suppose such a series exists: = Gn ⊴ · · · ⊴ G0 = G with Gi−1/Gi abelian. We prove by

induction that D(k)(G) ⊆ Gk for all k.
If k = 1, since G0/G1 = G/G1 is abelian, the commutator subgroup D(G) = [G,G] must be

contained in G1. Thus D
(1)(G) ⊆ G1.
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Let k ≥ 2. Assume D(k)(G) ⊆ Gk. We compute the next derived subgroup:

D(k+1)(G) = [D(k)(G), D(k)(G)].

By the induction hypothesis, this is a subgroup of [Gk, Gk]. Since the quotient Gk/Gk+1 is

abelian, the commutator subgroup of Gk must lie inside Gk+1 (i.e., [Gk, Gk] ⊆ Gk+1). Therefore:

D(k+1)(G) ⊆ [Gk, Gk] ⊆ Gk+1.

By induction, D(n)(G) ⊆ Gn =. Hence D(n)(G) =, so G is solvable.

Corollary 1.3.32. If G is a �nite group, then G is solvable if and only if there exists a chain

of subgroups

∗ = Gr ⊂ Gr−1 ⊂ · · · ⊂ G0 = G

such that

Gi−1/Gi ∼= Z/piZ where pi is prime.

Proof. (⇐) If such a series exists, the factors Gi−1/Gi ∼= Z/piZ are cyclic and therefore abelian.

By the Lemma, the existence of a series with abelian factors implies G is solvable.

(⇒) Let G be a �nite solvable group. By the Lemma, there exists a subnormal series where

the quotients Ai = Gi−1/Gi are abelian.
We rely on the fact that any �nite abelian group can be written as a direct product (a trivial

semidirect product) of cyclic subgroups:

Ai ∼= Z/n1Z× · · · × Z/nkZ

(This is a special case of the structure theorem for �nitely generated R-modules over PIDs,

which we will prove later.)

Using this decomposition, we can insert subgroups between Gi and Gi−1 corresponding to

these cyclic factors. Furthermore, each cyclic group Z/njZ has a series where the factors are of

prime order Z/pZ (derived from the prime factorisation of nj).
Applying this to every interval in the original series yields a composition series for G where

every factor is isomorphic to Z/pZ.

Lemma 1.3.33. Every nilpotent group is solvable.

Proof. Let G be a nilpotent group. By de�nition, the sequence of groups G[0] = G and G[i+1] =
G[i]/Z(G[i]) terminates at the trivial group for some n (i.e., G[n] = {e}).

We de�ne a sequence of subgroups in G inductively. Let πi : G → G[i] be the natural

projection map composed of all the previous quotient steps. Let Zi = ker(πi).
For i = 0, G[0] = G, so π0 is the identity map. Thus Z0 = {e}.
For i = n, G[n] = {e}, so Zn = G.
Since G[i+1] is a quotient of G[i], the map πi+1 is formed by composing πi with the projection

p : G[i] → G[i]/Z(G[i]). If g ∈ Zi, then πi(g) = e. The projection of e is e, so πi+1(g) = e. Thus
g ∈ Zi+1. This gives us the chain:

∗ = Z0 ⊴ Z1 ⊴ · · · ⊴ Zn = G.

Consider the quotient Zi+1/Zi. By de�nition of the sequence, the kernel of the map from

G[i] to G[i+1] is exactly the center Z(G[i]).
The elements of Zi+1 are exactly the elements in G that map into this center under πi:

πi(Zi+1) = Z(G[i]).

Since the kernel of πi is Zi, the map πi induces an isomorphism between the factor group Zi+1/Zi
and the image Z(G[i]).

Since Z(G[i]) is the center of a group, it is abelian. Therefore, Zi+1/Zi is abelian.
We have shown that the chain Z0 ⊴ · · · ⊴ Zn is a subnormal series with abelian factors.

Thus, G is solvable.
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1.4 Operations of Groups on a Set

De�nition 1.4.1. Let G be a group and X a set. A left operation of G on X is a homomor-

phism ρ : G→ S(X) (1),
or equivalently, a map G×X → X (2), (g, x) 7→ g · x, satisfying:

1. ∀x ∈ X : eG · x = x

2. ∀g, h ∈ G, x ∈ X : g(hx) = (gh)x

The set that is acted on by G is called a G-set.

Proposition 1.4.2. The de�nitions are ideed equivalent.

Proof. (1)→ (2): ρ maps g ∈ G to permutations σx : X → X, so we obtain a map

G×X → X, (g, x) 7→ ρ(g)(x) =: σg(x).

Since ρ is a homomorphism,

∀x ∈ X : eG · x = σeG(x) = idX(x) = x.

as well as

∀g, h ∈ G : g · (h · x) = σg(σh(x)) = (σg ◦ σh)(x) = σgh(x) = (gh) · x.

(2)→ (1): For each g ∈ G, we obtain a map σg : X → X, x 7→ g · x.
It is a bijection since

∀x ∈ X : σg−1(σg(x)) = g−1 · (g · x) = (g−1g) · x = eG · x = x = g · (g−1) · x = σg(σg−1(x)),

so σg−1 is its inverse.

Example 1.4.3. Let G be a group.

1. Given any set S, there is the trivial operation G× S → S, (g, s) 7→ s.

2. Sn operates on {1, . . . , n}.

3. G operates on itself by left multiplication (translation), so we get a homomorphism

φ : G→ SG ∼= S|G|.

Since

k ∈ kerφ⇔ φ(k) = idG ⇔ ∀g ∈ G : k · g = kg = g ⇔ k = eG =⇒ kerφ = ∗,

φ is an embedding, so G is isomorphic to a subgroup of S|G|. This result is known as

Cayley's theorem.

4. G also operates on itself by conjugation (g · x = gxg−1).

5. G operates on the set of its subgroups by conjugation and on sets of left cosets by trans-

lation.

6. Let K be a �eld. GLn(K) operates on the left on Kn by matrix multiplication.

De�nition 1.4.4. Let X be a G-set, x ∈ X.
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1. Stabg(x) = Ix = {g ∈ G | g · x = x} ⊆ G is called the stabiliser or isotropy subgroup of

x.

2. G · x = {g · x | g ∈ G} ⊆ X is called the orbit of x.

3. x is called a �xed point of the operation if StabG(x) = G. We denote the set of �xed

points by SG = {s ∈ S | g · s = s, ∀g ∈ G} ⊆ X.

4. An operation is called transitive if X ̸= ∅ and ∀x, y ∈ X ∃g ∈ G : g · x = y.

5. Let Y ⊆ X. We say that Y is G-invariant if ∀g ∈ G : g · Y = Y

De�nition 1.4.5. Let X be a G-set. An equivalence relation is de�ned by:

x ∼ y ⇐⇒ ∃g ∈ G, gx = y

The equivalence classes are the orbits G · x = {gx | g ∈ G}. The set of equivalence classes is

denoted G \X. It is in particular the disjoint union of all orbits.

Proof. We verify the axioms of an equivalence relation:

Re�exivity: For all x ∈ X, e · x = x, so x ∼ x.
Symmetry: If x ∼ y, then gx = y for some g ∈ G. Thus x = g−1y, implying y ∼ x.
Transitivity: If x ∼ y and y ∼ z, then y = gx and z = hy for some g, h ∈ G. Then

z = h(gx) = (hg)x, so x ∼ z.

The equivalence class of x is [x] = {y ∈ X | x ∼ y} = {y ∈ X | ∃g ∈ G, y = gx} = {gx | g ∈
G} = G · x.

Remark 1.4.6. Using the orbit decomposition, it is easy to see that a subset is G-invariant if
and only if it is a union of orbits.

Note that unlike in the set of left cosets, the equivalence classes in G\X are not in bijection.

Theorem 1.4.7. Let X be a G-set, x ∈ X. The map φx : G/Ix → G · x, gIx 7→ g · x is

well-de�ned and a bijection. In particular, if G is �nite:

|G · x| = |G|
|Ix|

.

Proof. Let φ(gIx) = g · x. We verify well-de�nedness and injectivity simultaneously via the

following chain of equivalences:

gIx = hIx ⇐⇒ h−1g ∈ Ix ⇐⇒ (h−1g) · x = x ⇐⇒ g · x = h · x.

Reading left to right shows φ is well-de�ned; reading right to left shows φ is injective.

Surjectivity is immediate by the de�nition of the orbit G · x. Thus, φ is a bijection.

De�nition 1.4.8. A map f : X → Y between G-sets is called G-equivalent if

∀g ∈ G, x ∈ X : f(gx) = gf(x).

We may now de�ne G-Set, the category of G-sets.

Example 1.4.9. Let X be a G-set.

1. Let Y ⊂ X be G-invariant. Y is a G-set with left multiplication and the inclusion Y ↪→ G
is G-equivalent.

For instance, ∀x ∈ X, the orbit G · x ⊂ X is G-invariant.
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2. ∀x ∈ X, the bijection G/Ix
∼=−→ G · x is G-equivalent.

Indeed: let g ∈ G. φ(gIx) = g · x = g(eG · x) = gφ(Ix).

3. Let X be a G-set. We can decompose X into its orbits. Let I be a set of indices indexing
the orbits, i.e., G\X = {Oi}i∈I . We choose a system of representatives (xi)i∈I such that

xi ∈ Oi for each i. Then the map de�ned by the disjoint union of the orbit bijections is a

G-equivalent isomorphism: ∐
i∈I

G/Ixi
∼=−→ X.

4. Let f : X → Y be a G-equivalent map. The map f induces well-de�ned maps on the �xed

points fG : XG → Y G

and the quotient spaces f̄ : G\X → G\Y, G · x 7→ G · f(x)

5. Consider the symmetric group Sn acting on the set N = {1, . . . , n}. This action is tran-

sitive. The stabiliser of the element n is the subgroup of permutations �xing n, which
is isomorphic to Sn−1 (permuting the �rst n − 1 elements). Thus, we have the canonical

Sn-equivalent bijection:
Sn/Sn−1

∼= {1, . . . , n}.

6. Let K be a �eld and n ≥ 1. The general linear group GLn(K) acts on the vector space

Kn. The orbits of this action are exactly {0} and Kn \ {0}. In particular, the set of

non-zero vectors Kn \ {0} is a transitive GLn(K)-set.

7. Let P ∈ R[X] be a polynomial with real coe�cients, P =
∑
aiX

i. Let RP (C) = {z ∈ C |
P (z) = 0} be the set of complex roots. Complex conjugation τ : C → C, z 7→ z̄ is a �eld

automorphism. This de�nes an action of the group G = Z/2Z = {id, τ} on C.
The set of roots RP (C) is a G-invariant subset.

Proof. Since the coe�cients ai are real, P (z̄) = P (z). Thus, if P (z) = 0, then P (z̄) =
0.

We can decompose RP (C) into orbits under this action. The �xed points are the real

roots, which form singleton orbits {xi}. The non-real roots come in conjugate pairs,

forming orbits of size 2, {zj , z̄j}.

RP (C) = {x1, . . . , xr} ⊔ {z1, z̄1} ⊔ · · · ⊔ {zs, z̄s}.

8. Generalisation: Let L be a �eld and letG ⊂ Aut(L) be a �nite subgroup of automorphisms.

Let K = LG be the �xed sub�eld. For any polynomial P ∈ K[X], the set of roots

RP (L) is a �nite G-invariant subset of L. (This is because for any σ ∈ G and root y,
P (σ(y)) = σ(P (y)) = σ(0) = 0).

9. Let X be a G-set. If x, y are two elements in the same orbit, then their stabilisers Gx and
Gy are conjugate subgroups in G.

Proof. Since x and y are in the same orbit, there exists g ∈ G such that y = g · x. We

claim that Gy = gGxg
−1.

Let h ∈ Gy. By de�nition, h · y = y. Substituting y = g · x, we get h · (g · x) = g · x.
Multiplying by g−1 on the left (and using the group action axiom):

g−1hg · x = x.

This implies g−1hg ∈ Gx, or equivalently, h ∈ gGxg
−1. Thus, Gy ⊆ gGxg

−1. A similar

argument shows the reverse inclusion.
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10. Let G operate on itself by conjugation. This induces a left operation of G on the set U(G)
of all subgroups of G. For a subgroup H ∈ U(G), the normaliser NG(H) is the stabiliser
of H under the conjugation action.

It follows that if N ⊆ G is a subgroup containing H such that H ⊴ N , N ⊂ IH = NG(H).

1.4.1 Cycle Decomposition in Sn

We analyze the action of a permutation σ ∈ Sn on the set {1, . . . , n}. The subgroup ⟨σ⟩
generated by σ acts on {1, . . . , n}, decomposing it into disjoint orbits:

{1, . . . , n} =
∐

α∈⟨σ⟩\{1,...,n}

α = {i | σ(i) = i} ⊔
∐
|α|≥2

α

The set of elements moved by σ, {i | σ(i) ̸= i}, is called the support of σ, denoted supp(σ).
For each orbit α with |α| ≥ 2, we choose an element i ∈ α. The orbit has the form

α = {i, σ(i), . . . , σl−1(i)} where l = |α|. We de�ne the cycle γα corresponding to this orbit as

the permutation that cycles these elements and �xes everything else.

Lemma 1.4.10. Let γ1 and γ2 be cycles with disjoint support (i.e., supp(γ1) ∩ supp(γ2) = ∅).
Then

γ1 ◦ γ2 = γ2 ◦ γ1.

Proof. If x ∈ supp(γ1), then x /∈ supp(γ2), so γ2(x) = x. Thus γ2(γ1(x)) = γ1(x). Similarly

γ1(γ2(x)) = γ1(x). If x is not in either support, both �x x. Thus the permutations are identical.

Theorem 1.4.11. Every permutation σ ∈ Sn can be written as a product of cycles with disjoint
support:

σ = γ1 ◦ · · · ◦ γs
where γj corresponds to the distinct orbits of σ with size ≥ 2. This decomposition is unique up

to the order of the factors (which commute together).

Proof. The decomposition follows directly from the partition of {1, . . . , n} into disjoint orbits.

For any x ∈ {1, . . . , n}:
If x is a �xed point of σ, it is not in the support of any γj , so both sides map x to x.
If x is moved by σ, it belongs to exactly one orbit αj . Thus x ∈ supp(γj) and x /∈ supp(γk) for
k ̸= j. The product on the right acts as γj on x, which matches σ(x) by de�nition.

Corollary 1.4.12. The order of σ is the least common multiple of the lengths of its disjoint

cycles.

ord(σ) = lcm(l1, . . . , ls).

Proof. Let lj = ord(γj) be the length of the j-th cycle. If σt = id, then (γ1 ◦· · ·◦γs)t = id. Since
the cycles have disjoint support and thus commute, this expands to γt1 ◦ · · · ◦ γts = id. Since the
supports are disjoint, each factor must individually be the identity: γtj = id for all j. This holds
if and only if lj | t for all j. The smallest such positive t is lcm(l1, . . . , ls).

1.4.2 Application to �nite groups

Let G be a �nite group operating on a �nite set X. We distinguish between orbits of size 1

(�xed points) and larger orbits. The set of �xed points is XG = {x ∈ X | ∀g ∈ G, g · x = x}. If
x /∈ XG, then its orbit has size |α| > 1.
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Lemma 1.4.13 (Class Equation). Let R be a set of representatives for the non-trivial orbits of

X (i.e., orbits with size > 1). Then:

|X| = |XG|+
∑
x∈R

[G : Ix].

Corollary 1.4.14. Let G be a group of order pr, p prime, acting on a �nite set X. Then:

|X| ≡ |XG| (mod p).

Proof. Consider the class equation from the Lemma above:

|X| − |XG| =
∑
x∈R

[G : Ix].

For every representative x ∈ R, the orbit is non-trivial, so the index [G : Ix] > 1. Since G is a

p-group, the index [G : Ix] must be a divisor of |G| = pr. The only divisors of pr greater than 1

are multiples of p.
Therefore, every term in the sum is divisible by p.∑

x∈R
[G : Ix] ≡ 0 (mod p).

Consequently, |X| − |XG| ≡ 0 (mod p).

1.5 p-Groups and the Sylow Theorems

De�nition 1.5.1. Let p be a prime number. A (�nite) p-group G is a group of order pr, r ≥ 0.

Lemma 1.5.2. Any subgroup of a p-group is a p-group.

Proof. Clear.

Theorem 1.5.3. Let G be a nontrivial �nite p-group. Then, Z(G) ̸= ∗.

Proof. Note that if we let G act on itself by conjugation,

GG = {h ∈ G | ∀g ∈ G : ghg−1 = h( ⇐⇒ gh = hg)} = Z(G).

We know that g ≡ 0 mod p and, from the corollary from the previous section, that |G| ≡
|Z(G)| mod p.

It follows that 0 ≡ |Z(G)| mod p, and since |Z(G)| ≥ 1, |Z(G)| ≥ p, so Z(G) is in particular

nontrivial.

Corollary 1.5.4. Every �nite p-group is nilpotent.

Proof. Let G be a �nite p-group. We consider the sequence G[0] = G and G[i+1] = G[i]/Z(G[i]).
If G[i] is non-trivial, it is a p-group, so its center is nontrivial. Since the order of a quotient

group is given by |G/N | = |G|/|N | = pr/ps = pr−s, the quotient G[i+1] remains a p-group with

strictly smaller order. Thus, the sequence of groups must eventually terminate at {e}.

Theorem 1.5.5. Let G be a �nite group with g be a prime divisor of its order. Then, there is

a subgroup of order p (which must be cyclic).
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Proof. Let X = {(g1, g2, . . . , gp) ∈ Gp | g1g2 . . . gp = e}. We can choose the �rst p− 1 elements

freely, and the last element is then uniquely determined (speci�cally gp = (g1 . . . gp−1)
−1). This

implies |X| = |G|p−1. Since p | |G|, it follows that p | |X|.
Let C ∼= Z/pZ, and let σ be a generator of C. Let C act on X by:

σ(g1, . . . , gp) := (g2, g3, . . . , gp, g1).

The shifted tuple is still in X. Indeed:

g1 . . . gp = e =⇒ e = g−1
1 (g1g2 . . . gp)g1 = (g−1

1 g1)(g2 . . . gpg1) = g2 . . . gpg1.

Since ⟨σ⟩ = C, the entire action is well-de�ned.

Because |C| = p and the size of any orbit must divide |C|, any orbit has size 1 or p. Let N1

be the number of orbits of size 1 (the �xed points), and Np the number of orbits of size p. Then
the total size is the sum of the orbit sizes:

|X| = (N1 · 1) + (Np · p).

The �xed points are exactly the tuples of the form (g, . . . , g) with g ∈ G. For this tuple to
be in X, the product must be identity: gp = e. Thus, N1 = |{g ∈ G | gp = e}|.

We know p | |X|. From the equation |X| = N1 + pNp, we can write N1 = |X| − pNp. Since

p | |X| and p | pNp, it follows that p | N1.

We know N1 > 0, because the tuple (e, . . . , e) is always in X (as ep = e). Since p | N1 and

N1 ̸= 0, we must have N1 ≥ p.
Thus, there are at least p− 1 non-identity elements g such that gp = e (which is equivalent

to ord(g) = p, because p is prime).

De�nition 1.5.6. Let G be a �nite group with |G| = n. Let p be a prime number. We can

write n = pr ·m where gcd(p,m) = 1. Here, r is the p-adic valuation of n. Assume p | n. A

p-Sylow subgroup (or Sylow-p-subgroup) of G is a subgroup H ⊆ G such that |H| = pr. (i.e.,
it is a p-subgroup of maximal possible order).

Example 1.5.7. 1. Let G = Z/nZ. If n = prm as in the de�nition, then:

Z/nZ ∼= Z/prZ× Z/mZ.

The subgroup isomorphic to Z/prZ is the unique p-Sylow subgroup. (Generally, if n =
pn1
1 . . . pns

s is the prime decomposition, then Z/nZ ∼= Z/pn1
1 Z× · · · × Z/pns

s Z).

2. Let G = S3. Order |S3| = 6 = 3× 2. The subgroup ⟨(123)⟩ = {id, (123), (132)} has order

3. It is a 3-Sylow subgroup.

3. Let G = S4. Order |S4| = 24 = 3× 23.

The subgroup ⟨(123)⟩ ∼= Z/3Z is a 3-Sylow subgroup.

The Dihedral group D4 (of order 8) embedded in S4 is a 2-Sylow subgroup.

Theorem 1.5.8 (Sylow Theorems). Let G be a �nite group, |G| = n, with n = pr · m and

gcd(p,m) = 1, r ≥ 1.

1. For every k ∈ {1, . . . , r}, there exists a subgroupH ⊆ G such that |H| = pk. (In particular,
p-Sylow subgroups always exist).

2. If H ⊆ G is a p-group and P ⊆ G is a p-Sylow subgroup, then there exists g ∈ G such

that:

H ⊆ gPg−1.

(In particular, all p-Sylow subgroups are conjugate to each other).
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3. Let np be the number of p-Sylow subgroups in G. Then, np | r and np ≡ 1 (mod p).

Proof of the �rst theorem. Let k ∈ {0, . . . , r}. Let Ω := {S ⊆ G | |S| = pk}. Since
(|G|
pk

)
is the

number of subsets of G with cardinality pk, |Ω| =
(|G|
pk

)
.

Claim: The highest exponent e such that pe | |Ω| is e = r − k. Notation: vp(|Ω|) = r − k.
Indeed:

|Ω| =
(
prm

pk

)
=
prm(prm− 1) . . . (prm− pk + 1)

pk(pk − 1) . . . 1
=

pk−1∏
i=0

prm− i

pk − i
.

Using the property vp(xy) = vp(x) + vp(y), we have:

vp(|Ω|) =
pk−1∑
i=0

(
vp(p

rm− i)− vp(p
k − i)

)
.

For the �rst term (i = 0): vp(p
rm)− vp(p

k) = r − k (because p ∤ m).

We can now assume 1 ≤ i < pk. We consider the p-adic valuation of i: i = pj ·y, where p ∤ y.
Since i < pk, we have j < k ≤ r. Then, pk − i = pk − (pjy) = pj(pk−j − y). Because p | pk−j
and p ∤ y, we have p ∤ (pk−j − y). Thus, vp(p

k − i) = vp(p
j(pk−j − y)) = j.

And prm − i = prm − (pjy) = pj(pr−jm − y). Because p | pr−jm and p ∤ y, we have

p ∤ (pr−jm− y). Thus, vp(p
rm− i) = vp(p

j(pr−jm− y)) = j.
Therefore, for all other terms (i > 0), vp(p

rm − i) − vp(p
k − i) = j − j = 0. Consequently,

the sum collapses to the �rst term: vp(|Ω|) = r − k.

De�ne a group action of G on Ω by g · S := {gs | s ∈ S}. Note that g · S is indeed in Ω,
because h 7→ gh maps bijectively.

Consider the orbit decomposition |Ω| =
∑

O∈G\Ω |O|. By the claim above, pr−k+1 ∤ |Ω|, so
there must be an S ∈ Ω such that pr−k+1 ∤ |G · S|. This implies vp(|G · S|) ≤ r − k.

By the Orbit-stabiliser Theorem: |G · S| = |G|
|IS | ⇐⇒ |G| = |IS | · |G · S|. We analyze the

valuations:

vp(|G|) = r, vp(|G · S|) ≤ r − k.

Thus, vp(|IS |) = vp(|G|)− vp(|G · S|) ≥ r − (r − k) = k. This implies |IS | ≥ pk.
Now we must show |IS | ≤ pk. Let s0 ∈ S. De�ne f : IS → S by h 7→ hs0. Then

g : S → IS , h 7→ hs−1
0 acts as a left inverse on the image. Explicitly, let h ∈ IS :

g ◦ f(h) = g(hs0) = hs0s
−1
0 = h =⇒ g ◦ f = idIS .

Thus, f is injective, so |IS | ≤ |S| = pk.
To conclude, we have |IS | ≥ pk and |IS | ≤ pk =⇒ |IS | = pk. So we have found a subgroup

of G of order pk.

Proof of the second theorem. Let P be a p-Sylow subgroup of G and let Ω := G/P . Since

|G| = prm with p ∤ m and |P | = pr, it follows immediately from Lagrange's Theorem that

|Ω| = m ̸≡ 0 (mod p).
Now, let H be any p-subgroup of G acting on Ω by left multiplication.

We have already shown that this must hold: |Ω| ≡ |ΩH | (mod p) (class equation).

Combining this observation with |Ω| ̸≡ 0 (mod p), we see that
|ΩH | ̸≡ 0 (mod p), so ΩH is non-empty. Let gP ∈ ΩH . Then for all h ∈ H,

h(gP ) = gP =⇒ g−1hgP = P =⇒ g−1Hg ⊆ P =⇒ H ⊆ gPg−1.

If H is a Sylow subgroup, then |H| = |P |, forcing H = gPg−1.
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Proof of the third theorem. Recall that G = pk ·m.

Let Σ = Sylp(G) be the set of all p-Sylow subgroups of G. By de�nition, np = |Σ|.
1. The divisibility condition (np | m)

The group G acts on Σ by conjugation. By the second theorem, this action is transitive. Fix

a Sylow subgroup P ∈ Σ. We determine the stabiliser of P under this action:

StabG(P ) = {g ∈ G | g · P = P} = {g ∈ G | gPg−1 = P}.

By de�nition, the set of elements that conjugate a subgroup to itself is the normaliser of that

subgroup. Thus, StabG(P ) = NG(P ).
The size of the orbit is given by the Orbit-stabiliser Theorem:

np = |Σ| = |G|
| StabG(P )|

=
|G|

|NG(P )|
.

We consider the fraction representing the index of P in G:

|G|
|P |

=
|G|

|NG(P )|
· |NG(P )|

|P |
.

We know that |G| = prm and |P | = pr. Substituting these values into the left side:

m = np ·
|NG(P )|

|P |
.

Since P is a subgroup of NG(P ), Lagrange's Theorem guarantees that the fraction |NG(P )|
|P | is an

integer. Therefore, np must be a divisor of m.

2. The congruence condition (np ≡ 1 (mod p))
We restrict the action of G on Σ to the subgroup P itself. P acts on Σ by conjugation. We

know that

|Σ| ≡ |ΣP | (mod p).

The set of �xed points is ΣP = {Q ∈ Σ | ∀x ∈ P, xQx−1 = Q} = {Q ∈ Σ | P ⊆ NG(Q)}.
Clearly P ∈ ΣP because P is a subgroup of its own normaliser (P ⊆ NG(P )).
Let Q ∈ ΣP be any �xed point. Then P ⊆ NG(Q). Inside the group NG(Q), both P and Q

are subgroups of order pr, so they are both p-Sylow subgroups of NG(Q).
By de�nition of the normaliser, Q is a normal subgroup of NG(Q). By the second theorem

applied to the group NG(Q), all Sylow subgroups must be conjugate. Since Q is normal, it is

the only conjugate of itself. Thus, P must equal Q.
The only �xed point is P itself, so |ΣP | = 1.

np = |Σ| ≡ 1 (mod p).

Example 1.5.9. 1. np = 1 ⇐⇒ the p-Sylow subgroup is normal.

2. Let A be a �nite abelian group. If p | |A|, there exists a unique p-Sylow subgroup Ap ⊆ A.

For example, consider Z/nZ. If p | n, write n = pr · m with p ∤ m, r ≥ 1. Then

⟨m̄⟩ ⊂ Z/nZ ∼= Z/prZ× Z/mZ is the unique p-Sylow subgroup.

3. Consider S3. |S3| = 6 = 2 · 3. A3 ⊴ S3 is a 3-Sylow subgroup =⇒ n3 = 1.

For n2: we know n2 | 6 =⇒ n2 ∈ {1, 2, 3, 6}. Also n2 ≡ 1 (mod 2) =⇒ n2 ∈ {1, 3}. For
any distinct i, j, the subgroups ⟨(ij)⟩ are 3 distinct 2-Sylow subgroups. Thus n2 = 3.

4. Consider S4. |S4| = 24 = 3·23. We know that n2 | 3 and n2 ≡ 1 (mod 2) =⇒ n2 ∈ {1, 3}.
D4 (of order 8) is a 2-Sylow subgroup, but it is not normal in S4 =⇒ n2 ̸= 1 =⇒ n2 = 3.

For n3: we know n3 | 8 and n3 ≡ 1 (mod 3) =⇒ n3 ∈ {1, 4}. Notice that ⟨(123)⟩ ̸=
⟨(124)⟩, but both are 3-Sylow subgroups =⇒ n3 = 4.
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2 Rings

2.1 Generalities

De�nition 2.1.1. A ring R is a tuple (R,+·) with internal laws of compositon +, ·, such that:

1. (R,+) is an abelian group with neutral element 0

2. (R, ·) is an associative monoid with neutral element 1

3. ∀a, b, c ∈ R : (a+ b) · c = a · c+ b · c (Distributive law)

We say that R is commutative if ∀a, b ∈ R : a · b = b · a.

De�nition 2.1.2. Let R,S be rings. A ring homomorphism φ : R → S is a map such that for

all r, s ∈ R:

1. φ(r + s) = φ(r) + φ(s)

2. φ(r · s) = φ(r) · φ(s)

Now, one may de�ne Ring, the category of rings.

Lemma 2.1.3. Let r, s ∈ R.

1. r · 0 = 0 · r = 0

2. (−r) · s = r · (−s) = −(r · s)

Proof. 1. r · 0 = r · (0 + 0) = r · 0 + r · 0 =⇒ r · 0 = 0.

2. r · (−s) + r · s = r · (s+ (−s)) = r · 0 = 0 =⇒ r · (−s) = −(r · s)

Example 2.1.4. 1. (Z,+, ·), the ring of integers, is the initial object in Ring.

2. (Q,+, ·) ⊂ (R,+, ·) ⊂ (C,+, ·) are subrings.

3. For n ≥ 1, Z/nZ is a ring, the projection Z → Z/nZ is a ring homomorphism.

4. In the above example, for n = 0, Z/Z =: 0 is the zero ring. A ring R is the zero ring if

and only if 0R = 1R.

5. Let K be a �eld, n ≥ 1. Mn(K) is a ring. More generally, let V be a vector space. Then,

EndK(V ) is a ring with multiplication de�ned as composition.

6. For rings R,S, R × S is a ring called the product ring of R and S with pointwise

operations. More generally, if (Ri)i∈I is a family of rings,
∏
iRi is a ring.

7. Let G be a group. Let Z[G] be the free abelian group on the set G.

The elements of Z[G] are formal sums with �nite support:

α =
∑
g∈G

ag[g]

where ag ∈ Z are coe�cients, and ag = 0 almost all g.

Let [g] denote the function that is 1 at g and 0 elsewhere. {[g] | g ∈ G} generates the free

abelian group Z[G].
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We de�ne multiplication on the generators using the group operation of G:

[g] · [h] := [gh].

We extend this linearly to the whole set. If α =
∑
ag[g] and β =

∑
bh[h], their product

is:

α · β =
∑
g,h∈G

(agbh)[gh].

This gives Z[G] the structure of a ring, called the group ring. It is commutative if and

only if G is abelian.

De�nition 2.1.5. Let S ⊆ R be a subset. S is called a subring of R if:

1. (S,+) is a subgroup of (R,+)

2. 1R ∈ S, ∀x, y ∈ S : x ·R y ∈ S. (S is stable by product in R)

De�nition 2.1.6. Let R be a ring. The multiplicative group, denoted R×, is de�ned as:

R× := {u ∈ R | ∃v ∈ R : uv = vu = 1R}.

This forms a group under the ring multiplication. Note that if R is non-commutative, R× is

generally a non-abelian group.

Example 2.1.7. 1. A ring R is called a division algebra if R× = R \ {0}. If R is commu-

tative and a division algebra, R is a �eld.

2. Let K be a �eld. The group of units of the matrix ring Mn(K) is the general linear group:

(Mn(K))× =: GLn(K).

3. Let n ∈ N with n ≥ 2. Consider the commutative ring (Z/nZ,+, ·). The group of units is

given by:

(Z/nZ)× = {λ̄ | λ ∈ Z, gcd(λ, n) = 1}.

Proof. Let λ ∈ Z.

λ̄ is invertible ⇐⇒ ∃µ ∈ Z : λ̄ · µ̄ = 1̄

⇐⇒ ∃µ ∈ Z : n | (1− λµ)

⇐⇒ ∃µ,m ∈ Z : 1 = λµ+ nm.

This implies that gcd(λ, n) = 1. Indeed, if there were a prime p such that p | n and p | λ,
then p must divide the linear combination λµ+ nm = 1, which is a contradiction.

Remark: It follows that if n is not prime, Z/nZ is not a �eld.

4. Let φ : R→ S be a ring homomorphism. Then φ maps units to units, i.e., φ(R×) ⊆ S×.

Proof: Since φ(1R) = 1S , for any x ∈ R× we have:

φ(xx−1) = φ(1R) = 1S =⇒ φ(x)φ(x−1) = 1S .

Similarly φ(x−1)φ(x) = 1S . Thus φ(x) is invertible in S with inverse φ(x−1).

Consequently, φ induces a group homomorphism:

φ× : R× → S×.

In categorical terms, this de�nes a functor from the category of rings to the category of

groups:

F : Ring → Grp, R 7→ R×.
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5. Any ring homomorphism mapping out of a �eld is injective.

Proof. Consider a nonzero element in the domain. Since the domain is a �eld, this element

is a unit. Because homomorphisms map units to units, its image must be a unit in the

codomain, so it cannot be zero. Thus, the kernel is trivial.

De�nition 2.1.8. A commutative ring R is called an integral domain if R ̸= 0 and

∀x, y ∈ R : xy = 0 =⇒ x = 0 or y = 0

In other words: the product of nonzero elements are nonzero. (1 is the empty product, so R ̸= 0
is also covered)

Example 2.1.9. 1. Z is an integral domain.

2. Any �eld is an integral domain.

3. Finite integral domains are �elds. (proof: exercises)

4. In integral domains, the following simpli�cation is possible:

∀a, b, c ∈ R, a ̸= 0 : ab = ac =⇒ b = c.

Proof. ab− ac = 0 ⇐⇒ a(b− c) = 0 ⇐⇒ b− c = 0 ⇐⇒ b = c.

2.1.1 Formal Power Series and Polynomials

De�nition 2.1.10. Let R be a commutative ring. We consider the set of sequences RN =
HomSet(N, R). This set becomes a ring (R[[x]],+, ·) under componentwise addition and the

following product:

(an)n · (bn)n =

 ∑
i+j=n

aibj


n

.

This ring is called the ring of formal power series over R.
We identify R as a subring of R[[x]] via the injection r 7→ (r, 0, 0, . . . ). Furthermore, we

de�ne the indeterminate X as the speci�c sequence X := (0, 1, 0, 0, . . . ). Since Xk corresponds

to the sequence with 1 at index k and 0 elsewhere, every element a = (an)n∈N ∈ R[[x]] can be

uniquely written as:

a =

∞∑
n=0

anX
n.

Remark 2.1.11. The de�nition of the product on R[[X]] is motivated by the formal distribution

of series multiplication. Since X is central, we can expand the product of two series as follows:( ∞∑
n=0

anX
n

)
·

( ∞∑
m=0

bmX
m

)
=
∑
n,m

anbmX
n+m =

∞∑
k=0

( ∑
n+m=k

anbm

)
Xk.

Thus, the formal product is the unique multiplication compatible with the distribution of terms

and the laws of exponents.

De�nition 2.1.12. We denote by R[X] the subring of R[[X]] consisting of sequences (an)n∈N
with an = 0 for almost all n. It is called the polynomial ring over R.
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Remark 2.1.13. We de�ne the ring of formal power series in n variables inductively by

R[[X1, . . . , Xn]] := (R[[X1, . . . , Xn−1]])[[Xn]].

Analogously, the polynomial ring in n variables is de�ned inductively by:

R[X1, . . . , Xn] := (R[X1, . . . , Xn−1])[Xn].

Example 2.1.14. 1. If R is commutative, the evaluation map

ev : R[x] → HomSet(R,R), P 7→ fP

is a ring homomorphism.

Proof. The preservation of addition is immediate. For multiplication, let P =
∑
anx

n and

Q =
∑
bmx

m. For any y ∈ R, we have:

fP (y) · fQ(y) =

( ∞∑
n=0

any
n

)
·

( ∞∑
m=0

bmy
m

)

=

∞∑
s=0

( ∑
n+m=s

anbm

)
ys (since R is commutative)

= fP ·Q(y).

2. If R is an in�nite �eld, the evaluation map is injective.

3. The polynomial ring Z[x1, . . . , xn] satis�es the following universal property: Let R be a

commutative ring. There is a natural bijection:

HomRing(Z[x1, . . . , xn], R)
∼−→ Rn

given by evaluating the homomorphism at the generators:

φ 7−→ (φ(x1), . . . , φ(xn)).

De�nition 2.1.15. Let R be a ring and let P =
∑∞

n=0 anX
n ∈ R[X] be a polynomial.

1. The degree of P , denoted degP , is de�ned as:

degP :=

{
max{n ∈ N | an ̸= 0} if P ̸= 0,

−∞ if P = 0.

2. If P ̸= 0 and d = degP , the coe�cient ad is called the leading coe�cient of P .

3. The polynomial P is called monic if its leading coe�cient is 1.

Remark 2.1.16. Let R be an integral domain. Then, for P,Q ∈ R[X] : deg(P ·Q) = degP +
degQ. (proof: exercises)

In particular, R[X] is also an integral domain.
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2.1.2 Field of Fractions of an Integral Domain

De�nition 2.1.17. Let R be an integral domain. Consider the set of pairs M = R× (R \ {0}).
We de�ne an equivalence relation ∼ on M by:

(a, b) ∼ (c, d) ⇐⇒ ad = bc.

The �eld of fractions of R, denoted Frac(R) is the set of equivalence classesM/ ∼. We denote

the class of (a, b) by the fraction a
b .

We de�ne addition and multiplication on Frac(R) as follows:

a

b
+
c

d
:=

ad+ bc

bd
,

a

b
· c
d
:=

ac

bd
.

Proposition 2.1.18. Let R be an integral domain and let ∼ and Frac(R) be de�ned as above.

1. The relation ∼ is indeed an equivalence relation.

2. With the de�ned operations, Frac(R) is a �eld.

3. The map ι : R→ Frac(R) de�ned by ι(r) = r
1 is an injective ring homomorphism.

Proof. 1. Re�exivity and symmetry are immediate from the commutativity of R. For tran-
sitivity, suppose (a, b) ∼ (c, d) and (c, d) ∼ (e, f). Then ad = bc and cf = de. Multiplying

the �rst equation by f and the second by b, we get:

adf = bcf and bcf = bde =⇒ adf = bde.

Since R is an integral domain, we can cancel d to obtain af = be, so (a, b) ∼ (e, f).

2. It is easy to verify that addition and multiplication are well-de�ned and satisfy the ring

axioms. The additive neutral element is 0
1 and the multiplicative neutral element is 1

1 . For

any non-zero element a
b ̸= 0

1 , we have a ̸= 0 (since a · 1 ̸= b · 0). Thus, (b, a) is a valid pair

in R× (R \ {0}).
a

b
· b
a
=
ab

ba
=

1

1
.

Thus, every non-zero element has a multiplicative inverse.

3. The map ι preserves addition and multiplication directly from the de�nitions. For injec-

tivity, let r ∈ ker(ι). Then:

r

1
=

0

1
⇐⇒ r · 1 = 1 · 0 ⇐⇒ r = 0.

Since the kernel is trivial, ι is injective.

Proposition 2.1.19. Let R be an integral domain, L a �eld and φ : R ↪→ L an injective

homomorphism.

Proposition 2.1.20 (Universal Property of the Field of Fractions). Let R be an integral domain

and let L be a �eld. Let φ : R → L be an injective ring homomorphism. Then there exists a

unique ring homomorphism ψ : Frac(R) → L such that the following diagram commutes (i.e.,

ψ ◦ ι = φ):

R L

Frac(R)

φ

ι
∃!ψ
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Proof. For any x ∈ R, we must have ψ(x1 ) = φ(x). For any y ∈ R \ {0}, since φ is injective and

L is a �eld, φ(y) ̸= 0, so φ(y) is invertible in L. We de�ne ψ by:

ψ

(
x

y

)
:= φ(x) · φ(y)−1.

ψ is well-de�ned: suppose a
b = c

d . Then ad = bc. Applying φ:

φ(a)φ(d) = φ(b)φ(c).

Multiplying both sides by φ(b)−1φ(d)−1 yields φ(a)φ(b)−1 = φ(c)φ(d)−1. Thus, the map is

independent of the representative.

It is straightforward to verify that ψ is a homomorphism and is the unique solution.

Remark 2.1.21. Intuitively, this states: "If a �eld L contains R, it must contain Frac(R)."

Corollary 2.1.22. Let φ : R→ S be an injective homomorphism between two integral domains.

Then there exists a unique homomorphism Frac(φ) : Frac(R) → Frac(S) making the following

diagram commute:

R S

Frac(R) Frac(S)

φ

∃! Frac(φ)

This is obtained by applying the universal property of Frac(R) to the composite map R→ S ↪→
Frac(S).

Example 2.1.23. 1. The �eld of fractions of the integers is the �eld of rational numbers:

Frac(Z) = Q.

2. Let K be a �eld. The �eld of fractions of the polynomial ring is called the rational

function �eld:

K(X) := Frac(K[X]).

Similarly, for n variables:

K(X1, . . . , Xn) := Frac(K[X1, . . . , Xn]).

Note that the inclusion of rings induces an inclusion of �elds. Since K[X1, . . . , Xn−1] ⊂
K[X1, . . . , Xn], we have:

K(X1, . . . , Xn−1) ⊂ K(X1, . . . , Xn).

2.2 Ideals, Quotient Rings

In the following, let R be a commutative Ring.

De�nition 2.2.1. Let a ⊆ R. a is called an ideal if

1. (a,+) is a subgroup of (R,+).

2. For all r ∈ R and x ∈ a, we have rx ∈ a.

Remark 2.2.2. 1. Let a ⊆ R be an ideal. If 1 ∈ a, a = R. Ideals that do not contain 1R are

called proper ideals.

2. Let K be a �eld, a ⊆ K an ideal. Then, a = 0 or a = K.
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Proof. 1. Let r ∈ R. r = 1 · r ∈ a, so a = R.

2. Obviously, 0 is an ideal of K. If there is x ̸= 0 ∈ a, because K is a �eld, x−1 ∈ K,

1 = xx−1 ∈ K.

Example 2.2.3. 1. ∀n ∈ Z : nZ is an ideal.

2. Let a ∈ R. (a) := {b ∈ R | ∃c ∈ R : b = ca} is an ideal, called principal ideal generated

by a.

3. If a, b are ideals in R, so are a+ b and a ∩ b.

4. Let G be a group. The augmentation map is the ring homomorphism

ε : Z[G] → Z de�ned by summing the coe�cients:

ε

∑
g∈G

ag[g]

 =
∑
g∈G

ag.

On basis elements, this simply looks like ε([g]) = 1 for all g ∈ G.

The augmentation ideal, denoted I(G), is the kernel of this map:

I(G) := ker(ε) =
{∑

ag[g] ∈ Z[G]
∣∣∣ ∑ ag = 0

}
.

De�nition 2.2.4. Let (ak)k∈A be a family of elements in R.

((ak)k∈A) := {x ∈ R | ∃(λk)k∈A ∈ RA : λk = 0 for almost all k ∈ A, x =
∑
k∈A

λk · ak}

is an ideal, called the ideal generated by (ak)k∈A.

De�nition 2.2.5. Let a, b be ideals in R. We de�ne:

a+ b = {a+ b | a ∈ a, b ∈ b}, a · b = {
n∑
k=1

ak · bk |n ∈ N, ak ∈ a, bk ∈ b}

Remark 2.2.6. Note that a+b is "larger" than a and b, since both are contained in their sum,

but a · b is "smaller"; it is in fact easy to see that a · b ⊆ a ∩ b.

Lemma 2.2.7. Let φ : R→ S be a ring homomorphism.

Then, kerφ = {r ∈ R | φ(r) = 0S} is an ideal.

Proof. Since kerφ is the kernel of the underlying group homomorphism (R,+) → (S,+), kerφ
is already an additive subgroup.

Let r ∈ R, x ∈ kerφ. φ(rx) = φ(r) · 0S = 0S =⇒ rx ∈ kerφ.

De�nition 2.2.8. An ideal a ⊆ R is said to be of �nite type if

∃(a1, . . . , an) ∈ Rn : (a1, . . . , ar) = a.

Note that (a1, . . . , an) refers to an n-tuple on the left, and a generated ideal on the right.

R is called noetherian if all of its ideals are of �nite type.

De�nition 2.2.9. R is called a principal ideal domain (PID) if R is an integral domain and

any ideal is principal (generated by one element).
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Theorem 2.2.10 (De�nition of the quotient ring). Let a ⊆ R be an ideal. On the quotient

abelian group (R/a,+) ((a,+) is normal in (R,+) since both groups are abelian), there is a

unique ring structure which makes the group canonical projection π : R → R/a a ring homo-

morphism.

Proof. Let π : R→ R/a be the canonical projection.

We require ·R/a : ((R/a) \ {0})2 → R/a, (a+ a) · (b+ a) = (a ·R b) + a for all a, b ∈ R for π to

be a ring homomorphism. Thus, our desired ring structure is unique.

We have to show that the operation is well-de�ned:

Let a, ã ∈ a + a, b, b̃ ∈ b + a, so there are x, y ∈ a such that a + x = ã, b + y = b̃. To show:

ãb̃ ∈ ab+ a.
ãb̃+ a = (a+ x)(b+ y)a = ab+ ay + bx+ xy︸︷︷︸

∈a

Because a is an ideal, we get ay, bx ∈ a, so the entire expression is indeed element of ab+a.

Proposition 2.2.11 (Universal property of the quotient ring). Let a ⊆ R be an ideal, S a

commutative ring, π : R→ R/a the canonical projection. Then,

ψ : HomRing(R/a) → HomRing(R,S), φ̄ 7→ φ̄ ◦ π

is injective with image {φ ∈ HomRing(R,S) | φ|a = 0}.
In other words: If φ ∈ HomRing(R,S) with a ⊆ kerφ, there is a unique

φ̄ ∈ HomRing(R/a, S) such that the following diagram commutes:

R S

R/a

φ

π
∃!φ̄

Proof. We want φ̄ to map r + a ∈ R/a to φ(r) ∈ S, then we would have

φ̄ ◦ π(r) = φ̄(r + a) = φ(r).

for all r ∈ R. Since we are mapping out of a quotient, we have to check whether this is well-

de�ned: Let r̃ ∈ r+ a, so r+ a = r̃+ a in R/a. It follows that there is an a ∈ a with r̃ = r+ a,
so

φ̄(r̃ + a) = φ̄((r + a) + a) = φ̄(r + a).

It is also clear that φ̄ is a ring homomorphism.

Since π is surjective, the image of each element in R/a is already de�ned by φ, making φ̄
unique.

Corollary 2.2.12 (Isomorphism theorem for rings). Let φ : R → S be a ring homomorphism.

Then,

R/kerφ ∼= imφ.

Proof. Let K = kerφ, I = imφ.
The proof of the universal property already gives us a well-de�ned homomorphism φ̄ : R/K →
I, r +K 7→ φ(r).
Because

k +K ∈ ker φ̄⇔ φ(k) = φ̄(k +K) = 0S ⇔ k ∈ K ⇔ k +K = K = 0R/K ,

φ̄ is injective. Because for all φ(r) ∈ I, φ̄(r+K) = φ(r), φ̄ is an isomorphism between R/kerφ
and imφ.
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De�nition 2.2.13. An ideal p is called a prime ideal if R/p is an integral domain. Spec(R)
denotes the set of all prime ideals in R.

A proper ideal m is called a maximal ideal if for all ideals a:

m ⊆ a ⊆ R =⇒ a = m ∨ a = R.

Remark 2.2.14. 1. If p is a prime ideal in R, R/p is an integral domain, so in particular,

p = 0R/p ̸= 1R/p ∋ 1R, so 1 /∈ p, so p is a proper ideal.

2. Let a, b ∈ R. If a · b ∈ p,

(a+ p) · (b+ p) = a · b+ p = p = 0R/p,

and since R/p is an integral domain, either a+ p = 0R/p or b+ p = 0R/p, so a ∈ p ∨ b ∈ p.

3. Let I(R) denote the set of all proper ideals in R. It is partially ordered by set inclusion

⊆. Maximal ideals are the maximal elements in I(R). One can prove the existence of

maximal ideals in R ̸= 0 using Zorns Lemma.

Lemma 2.2.15. Let m ⊂ R be an ideal. Then, m is maximal in R if and only if R/m is a �eld.

Proof. In the exercises, it was proven that surjective homomorphisms preserve ideals.

Also, if we have ideals a ⊆ R, b ⊆ R/a, the pullback π−1(b) is an ideal in R containing a.

It is then easy to see that the map

Φ : I(R/a) → I(R), b 7→ π−1(b)

is injective,

inducing a bijection on its image {ã ⊆ R | a ⊆ ã}.

(⇒): Let m be an ideal in R. If R/m is a �eld, any ideal a in R/m is either 0 or R/m,
so Φ(a) = π−1(a) is either π−1(0) = m or π−1(R/m) = R, which are precisely the ideals in

R containing m.
Thus, m is maximal in R.

(⇐): Let r + a be a nonzero element in the quotient R/m.
This means that r ∈ R and r /∈ m. Consider b := (r) +m.
Since r ∈ b, r /∈ m =⇒ m ⊊ b and m maximal, we can conclude that b = R and in

particular 1R ∈ b.
Hence, we can write 1 = u · r +m, m ∈ m, u ∈ R, which becomes 1 = u · r + 0 in R/m, so

we have found an inverse u for all r ∈ R/m.

2.2.1 Euclidean division in R[X]

Theorem 2.2.16. Let R be a commutative ring, A ∈ R[x] \ {0}, d := deg(A) ∈ N. Assume the

leading coe�cient ad of A is invertible. Then,

∀B ∈ R[x] ∃!Q,R ∈ R[x] : B = Q ·A+R, deg(R) < d.

Proof. Existence:

We proceed by strong induction on n = deg(B).
Base Case: If deg(B) < d, we can simply choose Q = 0, R = B.
Inductive Step: Let deg(B) = n, bn being the leading coe�cient of B.
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We want to eliminate the leading term bnX
n of B by subtracting a multiple of A. We de�ne the

monomial term

T (X) = bn · a−1
d ·Xn−d.

Now, consider the polynomial

B′(X) = B(X)− T (X) ·A(X).

Notice that the leading term of T (X) · A(X) is (bn · a−1
d · ad)X(n−d)+d = bnX

n, which is the

leading term of B(X) as well.
We can conclude that deg(B′(X)) < n, so we apply our induction hypothesis to B′: There exist
Q′, R′ ∈ R[x], such that

B′ = Q′ ·A+R′, deg(R′) < d.

If we substitute the de�nition of B′, we get

B − T ·A = Q′ ·A+R′ ⇔ B = (Q′ + T ) ·A+R′, deg(R) < d.

Uniqueness:

Suppose (Q,R) as well as (Q̃, R̃) satisfy the conditions above, so

B = Q ·A+R = Q̃ ·A+ R̃, deg(R), deg(R̃) < d.

This is equivalent to

0 = (Q− Q̃) ·A+ (R− R̃) ⇔ (Q− Q̃)A = R̃−R.

Let Q = Q− Q̃, R = R̃−R, so
QA = R.

Suppose for the sake of contradiction that Q ̸= 0. Since the leading coe�cient ad is invertible
and thus not a zero divisor, we get

deg(QA) = deg(Q) + deg(A) = deg(Q) + d.

Since deg(Q) ≥ 0, we get deg(QA) ≥ d. But since obviously deg(R) < d, we have a contradic-

tion. Thus, Q = 0 and consequently R = 0 ·A = 0.

Corollary 2.2.17. Let K be a �eld, P ∈ K[X] \ {0}.
Then, K[X]/(P ) is a K-vector space with basis B = {1, x, . . . , xdeg(P )−1}.

Proof. We will prove a more general statement using the Euclidean division later.

De�nition 2.2.18. Let I be an integral domain. If there is a norm function N : R \ {0} → N0

such that for all a, b ∈ R, b ̸= 0 there are q, r ∈ R such that a = bq + r with (r = 0) ∨ (N(r) <
N(b)), I is called a Euclidean domain.

Corollary 2.2.19. Every Euclidean domain is a principal ideal domain.

Proof. Let R be a Euclidean domain with norm N and an ideal a. We must show that a is

principal.

If a = 0, a is obviously principal. Suppose a ̸= 0. Consider the set of the norms of all nonzero

elements in a:
S = {N(x) |x ∈ a \ {0}}.

S is a nonempty subset of N, so by the well-ordering principle, it must have a least element

N(d), d ∈ a. We show that (d) = a. Clearly, (d) ⊆ a. Let a ∈ a. Since R is a Euclidean domain,

there are q, r ∈ R such that

a = d · q + r ⇔ r = a− d · q,
where r = 0 or r < d. We know that a ∈ a and d ∈ a, so r must be in a.
If r ̸= 0, we would have r < d, contradicting our assumption that N(d) is minimal. Thus, r
must be 0, so a = d · q and we get a ⊆ (d).
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Corollary 2.2.20. Let P ∈ R[X], k ∈ R. Then,

P (k) = 0 ⇔ (X − k) |P.

Proof. Euclidean division of P by (X − k), which is allowed because the leading coe�cient of

X − k is invertible. We get

P = Q(X − k) + r.

Since deg(X − k) = 1, deg(r) < 1, so r ∈ R, and P (k) = 0 ⇔ r = 0 ⇔ (X − k) |P .

De�nition 2.2.21. Let A be a commutative ring, P ∈ A[X]. We de�ne

RP (A) := {x ∈ A |P (x) = 0}

to be set of roots of P in A.

Corollary 2.2.22. Let K be a �eld, P ∈ K[X] \ {0}, deg(P ) = n(≥ 0). Then,

|RP (K)| ≤ n.

Proof. Induction on n. If n = 0, R is a nonzero constant and thus has no roots.

If n = 1, we can assume P = aX + b, where a ̸= 0, so a invertible.

Assume that for all P ′ ∈ K[X] with deg(P ′) = n′ < n, |RP (K)| ≤ n′. Let deg(P ) = n. If

RP (K) = ∅, there is nothing left to show. If not, let x1 ∈ PR(K). From the previous corollary,

we know that (X − x1) |P , so there is a P1 ∈ K[X] such that

P = (X − x1) · P1.

It is easy to see that deg(P1) = deg(P )− 1, and

P (x) = 0 ⇔ x = x1 ∨ x ∈ RP1(K) =⇒ RP (K) = {x1} ∪RP1(K).

By our inductive hypothesis, we have

|RP (K)| = |RP1(K)|+ 1 ≤ (n− 1) + 1 = n.

Remark 2.2.23. This holds for polynomial rings over an integral domain A as well, since for

P ∈ A[X] \ {0}, deg(P ) = n:

|RP (A)| ≤ |RP (Frac(A))| ≤ n.

Corollary 2.2.24. Let K be a �eld, P ∈ K[X] \ {0}, |RP (K)| = n. Then,

P = an
∏

r∈RP (K)

(X − r),

where an is the leading coe�cient of P .

Proof. Consider the polynomial N = P − an
∏
r∈RP (K)(X − r). Since the n-th terms of both P

and an
∏
r∈RP (K)(X − r) are (anX

n), it follows that
deg(N) ≤ n− 1. But clearly,

∀y ∈ RP (K) : N(y) = 0, |RP (K)| = n > n− 1,

so N must be 0, otherwise this would contradict the previous corollary.

Example 2.2.25. Consider Xn − 1 ∈ C[X]. Let ζ = e
2πi
n .

Since for all i < n, (ζi)n = (ζn)i = 1i = 1, RXn−1(C) = {1, ζ, . . . , ζn−1}. By the previous

corollary, Xn − 1 =
∏n−1
k=0(X − ζk) in C[X].

De�nition 2.2.26. Let K be a �eld.

µn(K) = RXn−1(K) = {x ∈ K |xn = −1}

is the set of the n-th roots of unity in K.
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2.2.2 Relations Between Roots and Coe�cients of Polynomials

Let K be a �eld. Consider a monic polynomial P ∈ K[X] of degree n ≥ 1. We can express P
in its expanded coe�cient form

P (X) = Xn + an−1X
n−1 + · · ·+ a1X + a0 =

n∑
k=0

akX
k

and its factored form (assuming it splits completely in K)

P (X) =

n∏
i=1

(X − αi)

De�nition 2.2.27. Let n ≥ 1, i ∈ {1, . . . , n}. The i-th elementary symmetric function Σi
is de�ned as:

Σi =
∑

J⊆{1,...,n}
|J |=i

XJ ∈ Z[X1, . . . , Xn], where X
J :=

∏
j∈J

Xj .

It is clear that this is equivalent:

Σi =
∑

1≤j1<j2<···<ji≤n
Xj1Xj2 . . . Xjk

Theorem 2.2.28. For the polynomial P (X) =
∑n

i=0 aiX
i with roots α1, . . . , αn, the coe�cients

are given by:

ai = (−1)n−iΣn−i(α1, . . . , αn)

for all 0 ≤ i < n.

Proof. We proceed by expanding the factored form of the polynomial and comparing coe�cients

with the standard form.

Consider the product:

P (X) = (X − α1)(X − α2) . . . (X − αn)

To determine the coe�cient of a speci�c term Xk in this expansion, we must choose X from

exactly k of the factors,

and choose the constant term (−αj) from the remaining n− k factors.

Let m = n−k be the number of roots chosen. The term involving Xk is formed by summing

over all possible combinations of choosing m distinct roots.

For a speci�c choice of indices J = {j1, . . . , jm} with |J | = m, the contribution to the product

is:

(−αj1)(−αj2) . . . (−αjm)Xn−m = (−1)m(αj1 . . . αjm)X
n−m

Summing over all such subsets J ⊆ {1, . . . , n} of size m, the total term is:(−1)m
∑

|J |=m

∏
j∈J

αj

Xn−m

Recognizing the inner sum as the elementary symmetric polynomial Σm, the coe�cient of Xn−m

is:

(−1)mΣm

To match the index notation of the theorem, let i be the power of X, so i = n−m, which implies

m = n− i.
Substituting this back into our expression for the coe�cient ai:

ai = (−1)n−iΣn−i.
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Remark 2.2.29. Let σ ∈ Sn. A map

K[X1, . . . , Xn] → K[X1, . . . , Xn], P (X1, . . . , Xn) 7→ P (Xσ(1), . . . , P (Xσ(n))) := P σ

is an automorphism of the polynomial ring. ∀i ≤ n : Σσi = Σi.

2.3 R-Modules

De�nition 2.3.1. Let R be a commutative ring. An R-module M is a triple (M,+, · ) with

+ :M2 →M, · : R×M →M,

such that: ∀r, s ∈ R,m, n ∈M :

1. (M,+) is an abelian group with neutral element 0

2. (r + s) ·m = r ·m+ s ·m

3. r · (m+ n) = r ·m+ r · n

4. (r × s) ·m = r · (s ·m), where × refers to the multiplication in R

5. 1R ·m = m

Example 2.3.2. 1. If R = K is a �eld, any R-module is a K-vector space.

2. Any abelian group (A,+) admits a unique Z-module structure determined by 1 · a = a.

3. Let M be a module over the polynomial ring K[X]. This single object packages the data
of a vector space and a linear map into one structure:

Since K ⊂ K[X], the module M is automatically a vector space V over K.

X ∈ K[X] must act on the vectors in V . We de�ne this action as a map T : V → V :

T (v) := X · v

Crucially, because X commutes with scalars in the polynomial ring (Xλ = λX), the map

T preserves scalar multiplication:

T (λv) = X · (λv) = (Xλ) · v = (λX) · v = λ · (Xv) = λT (v)

Thus, T is a K-linear endomorphism.

De�nition 2.3.3. Let M and N be R-modules. A map φ :M → N is called a homomorphism

of R-modules or an R-linear map if it is a morphism of the additive groups and

∀λ ∈ R ∀x ∈M : φ(λ ·M x) = λ ·N φ(x)

Remark 2.3.4. One may de�ne the category of R-modules R-Mod.

Example 2.3.5. Let φ : R → S be a commutative ring homomorphism, M be an S-module.

We may consider the R-module Mφ with multiplication de�ned as:

λ ·Mφ x = φ(λ) ·M .

De�nition 2.3.6. Let M be an R-module. A sub-R-module N is a subgroup of the additive

group with the following property:

∀λ ∈ R ∀x ∈ N : λ · x ∈ N.
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Example 2.3.7. R is trivially an R-module itself. Submodules are precisely the ideals in R.

Theorem 2.3.8. Let M be an R-module with sub-R-module N . On the quotient of the under-

lying abelian groups (M,+)/(N,+), there exactly one map

· : R × (M,+)/(N,+) → (M,+)/(N,+) that makes the canonical projection π : M → M/N
R-linear. The resulting module is called the quotient module.

Proof. Let a+N, b+N ∈M/N . We de�ne · : ((λ,m+N)) 7→ (λ ·m) +N . It is easy to check

that it is well-de�ned, makes π R-linear and imposes a module structure on N/M .

Example 2.3.9. If f : M → N is R-linear, ker(f) is a sub-R-module of M , im(f) is a sub-R-
module of N . The quotient

N/im(f) := coker(f)

is called the cokernel of f . The kernel of the projection N → coker(f) is im(f).

De�nition 2.3.10. Let (Mi)i∈I be a family of R-modules. We de�ne the R-modules∏
i∈I

= {(mi)i∈I | ∀i ∈ I : mi ∈M},

called the direct product of (Mi)i∈I and⊕
i∈I

Mi = {(mi)i∈I | ∀i ∈ I : mi ∈M, mi = 0 for almost all i},

called the direct sum.

Remark 2.3.11. It is clear that the direct sum is a submodule of the direct product. They are

equal if and only if the index set I is �nite.

Lemma 2.3.12 (Universal properties of the direct sum and direct product). Let N be an R-
module, (Mi)i∈I a family of R-modules. There are bijections between the sets

HomR(N,
∏
i∈I

Mi) and
∏
i∈I

HomR(N,Mi)

as well as

HomR(
⊕
i∈I

Mi, N) and
∏
i∈I

HomR(Mi, N).

Remark 2.3.13. Categorically, The direct product is the universal object designed to be easy

to map into, whereas the direct sum is the universal object designed to be easy to map out of.

Proof of the lemma. For the direct product, Let πk :
∏
Mi → Mk denote the canonical projec-

tion onto the k-th factor. We construct the bijection by de�ning maps in both directions.

De�ne Φ : HomR(N,
∏
Mi) →

∏
HomR(N,Mi) by composing with the projections:

Φ(f) = (πi ◦ f)i∈I .

De�ne Ψ :
∏

HomR(N,Mi) → HomR(N,
∏
Mi) as follows. Given a family of maps (fi)i∈I ,

we de�ne the map Ψ((fi)) by its action on an element n ∈ N :

Ψ((fi)i∈I)(n) = (fi(n))i∈I .

This map is well-de�ned because the product allows arbitrary tuples.

The maps are inverse to each other:

(Φ ◦Ψ)((fi)i) = Φ(n 7→ (fi(n))i) = (πk ◦ (n 7→ (fi(n))i))k = (fk)k.
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(Ψ ◦ Φ)(f) = Ψ((πi ◦ f)i) = (n 7→ (πi(f(n)))i).

Since a tuple is determined by its components, this recovers f . l. Thus, Φ and Ψ are inverses.

For the direct sum, Let ιk :Mk →
⊕
Mi denote the canonical injection of the k-th summand.

De�ne Φ : HomR(
⊕
Mi, N) →

∏
HomR(Mi, N) by composing with the injections:

Φ(F ) = (F ◦ ιi)i∈I .

De�ne Ψ :
∏

HomR(Mi, N) → HomR(
⊕
Mi, N) as follows. Given a family of maps (gi)i∈I ,

we de�ne the map Ψ((gi)) by its action on a tuple (mi)i∈I ∈
⊕
Mi:

Ψ((gi)i∈I)((mi)i∈I) =
∑
i∈I

gi(mi).

This map is well-de�ned because, by the de�nition of the direct sum, mi = 0 for almost all i,
making the sum �nite. (Φ ◦Ψ)((gi)i)k = Ψ((gi)i) ◦ ιk. For any x ∈ Mk, ιk(x) has x at index k
and 0 elsewhere. Thus, the sum collapses to gk(x). So the result is gk.
(Ψ ◦ Φ)(F ) acts on (mi)i as

∑
i(F ◦ ιi)(mi). Since F is linear, this is F (

∑
i ιi(mi)). Since

(mi)i =
∑

i ιi(mi), this recovers F ((mi)i).
Thus, Φ and Ψ are inverses.

2.3.1 Sub-R-modules generated by a Family

De�nition 2.3.14. Let M be an R-module, (Mi)i∈I a family of its submodules. Consider the

direct sum
⊕

i∈I Mi. For each i ∈ I, we have a canonical inclusion ιi : Mi ↪→ M , so by the

universal property, there is a unique map⊕
i∈I

Mi →M, (mi)i∈I 7→
∑
i∈I

ιi(mi).

We call its image the sum of (Mi)i∈I , denoted by
∑

i∈I Mi.

In other words,
∑

i∈I Mi = {
∑

i∈I mi |mi ∈Mi, mi = 0 for almost all i}.
Now, let (ai)i∈I be a family of elements of M . It is easy to see that

Φ(ai)i∈I :
⊕
i∈I

R→M, (λi)i∈I 7→
∑
i∈I

λiai

is R-linear. We denote its image by ((ai)i∈I) and call it the sub-R-module of M generated

by (ai)i∈I .
If (ai)i∈I ⊂M , ((ai)i∈I) =

∑
i∈I(ai).

De�nition 2.3.15. Let M be an R-module, (ei)i∈I a family of elements, Φ(ei)i∈I :
⊕

i∈I →M
de�ned as above. We say that:

1. M is generated by (ei)i∈I if Φ(ei)i∈I is an epimorphism.

2. M is a free R-module with basis (ei)i∈I if Φ(ei)i∈I is an isomorphism.

3. M is a �nite type R-module if it has a �nite family of generators.

Remark 2.3.16. It is easy to see that the injectivity of ΦB is equivalent to the linear indepen-

cence of B.

Example 2.3.17. 1. Let P ∈ R[X] be monic, deg(P ) = n. R[X]/(P ) is a free R-module

with basis B := {1̄, X̄, . . . , X̄n−1}.
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Proof. We show that B is a linearly independent generating family.

Let f ∈ R[X]/(P ). Since P is monic, we can perform Euclidean division to write f = qP+r
with deg(r) < n (or r = 0).
In the quotient, P = 0, so f = r. Since deg(r) ≤ n−1, we can write r =

∑n−1
i=0 aiX

i for some ai ∈
R. Thus, f =

∑n−1
i=0 aiX

i
, showing that B generates M .

Suppose
∑n−1

i=0 aiX
i
= 0, ai ∈ R. Let g =

∑n−1
i=0 aiX

i. The condition g = 0 implies

g ∈ (P ), so g = h · P for some h ∈ R[X]. If h ̸= 0, then deg(g) = deg(h) + deg(P ) ≥ n
(since P is monic). However, by construction, deg(g) ≤ n− 1. This contradiction implies

h = 0, and thus g = 0. Therefore, all coe�cients ai are 0.

2. P [X] is a free R-module with basis {Xn |n ∈ N}.

3. Let R be a noetherian ring. Then, if M is a �nite type R-module, any submodule of M is

of �nite type. proof: exercises

4. R[X][Y ]/(XY − 1) is a free R-module on {Xi | i ∈ Z}. proof: exercises

2.3.2 Structure of Modules over Principal Ideal Domains

De�nition 2.3.18. Let R be an integral domain, let M be an R-module.

Mtor := {m ∈M | ∃λ ∈ R \ {0} : λ ·m = 0} ⊆M

is a sub-R-module, called the torsion submodule. If Mtor = ∅, M is called torsion free.

Theorem 2.3.19 (Structure Theorem for Finitely Generated Modules over a PID). Let R be

a principal ideal domain and let M be a �nite type R-module. There exists a unique integer

n ≥ 0 and a unique decreasing sequence of ideals:

R ⊋ I1 ⊇ I2 ⊇ · · · ⊇ In

such that there is an isomorphism of R-modules:

M ∼=
n⊕
i=1

R/Ii.

The ideals I1, . . . , In are called the invariant factors of M .

Remark 2.3.20. Since R is a PID, for each Ii there is an ai ∈ R such that Ii = (ai). Since

Ii ⊇ Ii+1 =⇒ ai+1 ∈ Ii =⇒ ∃r ∈ R : r · ai = ai+1 ⇔ ai | ai+1,

the chain of ideals implies the divisibility condition

a1 | a2 | · · · | an.

Note that while the sequence of ideals Ii is unique, the generators ai are not (they are determined

only up to multiplication by a unit).

Remark 2.3.21. Let s ∈ {1, . . . , n} be the smallest integer such that Is ̸= 0 and Is+1 = 0. We

get the decomposition

M ∼=
s⊕
i=1

R/Ii︸ ︷︷ ︸
T

⊕
s+r⊕
i=s+1

R/Ii(∼= Rr)︸ ︷︷ ︸
F

.
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Note that because F is a �nite direct sum, it is just the product Rr, which has a canonical basis,

so F is free. Since R is an integral domain, F is in particular torsion free.

Now, let x be any non-zero element of the smallest ideal, i.e., x ∈ Is \ {0}. Then, x ∈ Ik for
all k ∈ {1, . . . , s}.

Let t = (r̄1, . . . , r̄s) ∈ T . Then:

x · t = (x · r̄1, . . . , x · r̄s) = (xr1, . . . , xrs).

Since x ∈ Ik for every k, the product xrk lies in Ik, so xrk = 0̄ in R/Ik.
Thus, x · t = 0. Since there exists a non-zero scalar x that kills every element in T , every

element in T is a torsion element. Therefore, T is isomorphic to the torsion submodule Mtor.

Example 2.3.22. 1. Let A be a �nitely generated abelian group (a Z-module of �nite type).

There exists a unique integer r ≥ 0 and a unique sequence of integers a1, . . . , an such that:

A ∼= Zr ⊕
n⊕
i=1

Z/(ai)(= Z/aiZ)

subject to the condition that the ai are positive, non-invertible integers satisfying the

divisibility chain a1 | a2 | · · · | an.
If A is a �nite abelian group, there cannot be a free part since its order would then no

longer be �nite. Thus, a �nite abelian group is purely torsion and isomorphic to a direct

product of cyclic groups:

A ∼= Z/a1Z× Z/a2Z× · · · × Z/anZ

subject to the unique sequence of integers ai being positive, non-invertible, and satisfying

a1 | a2 | · · · | an.

We �rst prove the following theorem which will be helpful when proving the structure theo-

rem:

Theorem 2.3.23 (Adapted Basis Theorem). Let R be a principal ideal domain. Let F be a

free R-module of rank n, and let M ⊆ F be a submodule.

Then:

1. M is a free R-module of rank m ≤ n.

2. There exists a basis B = {e1, . . . , en} of F and elements a1, . . . , am ∈ R \ {0} such that

{a1e1, . . . , amem} is a basis of M with a1 | a2 | · · · | am.

Remark 2.3.24. Let R be a nonzero commutative ring, n,m ∈ N>1 such that φ : Rn → Rm

is an isomorphism of R-modules. Then, n = m. This means that any �nite type free R-module

has a well-de�ned rank.

Proof. Let φ : Rn
∼=−→ Rm be an isomorphism. Since R ̸= 0, there exists a maximal ideal m ⊂ R.

Let k = R/m be the residue �eld (here, we use commutativity of R, otherwise k would not be a

�eld).

Reducing coe�cients modulo m induces a linear map between the k-vector spaces:

φ̄ : kn → km

Since φ is an isomorphism with inverse ψ, the reduction φ̄ has inverse ψ̄, making φ̄ an isomor-

phism of vector spaces.

Since isomorphic vector spaces have the same dimension, we conclude:

n = dimk(k
n) = dimk(k

m) = m.
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Proof of the adapted basis theorem. The previous remark allows us to proceed by induction on

the rank n of F .
We proceed by induction on the rank n of F . The case n = 0 is trivial.

Let n ≥ 1. Consider the set of all scalars obtainable by evaluating linear forms of F on

vectors in M . We de�ne the set Γ(M) ⊆ R:

Γ(M) = {ϕ(x) | ϕ ∈ F ∗, x ∈M}

where F ∗ = HomR(F,R). It is easily veri�ed that Γ(M) is an ideal of R. Since R is a PID, this

ideal is principal, generated by some element a1 ∈ R.

Γ(M) = (a1)

If a1 = 0, since F is free, there are particularly projections onto single coordinates which

must all be zero, implying that M is zero, so we can assume a1 ̸= 0.
Then, by de�nition, there exists a form ϕ1 ∈ F ∗ and a vector x1 ∈M such that ϕ1(x1) = a1.

We claim that a1 divides x1 in F . Let {ϵi} be an arbitrary basis of F and {ϵ∗i } the dual basis.

For any coordinate j, the value ϵ∗j (x1) lies in Γ(M) = (a1), so a1 divides every coordinate of x1.
Thus, there exists a unique e1 ∈ F such that:

x1 = a1e1

Evaluating our chosen form ϕ1 on this equation:

a1 = ϕ1(x1) = ϕ1(a1e1) = a1ϕ1(e1)

Since R is a domain and a1 ̸= 0, we conclude ϕ1(e1) = 1.
The condition ϕ1(e1) = 1 implies that the map π(y) = ϕ1(y)e1 is a projection onto the

submodule generated by e1. This yields a direct sum decomposition of F :

F = Re1 ⊕ ker(ϕ1)

We obtain a compatible decomposition for M . Let y ∈M . Then ϕ1(y) ∈ Γ(M) = (a1), so ϕ1(y)
is a multiple of a1.

y = ϕ1(y)e1︸ ︷︷ ︸
∈R(a1e1)

+(y − ϕ1(y)e1)︸ ︷︷ ︸
∈ker(ϕ1)

Thus, M = R(a1e1)⊕ (M ∩ ker(ϕ1)).
Let F ′ = ker(ϕ1) andM

′ =M∩ker(ϕ1). F ′ is free of rank n−1. By the induction hypothesis,
there exists a basis {e2, . . . , en} of F ′ and scalars a2 | · · · | ak such that {a2e2, . . . , akek} is a basis
ofM ′. Combining these, {e1, . . . , en} is a basis of F , and the basis forM is {a1e1, a2e2, . . . , akek}.
Finally, to see that a1 | a2, observe that Γ(M ′) is generated by restrictions of forms to M ′, so
Γ(M ′) ⊆ Γ(M). This implies (a2) ⊆ (a1), or a1 | a2.

Now we have all the tools needed to prove the structure theorem.

Existence proof of the structure theorem. LetM be a �nite type R-module. By de�nition, there

is an epimorphism

π : Rn ↠M

.

Let K = ker(π) ⊂ Rn. By the �rst isomorphism theorem, we have M ∼= Rn/K.

Since R is a PID and Rn is free, we can apply the adapted basis theorem to the submodule

K, so K is free of rank m ≤ n and there exists a basis (e1, . . . , en) of R
n and scalars a1, . . . , am ∈

R \ {0} such that:
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1. (a1e1, . . . , amem) is a basis of K.

2. The divisibility condition holds: a1 | a2 | · · · | am.

We can visualize the situation with the following commutative diagram:

K Rn M ∼= Rn/kerπ = Rn/im(ι) = coker(ι)

Rm Rn coker(ψ)

ι π

∼=

ψ

= ∼=

Here, the map ψ : Rm → Rn is de�ned by mapping the canonical basis of Rm to the adapted

basis elements of K. With respect to the basis (e1, . . . , en), the map ψ is given by the diagonal

matrix:

A :=



a1 0 · · · 0
0 a2 · · · 0
...

...
. . .

...

0 0 · · · am
0 0 · · · 0
...

...
...

0 0 · · · 0


∈ Rn×m

From the diagram it is clear that to understand the structure ofM we only have to understand

the cokernel of the map ψ given by A. To do this, we decompose both Rn and im(ψ) into direct
sums.

Since (e1, . . . , en) is a basis, Rn is the direct sum of free modules generated by each basis

vector:

Rn =
n⊕
i=1

Rei = Re1 ⊕Re2 ⊕ · · · ⊕Ren

The image of ψ is the submodule generated by the images of the basis vectors of the domain.

By the de�nition of the matrix representation, the i-th column of A contains the coe�cients of

ψ(ϵi) (with ϵi being the i-th canonical basis vector) with respect to the basis (e1, . . . , en).
Since A is diagonal with entries ai, we have ψ(ϵi) = aiei. Consequently, the image submodule

decomposes into a direct sum of the submodules generated by these elements:

im(ψ) =
n⊕
i=1

R(aiei) = Ra1e1 ⊕ · · · ⊕Ramem ⊕ 0⊕ · · · ⊕ 0

We can conclude:

M ∼= coker(ψ) =

⊕n
i=1Rei⊕n
i=1Raiei

By the universal property of the direct sum, the family of projection maps πi : Rei ↠
Rei/Raiei induces a unique surjective homomorphism:

Φ :

n⊕
i=1

Rei −→
n⊕
i=1

(
Rei
Raiei

)
The kernel of Φ is the direct sum of the kernels of the πi, which is

⊕n
i=1Raiei = im(ψ). Finally,

we get:

M ∼= Rn/im(ψ) ∼= (
n⊕
i=1

Rei)/kerΦ ∼= im(Φ) =

n⊕
i=1

(
Rei
Raiei

)
We analyze the components Rei/Raiei in two groups:
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the torsion part (1 ≤ i ≤ m):

Consider the map

φi : Rei → R/(ai), rei 7→ r + (ai).

Since ei is a basis element, the coe�cient r is unique, making φi well-de�ned. The map is clearly

surjective with kernel Raiei. Thus, by the �rst isomorphism theorem:

Rei/Raiei ∼= R/(ai).

the free part (m < i ≤ n)
In these coordinates, the image is zero (ai = 0). We are quotienting by the zero submodule,

which leaves the component unchanged:

Rei/0 ∼= Rei ∼= R.

Combining these parts, we obtain the decomposition:

M ∼= R/(a1)⊕ · · · ⊕R/(am)⊕R⊕ · · · ⊕R

Remark: Finally, we remove any trivial terms where ai is a unit (since R/1 ∼= 0) to obtain the

invariant factors.

We introduce some tools for the uniqueness proof:

De�nition 2.3.25. The annihilator of an R-module M is the set of scalars that kill every

element in M :

Ann(M) = {r ∈ R | ∀x ∈M, r · x = 0}.
It is easy to see that it is an ideal in R.

Lemma 2.3.26. Let M ∼=
⊕n

i=1R/Ii be a decomposition with a descending chain of ideals

R ⊋ I1 ⊇ I2 ⊇ · · · ⊇ In. Then the annihilator recovers the last ideal:

Ann(M) = In

Proof. This is a special case of the lemma that follows.

De�nition 2.3.27. Let M and N be R-modules and let k ≥ 1 be an integer.

De�nition: A map ϕ : Mk → N is called R-multilinear if it is R-linear in each variable

separately. That is, for every index i, every λ ∈ R, and all xj , y ∈M :

ϕ(x1, . . . , xi + λy, . . . , xk) = ϕ(x1, . . . , xi, . . . , xk) + λϕ(x1, . . . , y, . . . , xk)

The map ϕ is called alternating if it vanishes whenever two arguments are equal:

∃i ̸= j such that xi = xj =⇒ ϕ(x1, . . . , xk) = 0

Remark: The alternating property implies:

ϕ(. . . , xi, . . . , xj , . . . ) = −ϕ(. . . , xj , . . . , xi, . . . )

Lemma 2.3.28. Let M ∼=
⊕n

i=1R/ai
with the ideals now indexed in ascending order:

a1 ⊆ a2 ⊆ · · · ⊆ an ⊊ R

Let Tk be the ideal of scalars de�ned by the property that they annihilate all alternating k-linear
forms on M :

Tk = {λ ∈ R | ∀N, ∀φ :Mk → N R-multilinear and alternating , λ · φ = 0}

Then, for every 1 ≤ k ≤ n, we have the equality:

Tk = ak
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Proof. (Tk ⊆ ak) We construct a speci�c form to test λ. Let x ∈M . We denote the component

of x in the j-th summand R/aj by x
(j).

To de�ne a determinant, we must view these components in a common ring. We choose the

target R/ak. For any j ≤ k, we have aj ⊆ ak. This inclusion of ideals induces a natural map

π : R/aj → R/ak de�ned by r + aj 7→ r + ak. This is well-de�ned because any element in the

smaller ideal aj is automatically in ak (i.e., the zero of the source maps to the zero of the target).

We de�ne ψ : Mk → R/ak by taking the �rst k components of the inputs, projecting them

all into R/ak, and computing the determinant:

ψ(x1, . . . , xk) = det
(
π(x

(j)
i )
)
1≤i,j≤k

We evaluate this on the generators of the �rst k summands. Let ej ∈ M be the element with

the identity coset 1 in the j-th position and zero elsewhere. Since π(1) = 1, the matrix becomes

the identity:

ψ(e1, . . . , ek) = 1 ∈ R/ak

If λ ∈ Tk, then λ · ψ = 0, so λ · 1 = 0 in R/ak, implying λ ∈ ak.
(ak ⊆ Tk) Let λ ∈ ak. We show that λ annihilates any alternating k-linear map ϕ :Mk → N .

By multilinearity, it su�ces to check the value of ϕ on tuples of the form (x1, . . . , xk) where
each xm belongs to a speci�c summand R/ajm . Suppose two inputs, say x1 and x2, come from

the same summand R/aj . Since R/aj is cyclic, it is generated by a single element e. Thus, we
can write x1 = r · e and x2 = s · e for some r, s ∈ R. Substituting this into the map:

ϕ(x1, x2, . . . ) = ϕ(re, se, . . . ) = rs · ϕ(e, e, . . . )

Since ϕ is alternating, ϕ(e, e, . . . ) = 0, so the entire term vanishes.

Conclusion: The map ϕ is non-zero only if the inputs x1, . . . , xk come from k distinct sum-

mands. Let the indices of these distinct summands be j1 < j2 < · · · < jk. Since there are

k distinct integers chosen from {1, . . . , n}, the largest index must satisfy jk ≥ k. Using the

ascending chain of ideals:

λ ∈ ak ⊆ ajk

The input xk belongs to R/ajk , so it is annihilated by ajk (and thus by λ).

λ · ϕ(. . . , xk) = ϕ(. . . , λxk) = ϕ(. . . , 0) = 0

Thus, λ kills every non-zero term of the map, so λ ∈ Tk.

Uniqueness proof of the structure theorem. Suppose we have two decompositions of a �nitely

generated R-module M :

M ∼= Rs ⊕
n⊕
i=1

R/Ii and M ∼= Rs
′ ⊕

m⊕
j=1

R/Jj

where the ideals form chains R ⊋ I1 ⊇ I2 ⊇ · · · ⊇ In and R ⊋ J1 ⊇ J2 ⊇ · · · ⊇ Jm.

Uniqueness of the free part.

First, we separate the torsion and free parts. We have already concluded that the torsion

submodule Mtor corresponds to the torsion part of the decomposition⊕n
i=1R/Ii =: T . Consider the quotient M/Mtor:

M/Mtor
∼= (Rs ⊕ T )/T ∼= Rs

(It is easy to see that the quotient is isomorphic to the free part Rs by considering the canonical
projection π : Rs ⊕ T → Rs; its kernel is precisely T = Mtor because R is an integral domain.)
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Analogously, we get M/Mtor
∼= Rs

′
. Thus, M/Mtor is a free module over the commutative ring

R. We have shown that in this case, s must equal s′, so the free parts are equal. We now assume

s = 0 and focus on the torsion part.

Uniqueness of the torsion part. If s = 0, M is a torsion module. Suppose we have two decom-

positions of M into cyclic factors:

M ∼=
n⊕
i=1

R/ai and M ∼=
m⊕
j=1

R/bj

To apply our Lemma, we order the ideals in ascending chains (renaming indices if necessary so

that a1 is the smallest ideal, i.e., the annihilator of M):

a1 ⊆ a2 ⊆ · · · ⊆ an ⊊ R

b1 ⊆ b2 ⊆ · · · ⊆ bm ⊊ R

By the Lemma proved previously, the ideals in such a decomposition are entirely determined

by the intrinsic properties of M . Speci�cally, the k-th ideal in the ascending chain is equal to

Tk(M), the ideal of scalars that annihilate all alternating k-linear forms on M . Since Tk(M)
is de�ned independently of the decomposition, we must have ak = bk for all k where both are

de�ned.

Suppose for contradiction that the lengths di�er, for instance m > n. Consider the intrinsic
ideal Tn+1(M). Using the �rst decomposition (M ∼=

⊕n
i=1R/ai), any alternating map with n+1

inputs must vanish, because it is impossible to choose n+ 1 distinct summands from a set of n.
Thus, the annihilator is the whole ring:

Tn+1(M) = R

However, using the second decomposition, the Lemma implies:

Tn+1(M) = bn+1

Since the summands in the decomposition are non-zero, the ideals are proper (bn+1 ⊊ R). This
leads to the contradiction R = bn+1. Thus, we must have n = m.

We conclude that since n = m and ak = bk for all k, the invariant factors are unique.

2.4 Divisibility and Factorisation in Integral Domains

In the following, let R be an integral domain.

De�nition 2.4.1. 1. Let a, b ∈ R. One says that a divides b if there is a q ∈ R such that

b = q · a, denoted a | b.

Remark 2.4.2. It is easy to see that a | b⇔ (b) ⊂ (a).

2. We say that a, b ∈ R are associated if there is an invertible c ∈ R× such that b = c · a,
denoted a ∼ass b.

Remark 2.4.3. (a) ∼ass is an equivalence relation. In fact, R× acts on R by multipli-

cation. The orbits are the equivalence classes of ∼ass.

(b) a ∼ass b⇔ (a) = (b).

Proof. (⇒) is clear. For (⇐), let (a) = (b). We can assume that both are nonzero,

otherwise the proof is trivial. Let b = qa, a = rb for q, r ∈ R, so b = qrb =⇒
qrb− b = 0 =⇒ b(qr − 1) = 0 =⇒ qr = 1 =⇒ q, r ∈ R×.
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De�nition 2.4.4. Let π ∈ R, π ̸= 0, π /∈ R×.

1. π is called a prime element if ∀a, b ∈ R : π | a · b =⇒ π | a or π | b. P(R) denotes the
set of prime elements.

2. π is called irreducible if ∀a, b ∈ R : π = a · b =⇒ a ∈ R× or b ∈ R×. Irr(R) denotes the
set of irreducible elements.

(in other words, all divisors of π are associated to π).

Remark 2.4.5. Let p ∈ R \ {0}. p is a prime element if and only if (p) is a prime ideal.

Proof. (⇒) Assume p is a prime element. By de�nition, p is not a unit, so (p) ⊊ R. Let xy ∈ (p).
Then p | xy. Since p is prime, p | x or p | y, which implies x ∈ (p) or y ∈ (p). Thus, (p) is a
prime ideal.

(⇐) Assume (p) is a prime ideal. By de�nition of prime ideals, (p) ⊊ R, so p is not a unit.

Suppose p | xy. Then xy ∈ (p). Since (p) is prime, x ∈ (p) or y ∈ (p), which implies p | x or

p | y. Thus, p is a prime element.

Lemma 2.4.6. Let π ∈ R be a prime element. Then, π is irreducible.

Proof. Let a, b ∈ R such that π = a · b. Since π is prime, assume without loss of generality that

π | a, so a = qπ, q ∈ R. Then,

π = a · b = qπ · b = (qb)π =⇒ qb = 1 =⇒ b ∈ R×,

so π is irreducible.

Example 2.4.7. In �elds, there are no irreducible or prime elements.

2.4.1 Divisibility in Principal Ideal Domains

In the following, let R be a principal ideal domain.

Lemma 2.4.8. Let (an)n∈N a sequence in R such that for all n ≥ 1, an | an−1. Then, ∃n0 ∈
N ∀n ≥ n0 : an ∼ass an0 .

Proof. We can reformulate the condition by

(a0) ⊆ (a1) ⊆ (a2) ⊆ . . . .

Consider I =
⋃
n∈N(an). It is easy to see that I is an ideal. Since R is a principal ideal domain,

there must be a ∈ R such that I = (a). Since a ∈ I =
⋃
n∈N(an), there must be an index n0 ∈ N

such that a ∈ (an0) (which implies (a) ⊆ (an0)), so for all k ≥ n0:

(an0) ⊆ (ak) ⊆
⋃
n∈N

(an) = I = (a) ⊆ (an0),

so ∀k ≥ n0 : (ak) = (an0), which is equivalent to ak ∼ass an0 .

Corollary 2.4.9. Every non-zero, non-unit element a ∈ R has at least one irreducible divisor.

Proof. We construct a sequence of divisors (an) with a0 = a. As long as an is reducible, we write
an = an+1bn+1 with non-units an+1, bn+1. This yields a sequence where an+1 | an for all n. By
the lemma, there exists n0 such that for all n ≥ n0, an ∼ass an0 . In particular, an0+1 ∼ass an0 ,

which implies an0+1 = u · an0 for a unit u. This means the factorisation step an0 = an0+1bn0+1

did not split an0 into non-units, so the process must have terminated. Thus, the element an0 is

irreducible.

45



Corollary 2.4.10. Let a ∈ R \ {0}, a /∈ R×. Then, there are irreducible π1, . . . , πn(n ≥ 1) such
that a =

∏n
i=1 πi.

Proof. Let a0 = a. We recursively construct a sequence of divisors. If ak is a unit, the process

terminates. If ak is not a unit, by Corollary 1, there exists an irreducible πk+1 such that

ak = πk+1ak+1. This yields a sequence where ak+1 | ak for all k. By the previous lemma, there

exists n0 such that for all k ≥ n0, ak+1 ∼ass ak. The condition ak+1 ∼ass ak implies ak = u ·ak+1

for a unit u. Substituting this into ak = πk+1ak+1, we see that πk+1 must be a unit. Since πk+1 is

irreducible (and thus a non-unit), the sequence cannot continue beyond index n0. Therefore, the
sequence terminates at some an which is a unit, yielding the factorisation a = π1 · · ·πn · u.

Remark 2.4.11. If R is an euclidean domain such as Z or K[x] (where K is a �eld), the

existence of factorisation can be proven more directly using the Euclidean norm, without relying

on the abstract lemma.

Proof. Let R be a Euclidean domain equipped with a norm N : R \ {0} → N.
For R = Z, let N(a) = |a|.
For R = K[X], let N(f) = deg f .
These norms satisfy the property: if b | a and a

b is not a unit, then N(b) < N(a).
Let a ∈ R be a non-zero, non-unit element. If a is reducible, we can write a = a1b1 where

a1, b1 are non-units. By the norm property, N(a1) < N(a). If a1 is reducible, we write a1 = a2b2
with N(a2) < N(a1). We repeat this process to obtain a sequence of divisors a, a1, a2, . . . with
strictly decreasing norms:

N(a) > N(a1) > N(a2) > . . .

Since N(x) ∈ N, such a strictly decreasing sequence of natural numbers cannot be in�nite. The

process must terminate at some element ak which is irreducible.

Corollary 2.4.12. Let a ∈ R \ {0}, a /∈ R×. Then, there are irreducible π1, . . . , πn(n ≥ 1) such
that a =

∏n
i=1 πi.

De�nition 2.4.13. Let R be a general integral domain, a, b ∈ R \ {0}. d ∈ R is called the

greatest common divisor (gcd) of a and b if

1. d | a and d | b

2. ∀x ∈ R : x | a and x | b =⇒ x | d

We denote d by gcd(a, b).

m ∈ R is called the least common multiple (lcm) of a and b if

1. a | m and b | m

2. ∀x ∈ R : a | x and b | x =⇒ m | x

We denote m by lcm(a, b).

Remark 2.4.14. 1. Note that in general, a gcd may not exist.

2. If a gcd exists, it is unique up to multiplication by a unit of R.

Proof. If d, d′ are both gcd's of a and b, we have that d | d′ and d′ | d, so (a) = (b), which
means that a and b are associated.

Theorem 2.4.15. Let a, b ∈ R \ {0}. Then, d = gcd(a, b) exists and (d) = (a, b).
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Proof. Since R is a PID, we can write (a, b) = (d) for some d ∈ R. It follows that a ∈ (d), b ∈ (d),
so d | a, d | b, so d is a common divisor of a and b. Now, let d′ be another common divisor of a
and b. Then, a ∈ (d′) and b ∈ (d′), so

(a, b) ⊆ (d′) ⇐⇒ (d) ⊆ (d′) ⇐⇒ d′ | d,

so d is the greatest common divisor of a and b.

Because in particular d ∈ (a, b), d must be a linear combination of a and b with coe�cients

in R. We obtain the following result:

Corollary 2.4.16 (Bézout formula). For a, b ∈ R \ {0} there are u, v ∈ R such that gcd(a, b) =
ua+ vb.

Remark 2.4.17. Let a, b ∈ R.

1. If d ∈ R is a linear combination and common divisor of a and b, it must be the gcd.
Indeed: If d′ is a common divisor of a and b, it must divide any linear combination, so

d′ | d.

2. One says that a and b are coprime if gcd(a, b) = 1. (This is equivalent to ∃u, v ∈ R :
ua+ vb = 1)

3. Rass denotes the set of equivalence classes of the relation ∼ass. The relation on Rass de�ned

by ā ≤ b̄ ⇐⇒ a | b is a partial order.

Proof. First, we verify that the relation is well-de�ned. Let a′ ∈ ā and b′ ∈ b̄. Then

a′ = ua and b′ = vb for some units u, v ∈ R×.

a | b ⇐⇒ b = ka ⇐⇒ v−1b′ = ku−1a′ ⇐⇒ b′ = (vku−1)a′ ⇐⇒ a′ | b′.

(a) Re�exivity: For any a ∈ R, we have a = 1 · a, so a | a. Thus ā ≤ ā.

(b) Antisymmetry: Suppose ā ≤ b̄ and b̄ ≤ ā. Then a | b and b | a, so a ∼ass b ⇐⇒ ā = b̄.

(c) Transitivity: Suppose ā ≤ b̄ and b̄ ≤ c̄. Then a | b and b | c, meaning b = xa and

c = yb for some x, y ∈ R. Substituting, we get c = y(xa) = (yx)a, so a | c. Thus

ā ≤ c̄.

Theorem 2.4.18. Let R be a PID, π ∈ R \ {0}, π /∈ R×. Then, the following conditions are

equivalent:

1. π is a prime element

2. π is irreducible

3. R/(π) is an integral domain

4. R/(π) is a �eld

Proof. We have already shown 1. =⇒ 2. and 4. =⇒ 3. =⇒ 1. is clear, so only 2. =⇒ 4. is
left to show.

Assume π is irreducible. Let α ∈ (R/(π)) \ {0}, which implies α ∈ R and α /∈ (π). Consider the
ideal generated by π and α:

(π) ⊂ (π, α) ⊆ R
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Since R is a PID, there exists δ ∈ R such that (δ) = (π, α). Note that δ is a gcd of π and α.
Since (π) ⊂ (δ), we have δ | π. Because π is irreducible, δ must be either a unit or associated to

π.
Since α ∈ (δ) but α /∈ (π), we have (δ) ̸= (π), so δ cannot be associated to π. Therefore, δ

is a unit, and (π, α) = (δ) = R. By Bézout's lemma, there exist µ, ν ∈ R such that:

1 = µπ + να

Projecting this equation into the quotient R/(π), we get:

1 = µπ + να = να

Thus, every non-zero element α has an inverse ν, so R/(π) is a �eld.

Remark 2.4.19. In particular, nonzero prime ideals are always maximal in PIDs.

2.4.2 Unique Factorisation Domains

De�nition 2.4.20. An integral domain R is called a factorial ring or unique factorisation

domain (UFD) if for all a ∈ R \ {0} and a /∈ R×:

∃r ≥ 1, ∃(π1, . . . , πr) ∈ P(R)r such that a =

r∏
i=1

πi

Remark 2.4.21. We have proven that in principal ideal domains, all nonzero elements can be

factored into irreducible elements and that all irreducible elements are prime, so all PIDs are

factorial rings.

Lemma 2.4.22. Let R be a factorial ring, π ∈ R. Then, π ∈ P(R) ⇐⇒ π ∈ Irr(R).

Proof. We have already shown ( =⇒ ). Let π ∈ Irr(R). Since R is a factorial ring, we can write

π = π1 . . . πr, ∀i ∈ {1, . . . , r} : πi ∈ P(R),

so in particular, for all i, πi /∈ R×. Since π is irreducible, r must be 1, so

π = π1 ∈ P(R)

Remark 2.4.23. We denote by P(R)ass := {r̄ ∈ Rass | r ∈ P(R)} and by (πα)α∈P(R)ass a set

of representatives of prime elements in R. We can canonically de�ne such a set as e.g. the

prime numbers in Z or the monic irreducible polynomials in K[x], but for general rings, this
requires the axiom of choice.

Theorem 2.4.24. Let R be a UFD and let (πα)α be a set of representatives of prime elements.

For all a ∈ R \ {0}, there exists a unique family (nα)α, with nα ∈ N and nα = 0 for almost all

α, and a unique unit u ∈ R× such that

a = u ·
∏
α

πnα
α .

Remark 2.4.25. We can reformulate the result as follows: the set of non-zero association

classes Rass \ {0} is a commutative monoid under multiplication. Speci�cally, Rass \ {0} is a free
commutative monoid on the set of prime association classes P (R)ass.
(Monoid =⇒ Existence of factorisation, Free =⇒ Uniqueness of factorisation)

(Note: The free monoid on a set of n elements is isomorphic to Nn).
If K = Frac(R) is the fraction �eld of R, then the quotient group K×/R× is the free abelian

group on the set P (R)ass via the inclusion:

P (R)ass ⊂ K×/R×, π̄ 7−→ (π̄).
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Lemma 2.4.26. Let R be an integral domain. Let r ≥ 1, s ≥ 1 and let p1, . . . , pr ∈ P (R) and
q1, . . . , qs ∈ P (R) be prime elements.

If

p1 · · · pr = q1 · · · qs in R,

then r = s, and there exists a permutation σ ∈ Sr such that for all i, pi and qσ(i) are associated.

Proof. We proceed by induction on r.
If r = 1, we have p1 = q1 . . . qs. Since p1 is in particular irreducible, we can assume that q2, . . . , qs
are invertible, so p1 and q1 are associated.
If r ≥ 2, Consider the equality:

p1 · · · pr = q1 · · · qs.

Since pr divides the left of the equation, we have pr | q1 · · · qs. By the de�nition of a prime

element, pr must divide at least one factor on the right. Thus, there exists an index j ∈ {1, . . . , s}
such that pr | qj .

Since qj is irreducible, pr and qj must be associated. Thus, qj = u · pr for some unit u ∈ R×.
Substituting this into the original equation and cancelling pr (valid since R is an integral

domain), we obtain:

p1 · · · pr−1 = u · q1 · · · q̂j · · · qs.

Absorbing the unit u into one of the remaining factors on the right (e.g., let q′1 = uq1), we have
a product of r − 1 primes on the left equal to a product of s− 1 primes on the right, so we can

apply the inductive hypothesis, completing the proof.

Proof of the theorem. Existence: Follows from the fact that R is a UFD, allowing any non-zero

non-unit to be written as a �nite product of irreducibles. We collect associated primes into the

representatives πα and combine the units into u.
Uniqueness: Suppose a has two such representations:

a = u ·
∏
α

πnα
α = v ·

∏
α

πmα
α .

Expanding these powers into linear products of primes, we apply the Lemma. The Lemma

guarantees that the prime factors on the left and right are identical up to permutation and

association.

Since (πα)α is a set of distinct representatives (i.e., no two distinct πα are associated), the

association of factors implies strictly that nα = mα for all α. Cancelling the prime powers from

both sides yields u = v.

Remark 2.4.27. 1. Let R be a UFD and let (πα)α be a set of representatives of prime

elements. Consider a, b ∈ R \ {0} with factorisations:

a = u ·
∏
α

πnα
α , b = v ·

∏
α

πmα
α , (u, v ∈ R×).

It follows that:

(a) a | b ⇐⇒ ∀α, nα ≤ mα.

(b) The greatest common divisor exists and is given (up to association) by:

gcd(a, b) ∼
∏
α

πmin(nα,mα)
α .

(c) The least common multiple exists and is given by:

lcm(a, b) ∼
∏
α

πmax(nα,mα)
α .
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(d) From the above, we obtain the identity:

gcd(a, b) · lcm(a, b) ∼ a · b.

(e) a and b are coprime if and only if for all α, min(nα,mα) = 0.

Note: One may de�ne the gcd of multiple elements (a1, . . . , an) ∈ (R \ {0})n recursively:

gcd(a1, . . . , an) = gcd(a1, gcd(a2, . . . , an)).

2. Gauss's Lemma I: Let R be a factorial ring, a, b, c ∈ R \{0}. If a | bc and a, c are coprime,

then a | b.

3. Let K be a �eld and let P ∈ K[x]. If degP ≤ 3, then:

P is irreducible ⇐⇒ RP (K) = ∅,

Proof. (⇒) If RP (K) ̸= ∅, P has a root α and factorizes as (X − α)Q, so it is reducible.

(⇐) If P is reducible, P = A · B with degA, degB ≥ 1. Since degP ≤ 3, necessarily one

factor must have degree 1 (as 2 + 2 = 4 > 3). A degree 1 factor implies the existence of a

root.

Consider (X2 + 1)2 in R[x]. It has no roots in R (RP (R) = ∅) but is clearly reducible.

2.4.3 Polynomial Rings over UFDs

To conclude this chapter, we prove that the polynomial ring over a UFD is a UFD itself. We

begin with the following

Observation: If A is an integral domain, Aass
∼= Prin(A) via the map ā 7→ (a), where Prin(A)

denotes the set of principal ideals in A. Also note that the product of equivalence classes maps

to the ideal product.

Proof. Let Φ be the map de�ned above. We construct the inverse map Ψ : Prin(A) → Aass. Let

I ∈ Prin(A) be a principal ideal. Choose a generator x such that I = (x), and de�ne Ψ(I) = x̄.
Suppose I has two di�erent generators, I = (x) = (y). Then x | y and y | x. Since A is a

domain, this implies x = uy for some unit u ∈ A× (i.e., x ∼ass y). Thus x̄ = ȳ in Aass, so the

map is well-de�ned and is clearly the left and right inverse to Φ.

Recall that For all a, b ∈ A:
(a) = (b) ⇐⇒ a ∼ass b

a | b ⇐⇒ (b) ⊆ (a)

. Thus, we can easily see:

Lemma 2.4.28. Let a, b ∈ R, where R is a UFD. Then gcd(a, b) ∈ Rass. It is sup((a), (b)) ∈
(Prin(A), ⊆), where in a poset (S,≤), for a, b ∈ S:

sup(a, b) = min{c ∈ S | a ≤ c and b ≤ c}

Remark 2.4.29. 1. In general, (a) + (b) ⊊ (gcd(a, b)) (unless R is a PID).

2. For (a1, . . . , an) ∈ Rn, we may de�ne gcd(a1, . . . , an) = sup((a1), . . . , (an)) (if R is a UFD).

De�nition 2.4.30. Let R be a UFD, P ∈ R[X] \ {0}. P =
∑n

i=0 aiX
i, an ̸= 0 is called

primitive if gcd(a1, . . . , an) = 1.
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Remark 2.4.31. This means that no prime element in R divides all coe�cients of P .

Example 2.4.32. 1. Monic polynomials are primitive.

2. In Z[X], 2X + 3 is primitive.

Lemma 2.4.33 (Gauss' Lemma II). Let R be a UFD and let P,Q ∈ R[X] be primitive poly-

nomials. Then their product P ·Q is also primitive.

Proof. Suppose P ·Q is not primitive. Then there exists an irreducible element π ∈ Irr(R) such
that π divides all the coe�cients of P ·Q. (This is equivalent to saying π | (P ·Q) in R[X].)

Consider the reduction homomorphism modulo π:

Φ : R[X] → (R/(π))[X], A 7→ A

Recall that for any A ∈ R[X], π | A ⇐⇒ A = 0 in (R/(π))[X].
Our assumption π | (P ·Q) implies:

P ·Q = P ·Q = 0 in (R/(π))[X]

Since π is irreducible in a UFD, the ideal (π) is prime. Therefore, the quotient ring R/(π)
is an integral domain, so the polynomial ring R/(π)[X] is also an integral domain.

Since P ·Q = 0 in an integral domain, we must have:

P = 0 ∨ Q = 0,

So either P or Q is not primitive.

Remark 2.4.34. In a UFD R, generally, R/(π), π ∈ P(R) is an integral domain but not a �eld.

Lemma 2.4.35. Let R be a UFD, K = Frac(R). Recall that we consider R ⊂ K. Let

P ∈ K[X] \ {0}.
Then there exist c0 ∈ K \ {0} and P0 ∈ R[X] primitive, such that:

P = c0P0

Furthermore, this decomposition is unique up to a unit in R. That is, if P = c1P1 is another

such decomposition, then there exists u ∈ R× such that:

c1 = uc0 and P1 = u−1P0

Proof. Existence. Write P using a common denominator:

P =
n∑
i=0

ai
bi
Xi, ai ∈ R, bi ∈ R \ {0}

=
1∏
j bj

(
n∑
i=0

a′iX
i

)
, where a′i =

∏
j ̸=i

bj

 ai ∈ R

Let d = gcd(a′0, . . . , a
′
n) inside R. Then we can write:

P =
d∏
j bj

· P0, where P0 =

n∑
i=0

a′i
d
Xi ∈ R[X]
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Clearly, gcd(
a′0
d , . . . ,

a′n
d ) = 1, so P0 is primitive.

Uniqueness. Suppose c0P0 = c1P1 = P is another decomposition. (In particular, c0c1P0 = P1).

Let (πα) be a family of representatives of primes in R. Since R is a UFD, we can factor the

fraction in K:
c0
c1

= u ·
∏

πnα
α , nα ∈ Z, u ∈ R×

The equality c0
c1
P0 = P1 becomes:

u ·
∏
nα>0

πnα
α · P0 =

∏
nα<0

π−nα
α · P1

If there is some nα < 0 (for some �xed α), then πα divides the right hand side. By Gauss'

Lemma I, since πα is prime, it must divide the product on the left. However, πα does not divide

the primes with positive exponents (since πα ≁ass πβ for distinct indices), so πα must divide P0.

This implies πα divides all coe�cients of P0, which is a contradiction because P0 is primitive.

Thus, for all α, we must have nα = 0 (and symmetrically nα ≯ 0) =⇒ c0
c1

= u ∈ R×.

Remark 2.4.36. 1. Similarly, c1c0 ∈ R×, and P1 =
(
c1
c0

)
· P0.

2. c0, up to multiplication by a unit, is called the content of P . P0 is called the primitive

part.

3. Let P ∈ K[X] \ {0}, with P = c0P0 where P0 is primitive and c0 ∈ K \ {0}. Of course,

P ∈ R[X] ⇐⇒ c0 ∈ R \ {0}.

4. Gauss' Lemma II implies that the content of a product P ·Q is the product of the contents.

Proof. Write P = c0P0 and Q = d0Q0. Then P · Q = (c0d0) · (P0Q0). Since P0, Q0 are

primitive, their product P0Q0 is primitive (by the lemma). Thus, the content of PQ is

indeed c0d0 (up to units).

Theorem 2.4.37. Let R be a UFD. Then, the polynomial ring R[X] is a UFD.

Proof. Let K = Frac(R). We de�ne two sets of elements in R[X] and show they act as the

prime elements.

1. Let S1 := P(R) be the set of prime elements of R. Let π ∈ S1. Then π is a prime element

in R[X].

Indeed: If π | PQ in R[X], we must show π | P or π | Q. Recalling the reduction map

modulo π, we have:

π | PQ ⇐⇒ PQ = P ·Q = 0 in (R/(π))[X]

Since π is prime in R, the quotient R/(π) is an integral domain. This implies (R/(π))[X]
is also an integral domain. Therefore, P ·Q = 0 =⇒ P = 0 or Q = 0. This corresponds
to π | P or π | Q in R[X].

2. Let S2 := {P ∈ R[X] | P primitive and irreducible in K[X]}. (Note that irreducibility in

K[X] implies deg(P ) ≥ 1). Let P ∈ S2. Then P is a prime element in R[X].

Indeed: Let P | QS where Q,S ∈ R[X]. Then clearly P | QS in K[X]. Since K is a

�eld, K[X] is a Euclidean domain (hence a UFD), so irreducible elements are prime. Thus

P ∈ P(K[X]), so P | Q or P | S in K[X]. Assume without loss of generality that P | Q
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in K[X]. Then Q = PQ1 for some Q1 ∈ K[X]. By the previous Lemma, we can write

Q1 = cQ2 with c ∈ K \ {0} and Q2 ∈ R[X] primitive. Substituting this back:

Q = P · c ·Q2 = c(PQ2)

Since P and Q2 are primitive, their product PQ2 is primitive (by Gauss' Lemma). Com-

paring contents, we must have c ∈ R (up to a unit). Therefore Q1 = cQ2 ∈ R[X], which
implies P | Q in R[X].

We can now show the existence of the factorisation. Let P ∈ R[X] \ {0}. We show P is a

product of elements from S1 and S2. View P as an element of K[X]. Since K[X] is a UFD, we
have a factorisation into irreducibles in K[X]:

P = Q1 · · ·Qr, where Qi ∈ K[X] are irreducible.

By the previous Lemma, for each i, we can write Qi = ciQ̃i, where ci ∈ K and Q̃i ∈ R[X] is
primitive. Note that Q̃i is associated to Qi in K[X], so it is still irreducible in K[X]. Thus

Q̃i ∈ S2. Now we have:

P =

(
r∏
i=1

ci

)
Q̃1 · · · Q̃r

Let C =
∏
ci. Since P ∈ R[X] and the product

∏
Q̃i is primitive (Gauss' Lemma), the scalar

C must actually be in R \ {0}. Since R is a UFD, we can factor C into primes of R:

C = u · π1 · · ·πk, where πj ∈ S1

Thus, P is a product of primes from S1 and S2.

Remark 2.4.38. The prime elements in R[X] are exactly the elements of S1 ∪S2 (up to multi-

plication by units in R), since we proved that any non-zero polynomial P admits a factorisation

P = u · (π1 · · ·πk) · (Q1 · · ·Qm)

where u is a unit, πi ∈ S1, and Qj ∈ S2. If P is itself an irreducible (prime) element, it cannot

be decomposed into a product of two or more non-units. Therefore, exactly one factor in the

list above must be non-unit, and all others must be units. This forces P to be associated either

to a single π1 (case m = 0) or to a single Q1 (case k = 0).

Theorem 2.4.39 (Eisenstein Criterion). Let R be a UFD and P ∈ R[X] be given by P =∑n
i=0 aiX

i with n ≥ 1 and an ̸= 0. If there is a prime π ∈ P(R) such that

1. π ∤ an.

2. For all i ∈ {0, . . . , n− 1}, π | ai. (This is equivalent to saying P = anX
n in (R/(π))[X]).

3. π2 ∤ a0.

Then P is irreducible in Frac(R)[X] (and irreducible in R[X] if P is also primitive).

Proof. Suppose P is reducible in K[X] (where K = Frac(R)). That is, P = QS with Q,S ∈
K[X] and degQ, degS ≥ 1.

Using the contents (or the previous Lemma), we can clear denominators to �nd polynomials

in R[X]. Speci�cally, writing Q = c(Q)Q0 and S = c(S)S0 where Q0, S0 are primitive in R[X],
we get:

P = (c(Q)c(S))Q0S0 =⇒ P = λQ0S0
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for some scalar λ ∈ R (since P ∈ R[X]). We can absorb the scalar into one of the factors, say

Q̃ = λQ0. Thus we may assume P = Q̃S0 in R[X] with degQ̃, degS0 ≥ 1.
Now, consider the reduction modulo π:

anX
n = P = Q̃ · S0 ∈ (R/(π))[X]

Since π ∤ an, we have an ̸= 0. Since π is prime, R/(π) is an integral domain, so factorisation

of monomials is unique. Therefore, the factors Q̃ and S0 must be monomials of the form:

Q̃ = uXm, S0 = vX l

where m+ l = n, and u, v are units in R/(π).
Because deg(Q̃) + deg(S0) = n, the degrees of the reductions must match the degrees of

the original polynomials (i.e., the leading coe�cients were not killed by π). If we assume P is

reducible, then m = deg Q̃ ≥ 1 and l = degS0 ≥ 1.

Consequently, the constant terms of Q̃ and S0 must be 0 (since m, l ≥ 1). This means π
divides the constant coe�cient of Q̃ and π divides the constant coe�cient of S0.

Let q0 and s0 be these constant coe�cients. Since a0 = q0s0, and π | q0 and π | s0, it follows
that:

π2 | a0
This contradicts assumption 3. Thus, P must be irreducible.
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3 Field Extensions

In the following, let K and L be �elds.

3.1 Generalities

De�nition 3.1.1. Let A be a commutative ring. An A-algebra is a pair (R,φ) consisting of a
ring R and a ring homomorphism φ : A→ R such that the image of A is contained in the center

of R:
φ(A) ⊆ Z(R)

(i.e., ∀a ∈ A, x ∈ R : φ(a) · x = x · φ(a)).
A homomorphism of A-algebras between (R,φ) and (S, ψ) is a ring homomorphism f :

R→ S such that f ◦ φ = ψ.

Remark 3.1.2. 1. The homomorphism φ de�nes a scalar multiplication A × R → R given

by (a, x) 7→ φ(a)x. This gives R the structure of an A-module.

2. The condition f ◦ φ = ψ is equivalent to requiring that f is A-linear.

Note that in the case where A ⊆ R and A ⊆ S are subrings, this is precisely the requirement

that f |A = idA.

3. Let A be a commutative K-algebra and let u ∈ A be any element. We can formally justify

evaluating a polynomial at an element u ∈ A by considering the obvious map

Φu : K[X] → A,
n∑
i=0

aiX
i 7→

n∑
i=0

aiu
i.

And writing Φu(P ) =: P (u).

De�nition 3.1.3. A �eld extension is a ring homomorphism ι : K → L.
Note that we have shown that ι must be injective since we are mapping out of a �eld. Thus,

we usually consider K as a sub�eld of L and denote ι by K ⊂ L.
Clearly L is a K-algebra, so L is a K-vector space. [L : K] =: dimK L is called the degree

of the extension.

An extension K → L is called �nite if [L : K] <∞, and in�nite otherwise.

Example 3.1.4. 1. Given a �eld M , if K ⊂ L and L ⊂ M are �eld extensions, then the

composite inclusion K ⊂M is also a �eld extension.

2. We have the chain of inclusions Q ⊂ R ⊂ C.
The extension C/R is �nite. Since {1, i} is a basis, we have [C : R] = 2.
The extension R/Q is in�nite. This can be seen as {√p | p ∈ P(Z)} is an in�nite linearly

independent set over Q.

3. Let K be a �eld. Consider the polynomial ring K[X] and its �eld of fractions (rational

functions) K(X) = Frac(K[X]). By 1., the inclusion K ⊂ K(X) de�nes a �eld extension.

This extension is in�nite, as the elements {1, X,X2, . . . } form a linearly independent set

over K.

4. Let P ∈ K[X] be a monic irreducible polynomial. (It follows that degP ≥ 1.)

The quotient ring L = K[X]/(P ) is a �eld (since (P ) is a prime ideal and K[X] is a PID).

{1, α, . . . , αdeg(P )−1} is a basis of L over K, so:

[K[X]/(P ) : K] = deg(P )
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Example 3.1.5. Let P (X) =
∑n

i=0 aiX
i be a polynomial in K[X]. Consider the quotient ring

L = K[X]/(P ) and let α = X̄ be the equivalence class of X in L.
We calculate P (α) by substituting α into the expression for P :

P (α) =

n∑
i=0

ai(α)
i =

n∑
i=0

ai(X̄)i =

n∑
i=0

aiXi =

n∑
i=0

aiXi = P (X).

Inside the quotient L, the element P (X) is 0 (since P (X) ∈ (P )).

De�nition 3.1.6. Observe that for any ring R, there is a canonical morphism of rings

ψR : Z → R, n 7→
n∑
i=1

1R.

We de�ne the characteristic of a �eld K, denoted charK using the map ψK as follows:

1. If ψK is injective, charK := 0.

2. If ψK is not injective, its kernel is a proper ideal of Z. Since Z is a PID, it is generated by

a unique positive integer p ∈ Z. We set charK := p.

Remark 3.1.7. 1. If ψK : Z → K is injective, by the universal property of the fraction �eld,

ψK factors through Frac(Z) = Q. Since Q is a �eld, we can consider Q ⊆ K.

2. If ψK is not injective, we have Z/kerψK ∼= imψK . Since K is particularly an integral

domain, the subring imψK is an integral domain, so ker ψK is a prime ideal, so its generator

p is in P(Z). Since p > 0, p is a prime number.

Lemma 3.1.8. Let ι : K → L be a �eld extension. Then, charK = charL.

Proof. Consider the canonical ring homomorphisms ψK : Z → K and ψL : Z → L. Note that

ψL(n) = n · 1L = n · ι(1K) = ι(n · 1K) = ι(ψK(n)).

Since K is a �eld, ι is injective. Thus:

n ∈ ker(ψL) ⇐⇒ ι(ψK(n)) = 0L ⇐⇒ ψK(n) = 0K ⇐⇒ n ∈ ker(ψK)

Therefore, ker(ψL) = ker(ψK) and thus charK = charL.

Example 3.1.9. 1. charQ = charR = charC = charC[X] = 0.

2. Consider the �nite �eld Fp (which has p elements). Let P ∈ Fp[X] be a monic, irreducible

polynomial. Then the quotient L = Fp[X]/(P ) is a �eld extension of Fp.
We can conclude:

char(L) = char(Fp) = p

Note: This extension L is a �nite �eld with pdeg(P ) elements, since L is an Fp-vector space
and thus isomorphic to FdegP

p .
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3.2 Transcendental and Algebraic Elements

De�nition 3.2.1. Let A be a commutative K-algebra and let x ∈ A. Consider the evaluation
homomorphism:

evx : K[X] → A, P 7→ P (x)

1. If evx is injective, x is called transcendental over K.

2. If evx is not injective, then ker(evx) ̸= {0}. Since K[X] is a PID, this kernel is generated

by a unique monic polynomial Px ∈ K[X]:

ker(evx) = (Px)

In this case, x is called algebraic over K, and Px is called the minimal polynomial of

x over K.

Example 3.2.2. 1. If A is a �eld, it is now easy to see that Px is irreducible in K[X].

2. Consider Q → C. Let P = X2 − 1 ∈ Q[X] Then,
√
2 ∈ C is a root of P , so P ∈ ker ev√2.

Thus,
√
2 is algebraic.

More generally, if there is a monic P ∈ Q[X] with root z ∈ C, z is algebraic over Q.

3. Let K → L be a �nite extension. Then, all x ∈ L are algebraic.

Indeed: evx : K[X] → L is particularly K-linear and dimK(K[X]) = ∞ > dimK(L), so
evx cannot be injective.

Lemma 3.2.3. Let x ∈ L and let φx ∈ EndK(L) be the multiplication map y 7→ xy. For any
polynomial P ∈ K[X], we have P (φx) = φP (x).

Proof. Since EndK(L) is aK-algebra, the expression P (φx) is well-de�ned. Let P (X) =
∑
aiX

i.

Using the linearity of the map assignment z 7→ φz and the fact that (φx)
i = φxi :

P (φx) =
∑

aiφ
i
x =

∑
aiφxi = φ∑

aixi = φP (x)

Consequence: P (φx) = 0 ⇐⇒ P (x) = 0. Thus, the minimal polynomial of the element x is

exactly the minimal polynomial of the linear operator φx.

De�nition 3.2.4. Let K → L be a �eld extension, (xi)i∈I a family of elements in L.
The sub-K-algebra generated by (xi)i∈I , denoted K[(xi)i∈I ], is the smallest subring of L

containing both K and all elements xi.
Explicitly, it consists of all polynomial expressions in the xi's with coe�cients in K:

K[(xi)i∈I ] = {P (xi1 , . . . , xir) | {i1, . . . , ir} ⊆ I, P ∈ K[X1, . . . , Xr]}

Note that K[(xi)i∈I ] is generally only an integral domain. We denote its �eld of fractions by

K((xi)i∈I).
Clearly, there is an embeddingK[(xi)i∈I ] ↪→ L, so the embedding factors throughK((xi)i∈I).

Thus, K((xi)i∈I) ⊆ L.

Example 3.2.5. Let K ⊂ L be a �eld extension and let x ∈ L.
The K-algebra K[x] is precisely the image of the evaluation homomorphism:

im(evx) = {P (x) | P ∈ K[X]} = K[x] ⊂ L

If x is algebraic over K with minimal polynomial Px, there is an isomorphism:

K[X]/(Px)
∼=−→ im(evx) = K[x]

Since Px is irreducible, the quotient K[X]/(Px) is a �eld. Consequently, the subring K[x] is
a sub�eld of L. Moreover, K → K[X] is a �nite extension since K[X]/(Px) is clearly �nite-

dimensional and isomorphic to K[x].
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3.3 Algebraic Extensions

De�nition 3.3.1. Let K → L be a �eld extension. It is called algebraic if all x ∈ L are

algebraic over K.

Example 3.3.2. 1. Finite �eld extensions are algebraic.

2. Q ⊂ R is not algebraic: for instance e, π ∈ R are transcendental over Q.
(Lindemann-Weierstrass-Theorem)

Lemma 3.3.3. Let K → L be a �eld extension, x1, . . . , xn ∈ L.
If for all i, xi is algebraic over K, the sub-K-algebra K[x1, . . . , xn] ⊆ L is a sub�eld and

dimK(K[x1, . . . , xn]) ≤ ∞.

Proof. We proceed by induction on n. We have already shown the claim for n = 1.
If n ≥ 2, let F = K[x1, . . . , xn−1]. We can assume that F is a �eld and [F : K] <∞.

Now considerK[x1, . . . , xn] = F [xn]. Since xn is algebraic overK, there is a nonzero minimal

polynomial Pxn ∈ K[X]. Since K ⊂ F , we have Pxn ∈ F [X], so xn is also algebraic over F .
By the base case logic (applied to the extension over F ), F [xn] is a �eld and [F [xn] : F ] <∞.

Using the fact that for �nite extensions A→ B → C, [C : A] = [C : B][B : A] (proof: exercise),

[(K[x1, . . . , xn] =)F [xn] : K] = [F [xn] : F ] · [F : K].

Since both factors on the right are �nite, the total degree is �nite.
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