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p-calculus, its well-founded derivations and
its 8-models

Some central questions:

e Is there a cut-free (finite), sound and complete formalization of
the modal p-calculus?

e Is there a cut-elimination procedure for the modal p-calculus?

e \What is the complexity of the model checking problem?
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The syntax of the modal p-calculus

Var: set of variables X,Y, Z,...

Lab: finite set of labels a,b,c,...

Formulas (A, B,C,...):

el | T | X | ~X |
e (AVB) | (AAB) | (@A | [dA |

e (uLX)A | (WX)A (both for A positive in X)



The semantics of the modal p-calculus

A p-structure 91 consists of

e a non-empty set M|, the universe of 9N,
e M(X) C M| for all X from Var

e NM(a) C M| x |M| for all a from Lab

For S C 9|: IM[Z:=S] is the p-structure which maps Z to S and
otherwise agrees with 1.



Definition of the value ||A|lsgy of the pu-formula A:

[Lllgn == 0
ITllon =[]
[ Xl = 9M(X)
[~Xllgm = |90\ 9(X)
AV Bllgn = [[Allgn U [[Bllon
[AABllgn = [[Allan 0 [[Bllon
[{a)Bllan = {s: (@)((s,t) € M(a) &t € ||Blgn}
lla]Bllogp = {s: (vt)((s,t) € M(a) = t < |Bllon}



I(eX)Allgn = (WS C 1M : [[Allgnx:=s) C S}

I@X)Allgn = (S C M| S C | Allanpx:=s1}

For all X-positive A, the operator & 4, depending on I,

® 4 Pow(|9) — Pow(|M)), P A(S) = [ Allopix:=9)

IS monotone.

Remark 1 Independent of 9, the least and greatest fixed point terms
(uX)A and (¢vX)A are interpreted as the real least and greatest fixed
points, respectively.



Definition 2

1. A formula A is called p-valid if we have |9 C ||Allgp for every
p-structure 9N; in this case we write u = A.

2. A formula A is called u-satisfiable if there exists a u-structure 9N
such that || A|lgn # 0.

Remark 3

1. There exists a natural and trivially sound Hilbert-style axiomati-
zation of the modal u-calculus due to D. Kozen.

2. According to a result of I. Walukiewicz it is also complete.

3. The completeness proof requires a complicated machinery: tree
automata, games, very technical syntactic reductions.



The infinitary calculus K, (u)

Extend the language to:

el | T | X | ~X |
e (AVB) | (AAB) | (@B | [aB |
e (uLX)A | wWX)A | (@(W"X)A (A positivein X, 0<n<w)

u-formulas are formulas without subformulas of the form (v X)B.

Reduction:

A~ = replace in A all subformulas (+"X)B by (vX)B
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Axioms of K, (u). For all finite formulas sets I and all variables X:

r, T | [, X, ~X

Logical rules of K, (ux). For all finite formula sets I', A, all labels a
and all formulas A, B:

r, A, B
rL AV B
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u-rules of K, (un). For all finite formula sets I and all X-positive
formulas A[X]:

M, Al(pX)A[X]]
r, (eX)A[X]

v-rules of K, (u). For all finite formula sets ' and all X-positive
formulas A[X]:

r, A[T]
M, (vV1X)A[X]

M, A[(V"X)A[X]]
M, (v H1X)A[X]

o0 (MX)A[X] ... (forall 0 < n < w)
r, (WX)A[X]
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Given a p-structure 9t and an X-positive formula A[X], the greatest
fixed point ¢gfp(A) of the operator

P4 1 Pow(|I]) — Pow(|M]), P 4(8) = |[Allgnix:=9)
IS approximated by setting

J§ = () I
B<a
Then: gfp(A) = NJT = N Jq
@ a<||All

Typically, the closure ordinal ||A|| of ® 4 is beyond w; hence there are
two problems with respect to K, (u):

e soundness of K, (u)

e completeness of K, (i)
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Measuring the complexities of formulas

For o = (01,...,0m) and 7 = (71,...,Th) We set:
OxT = (01,---,0m,T1y--->Tn)
{ (max(o1,71),...,Max(om, ™Tm), Tm+1,---,Tn) if m <mn,
ouUlT =
(max(o1,71),...,max(on, ™), 0pnt1,---,0m) ifn<m

strict lexicographical ordering of
<lexz =

finite sequences of ordinals

Remark 4 <, is a well-ordering on any set of sequences of bounded
lengths, though not a well-ordering in general.
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Definition 5 The rank rk(A) of a formula A is inductively defined by:

rk(A) = rk(~A) = (0) (A atomic)
rk(AV B) = rk(AAB) = (rk(A)Urk(B)) * (0)
rk({a)B) = rk([a]B) = rk(B) *{0)
rk((uX)A[X]) = rk(A[T]) = {0)
rk((vX)A[X]) = 7k(A[T]) * (w)
rk((V"X)A[X]) = 7k(A[T]) * (n)

In addition,

h(A) = Ih(rk(A)).
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Lemma 6 We have, e.qg.,
1. Ih(A) = Ih(A™),; rk(A) pointwise less than or equal to rk(A™).
2. th(A[(W"X)A[X]]) <jep R("TEX)A[X]) <oy R ((wX)A[X]).

Definition 7 The Fischer-Ladner closure FILL(D) of a pu-formula D is
inductively defined by:

e D cFL(D),

e (AVB) eFL(D) or (AANB) e FL(D) = A,BeTFL(D),
e (a)B e FL(D) or [a]B € FL(D) = B eFL(D),

e (WX)A[X] e FL(D) = A[T], Al(nX)A[X]] € FL(D),

o (WX)A[X] €FL(D) = A[T], A[(vX)A[X]] € FL(D).
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Definition 8 The strong closure SC(D) of a u-formula D is inductively
defined by:

e D c SC(D),

e (AvB)eSC(D) or (ANB) eSC(D) = A, BeSC(D),
e (a)B €SC(D) or [a]B€SC(D) = BeSC(D),

o (LX)A[X]eSC(D) = A[T],Al(pX)A[X]] € SC(D),

o (WX)A[X] eSC(D) = A[T],A[(W"X)A[X]] € SC(D),

o (W"TIX)A[X] €SC(D) = A[(Ww"X)A[X]] € SC(D),

o (WIX)A[X] eSC(D) = A[T]e SC(D).

17



Lemma 9 For any u-formula D:

AeSC(D) = A" eFL(D).

Lemma 10 If D is a p-formula, then the restriction of <, to the
set {rk(A) : A e SC(D)} is a well-ordering.
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Saturation

Definition 11 Let D be some u-formula. A finite subset I' of SC(D)
is called D-saturated if the following conditions are satisfied:

Kw(,u)%r
AvBel = Aecel and BeTl

ANBel = Ael or Bel
(LX)AIX] el = A[(pX)A[X]] €T
(WX)A[X] el = (WX)A[X] el forsome0<i<w
WTIX)A[X] e = A[W"X)A[X]] el
(WIX)A[X] el = A[T]erl
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Lemma 12 Let D be some u-formula. For every finite subset I of
SC(D) which is not provable in K, (u) there exists a finite subset A
of SC(D) which is D-saturated and contains I .

Definition 13 Let D be some u-formula. Then &p is the Kripke
structure which is defined by the following three conditions:

e |Gp| := collection of all D-saturated sets

e For any label a,

(F,A)eGpla) = (ILA)€E|Gpl? and {B:{(a)BeTl}C A.

e For any variable X,
Gp(X) = {lre|6p|: X &T }.
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Signed truth sets (similar to Streett and Emerson)

Fix a pu-formula D and a ¢ = (o1,...,0m) Of suitable length. Then
signed truth sets ||A||% are inductively defined as follows:

|LIE = 0 1T = |6p]

X[ = 6p(X) I~X[|H = M\ &p(X)
AV Bl = |4l U IBIp [AABlE = [Alp N [IBIF
Ka)Bllp = {: (BA)Y{T,A) € Spla) & A € ||B|p}
la]lBID = {F : (VA){T,A) € 6pla) = A €|B|p}
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For fixed point formulas: Given an X-positive formula A[X] we first
introduce the monotone operator

P41 Pow(|Gp|) — Pow(|&pl), Pa(S) = [A[S]IID.

Based on this & 4, we now set (o, associated to this fixed point)

[(X)AIXTG = 157"
|GPXAXTIG = (AT

1A ALXG AL X)) ALXTND

IX)AIXIG = () I@XDAX]F

<w
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Remark 14 For any pu-formula D there exist suitable o such that for
all A: ||Allg, € 14]%.

Lemma 15 (Truth lemma) Let D be some u-formula. Then for
all (suitable) sequences of ordinals o, all A from SC(D) and all D-
saturated subsets I' of SC(D) we have

Aellr = T ¢|A|D.

Theorem 16 (Truth theorem) Let D be some pu-formula and A
from SC(D). Then for all D-saturated subsets I of SC(D) we have

Ael = T ¢|Als,.
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Corollary 17 (Completeness) For all u-formulas A we have

pnEA = Ko(p) k- A
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Finitization of K, (u)

Let K<, (1) be the variant of K, (u) in which the infinitary rule

o, (WPX)ALX] ... forallO<n<w
I, (vX)A[X]

IS replaced by its finite version

T, WX)A[X] ... forall 0<n <, (vX)A[X])
r (v X)A[X]

Clearly: Ko(w)FA = Kcu(u)F A.
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Soundness of K<, () — and hence also of K, (u) — by:
e exploiting the small model property of the modal u-calculus or

e adapting a deductive system originally developed by Dax, Hofmann
and Lange for the linear time u-calculus and extended by Studer
to the full u-calclus and shown to be complete.

26



The simplified systems S and S,

Language of S:

Language of S,,:

language of modal logic (without u, v) plus
propositional constants P4 and Q4

for all X-positive modal formulas A[X]

language of modal logic (without u, v) plus

propositional constants P4, Qa, QY, Q3. ...

for all X-positive modal formulas A[X]
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Axioms and rules of S,

As for K, (un), but with the rules for u and v replaced by:

[, A[Py4]
[, Py
r, QL r, Qi
Lo QQ% ... (forall 0 <n<w)
[, Q4

Hence S, is the non-iterated subsystem of K, (u).



Axioms and rules of S

Axioms and rules for disjunction, conjunction and the modal operators
as before; in addition

[, A[P4] I, A[Q 4l
[, Py [, Qa

Definition 18

1. An S-preproof of I is a possibly infinite tree whose root is labelled
with I and which is locally correct with respect to the rules of S.

2. Assume we are given a branch Ig,IM1,... within an S-preproof. A
thread within this branch is a sequence of formulas Ag, A1, ... such
that A; € I'; and A;4, corresponds to A; in the rule which leads
from I‘Z-_|_1 to ;.
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Example 19 Consider an S-preproof which contains a rule

I, B, A[Q 4]
[, B, Q4

Then there are, for example, traces

.., B, B, ... and ...,QA,A[QA],...
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Definition 20 An S-preproof of I" is an S-proof of I if
e ecvery finite branch ends in an axiom of S and

e every infinite infinite branch contains a thread with infinitely many
occurrences of a formula Q4.

We write SF I if there exists an S-proof of I'.

T heorem 21 For all T we have:
1. SEFIT = uE=T.

2. SoFI = S<«oFI = SkHT.
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