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1 Kumulative Habilitation

Gemail der Zielvereinbarungen meines Habilitationsverfahrens, siche Appendix B, lege ich folgende
sechs wissenschaftliche Verdftentlichungen vor:

Al. Consistency of multi-time Dirac equations with general interaction potentials, D.-A. Deckert, L.
Nickel, Journal of Mathematical Physics 57:072301, 15 pages, 2016

A2. Multi-time dynamics of the Dirac-Fock-Podolsky model of OED, D.-A. Deckert, L. Nickel, Journal
of Mathematical Physics, 60:072301, 20 pages, 2019

A3. The Mass Shell of the Nelson Model without Cut-offs, S. Bachmann, D.-A. Deckert, A. Pizzo,
Journal of Functional Analysis, 263(5):1224, 58 pages, 2012

A4. Ultraviolet Properties of the Spinless, One-Particle Yukawa Model, D.-A. Deckert, A. Pizzo, Com-
munications in Mathematical Physics, 327(3):887, 33 pages, 2014

AS5. Relation Between the Resonance and the Scattering Matrix in the Massless Spin-Boson Model, M.
Ballesteros, D.-A. Deckert, F. Hinle, Communications in Mathematical Physics, 370:249-290, 41
pages, 2019

A6. One-boson scattering processes in the massless Spin-Boson model — A non-perturbative formula,
M. Ballesteros, D.-A. Deckert, F. Hinle, Advances in Mathematics, 371:107248, 26 pages, 2020

Die oben genannten Arbeiten wurden, wie aufgelistet, in Zusammenarbeit mit meinen Kollaborationspart-
nern S. Bachmann (UBC Kanada), M. Ballesteros (UNAM Mexiko), A. Pizzo (U Tor Vergata Italien)
sowie meinen Doktoranden L. Nickel und F. Hénle erstellt. Des Weiteren habe ich aus thematischen
Griinden einen weiteren Bericht iiber folgende siebte und achte Arbeit

A7l. A Perspective on External Field QED., D.-A. Deckert, F. Merkl, book edition Quantum Mathe-
matical Physics, Birkhduser, 381-399, 18 pages, 2016

A8. External Field QED on Cauchy Surfaces for Varying Electromagnetic Fields, D.-A. Deckert, F.
Merkl, Communications in Mathematical Physics, 345(3):973-1017, 44 pages, 2016

aufgenommen, welche zusammen mit Herrn F. Merkl (LMU) verfasst wurden. Da Herr Merkl in diesem
Habilitationsverfahren die Rolle des Fachmentors einnimmt und gemif} genannter Zielvereinbarung nur
sechs Arbeiten erforderlich sind, kann der Inhalt dieses letzten Berichts in der Begutachtung dieser Ha-
bilitation ausgeschlossen und nur die Arbeiten [A1-6] beriicksichtigt werden.

Samtliche Resultate in allen obig genannten Arbeiten sind aus gemeinsamen Diskussionen ent-
standen. Sie sind folglich Gemeinschaftsleistungen und kénnen nicht den Autoren einzeln zugeord-
net werden. Weiter beinhaltet Sektion 2 einen Bericht, in dem diese Arbeiten erldutert und in den
wissenschaftlichen Zusammenhang gebracht und eingeordnet werden. Dieser Bericht ist in englischer
Sprache verfasst und obige Arbeiten werden dort mit [A1-8] referenziert. Die elektronisch iiber das
arXiv offentlich zugénglichen Versionen aller oben genannten Arbeiten sind Appendix A beigefiigt. Bis
auf Kiirzungen und kleineren editorischen Verdnderungen stimmen die Inhalte der Veroffentlichungen
[A1-8] mit den Versionen im Appendix A iiberein.


http://scitation.aip.org/content/aip/journal/jmp/57/7/10.1063/1.4954947
https://aip.scitation.org/doi/full/10.1063/1.5097457
http://www.sciencedirect.com/science/article/pii/S0022123612001826
http://link.springer.com/article/10.1007%2Fs00220-013-1877-9
https://link.springer.com/article/10.1007%2Fs00220-019-03481-w
https://www.sciencedirect.com/science/article/abs/pii/S0001870820302747
https://link.springer.com/chapter/10.1007/978-3-319-26902-3_16
http://link.springer.com/article/10.1007/s00220-016-2606-y
https://arxiv.org
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2 Main report

2.1 Introduction

In this habilitation thesis, I report on a series of works which were published jointly with my co-authors
throughout the years 2012-20. The central topic of these works lies in a field of research that I would
like to refer to as mathematical quantum field theory in the following. The motivation for this term is to
separate the intended discussion about the involved mathematical difficulties in formulating a rigorous
framework of quantum field theory from the undoubtedly successful but mostly informal computational
methods that were developed to predict and explain the behavior of elementary particles.

As a matter of fact and despite these mathematical difficulties, quantum field theory has proven its
predictive power to an astonishing level of accuracy in some experimentally accessible and interesting
regimes. Together with the theory of general relativity, it has fundamentally shaped the face of modern
physics in the past century and continues to do so in view of next-generation technologies. Experiments
currently under construction, see for example the overview [21], promise to create unprecedented intense
light and X-ray sources which may eventually allow to probe the structure of the quantum vacuum itself.
This success story stands in strong contrast to the failure in finding a mathematically rigorous framework
to describe at least one of the known relativistically interacting models of quantum field theory. One
may ask how such a discrepancy is even possible. This seeming contradiction may be understood better
by observing that there are two major approaches to quantum field theory, a so-called perturbative and a
non-perturbative one.

The perturbative approach originated from the motivation to efficiently compute relativistic correc-
tions to the predictions of quantum mechanics. Despite the missing mathematical justification, it works
particularly well in the regime of high-energy scattering of particles. It has even exceeded its original
motivation by predicting many new elementary particles that by now have all been confirmed and ex-
plored in the many famous collider experiments around the world. The non-perturbative approach to
quantum field theory, on the contrary, seeks a mathematical framework of at least the level of sophisti-
cation of quantum mechanics, in which its computation rules can be derived from first principles. More
precisely put, starting from a model definition in terms of a fundamental equation of motion equipped
with an adequate sense of solutions, its objective is to answer concise questions about the existence and
properties of its solutions.

As it has been the case in quantum mechanics, such a rigorous framework may not just be beneficial
for the sake of mathematics but may also enable a deeper understanding of the physical theory itself.
In non-perturbative quantum field theory, the motivation is of course not to avoid perturbation theory.
On the contrary, analytic perturbation theory is probably still one of the most powerful tools to access
properties of potential solutions. However, if employed, the emphasis lies not only on studying the first
orders of perturbation, but also on the rigorous control of the truncation error. To avoid any confusion, I
prefer the term mathematical over non-perturbative quantum field theory, as introduced above, although
admittedly, both are somewhat peculiar.

In view of the mentioned next-generation experiments, there is also a physical motivation to go be-
yond the perturbative approach as it is unclear whether the latter will maintain its predictive power in
these new and extreme regimes. Perturbative quantum field theory has foremost been applied in the
regime of high-energy collision experiments in which scattering particles only see each other for a very
short time in the impact zone, and therefore only interact weakly, relatively speaking, despite the high
energies. New experiments may test quantum field theoretic systems, such as the quantum vacuum itself,
under much more confined and extreme conditions in which also dynamic phenomena arising either from
ultra-strong or long-time interactions may be observed and possibly even controlled. There is an increas-
ing number of claims in the physical literature, see [33] for a review, that a non-perturbative description
may have to be developed to describe such settings. Although I share this opinion, I need to emphasize
that to this day none of them were sufficiently substantiated. The current epoch is hence particularly
exciting since experiments may not just serve to repetitively reproduce theoretic predictions, as it has
been the case for over half a century, but may in turn drive the development of the corresponding theory.
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Before presenting the reports on the works [A1-8] in “mathematical quantum field theory” in the fol-
lowing sections, it may be valuable for the sake of perspective to briefly outline the informal perturbative
approach in an introductory fashion starting from quantum mechanics. By analogy, this will allow me to
emphasize what is missing in order to reach a non-perturbative understanding and enumerate three of the
known fundamental deficiencies of mathematical quantum field theory. Specialists can of course safely
skip this remaining part of the section as the following reports starting with Section 2.2 are self-contained.

For this introductory purpose, let us consider a quantum system, at first not necessarily containing
quantum fields, and suppose its time evolution is characterized by a groupoid (U(t1,%)));, ser of unitary
operators on a Hilbert space H of vectors ¥ such that the following Schrodinger-type equation

i0,U(t,t9)¥Y = HU(t,10) V. €))

is fulfilled given a generating Hamiltonian, typically an unbounded self-adjoint linear operator, of the
special form

H=H" + aH(1). )

In the following, units are always chosen such that Planck’s constant 7 equals one. In this special form,
H° shall denote the Hamiltonian of the free system while H'(¢) is thought to encode the interaction,
potentially depending on time ¢, and the coupling strength is given by a € R, e.g., Sommerfeld’s fine
structure constant in the case of quantum electrodynamics.

In order to inquire about the full time evolution U (¢, tp) from initial time 7, to time 7, one may attempt
to expand it in terms of the mathematically well-understood free time evolution U°(ty,1y) generated by
H° by means of iterating Volterra’s integral equation corresponding to (1), i.e.,

t

Uty o) = Ut1,10) — iaf Cds Uy, ) H(5)U (5, 10). 3)

fo

Thereby, one obtains an informal perturbation series of the so-called scattering matrix

S = lim U°0,1)U(t1,1)U°(t,0) 4)

fh—>—00

0 +00 S1 Sp—1
1 4 (—ia)" J ds, f dss . . f ds, U°(0, 51)H (1)U (51, 52)H'(52) ... H'(5,)U° (50, 0)
1 o0
)

which is referred to as the Dyson series. Physically, the entity [{¥ou, S‘I’in>q{|2 describes the long-time
transition probabilities between incoming and outgoing states in a scattering experiment which are mod-
eled by the Hilbert space vectors Wi, and ¥,,,, respectively. Even for interacting quantum mechanical
systems not containing quantum fields, giving a mathematical meaning to the expressions (4) and (5)
is already a formidable mathematical task. This task is skipped entirely in the perturbative approach to
quantum field theory. Rather than deriving those formulas from first principles, one regards (5) as a given
symbolic expression for the scattering matrix and simply replaces the symbols H® and H' by the desired
quantum field theoretic operators describing the free evolution and interaction, respectively. The n-th
order of the correction is then given by the matrix element corresponding to

+00 S1 Sp—1

Sy = (—i)”f ds; J ds; . J ds, U°(0, s))H'(s1)U%(s1, s2)H'(s52) ... H' (5,) U%(5,,0)  (6)
—0a0 —00 e¢]

which can quite efficiently be recast into explicit integral formulas by means of the so-called Feynman

rules. Maybe not surprisingly, it turns out that those integrals are notoriously divergent for any relativis-

tically interacting quantum field theory, and thus, render both the n-th order summand (6) as well as the
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Dyson series (5) ill-defined. This may come as no surprise considering its informal origin. As discussed
in more detail later, this is due to the ill-definedness of the interaction Hamiltonian H', and hence, the
ill-posedness of the corresponding Schrodinger-type initial value problem (1). Leaving the Dyson series
convergence aside, the perturbative approach then attempts to remedy the ill-defined behavior of the n-th
order summand by means of a so-called renormalization procedure that introduces counter terms in or-
der to cancel out these divergences at the expense of specifying additional parameters. If it is possible
to render all orders n of corrections finite with only a set of finite many parameters, one calls the model
renormalizable. Notably, whether the Dyson series is convergent or not is not even part of the definition
of renormalizability in perturbative quantum field theory.

Given the algorithm that generates the symbolic expressions (6) for any particular order of pertur-
bation and the corresponding integral formulas including the counter-terms providing the mathematical
content, one has again a rigorous starting ground for mathematics, e.g., to prove whether a model of quan-
tum field theory is renormalizable or not. As it is well-known, in the case of quantum electrodynamics,
this question was answered affirmatively by several highly sophisticated proofs that in part employed
quite distinct mathematical techniques; maybe most prominently [40]. To this day, there have been many
arguments fought whether the renormalizability property is already sufficient to qualify a quantum field
theory as a fundamental physical theory or not. Since this obviously depends on the definition of the term
“fundamental theory”, I do not enter this discussion here but instead point out two facts: First, as stated
above, for many models of quantum field theory, the first couple of corrections already deliver quite
accurate predictions, many of which have been experimentally verified. Second, it is unknown whether
the resulting series of renormalized corrections converges or not, let alone how large the remainder after
truncation is.

Nowadays, e.g., in the case of quantum electrodynamics, the folklore believe is that (5) may only be
an asymptotic series similar to the following example motivated by the Euclidean ¢* theory. For a > 0,
let us consider the following function

0 0 © _ A\n
fla) = f dxe ™% = f dx 2 cx"( x' ) e, (7
0 —® n=0 ’

n

for which it might seem tempting to commute the limits of the integral and summation to obtain

0 0 (—x4)" e

@l Y@ for @) - |

n=0 - nt

1
1 nF(2n+§)' (8)
n!
However, as one may check by the ratio test, the series on the right hand side of L in (8) does not
converge for any @ > 0. Nevertheless, the first few summands f,(a) already provide a reasonably
good approximation of f(a) given « is sufficiently small. More precisely, the series is called asymptotic
because the following property

= Og—o(fv(@)) )

holds true. This property entails that keeping the order of approximation N fixed, the corresponding error
vanishes as fast as fy (@) does when a approaches zero. Of course, this may not be of much help phys-
ically as a is usually to be considered a natural constant. Nevertheless, this example shows that already
an asymptotic series as likely produced by perturbative quantum field theory may provide a reasonably
good prediction for small @ when considering only the first few summands, even though the entire series
(5) may not converge.

In studying the divergent integrals in (6), modern approaches introduce a regularization of the model
of interest by cutting off the domains of integration below very small and above very large momenta of
the interaction. These thresholds are usually referred to as infrared and ultraviolet cut-offs, respectively.
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At best, this leads to a family of well-defined models and at least to converging integral formulas derived
for the n-th order correction (6), both parametrized by the respective cut-offs. In order to remove the
regularization, one attempts to define a group action that iteratively increases the allowed momentum
range of the interaction scale by scale, enforcing a certain self-consistency condition. The latter con-
dition is to ensure that the resulting models behave physically consistent. This is usually achieved by
rescaling the underlying model parameters, such as particle masses and charges. Based on this imposed
self-consistency condition, it is the hope that the renormalized flow of models consistently describes
the interactions on the respective ranges of admitted momenta. This so-called renormalization group
approach is clearly more appealing than subtracting similarly ill-defined counter-terms. However, when
set up perturbatively in the case of quantum electrodynamics, it introduces another complication as the
coupling constant « turns into a function of the ultraviolet cut-off which even exhibits a pole at a finite
value, the so-called Landau pole. Disregarding the fact that a growing @ makes the informal expansion
used to define the renormalization group action even more questionable as in the first place, the Landau
pole is yet another obstacle in removing the momenta cut-offs. To this day, the interpretation of this
pole, whether it is only an artifact of the informally applied perturbation theory or whether it involves
physics, is unclear. Without going into details of this discussion, I want to mention three facts: First,
such a pole does not seem to show up in the similarly informal computations of quantum chromodynam-
ics, describing the so-called strong interaction between quarks and gluons, although it remains present
in the corresponding unification by means of the standard model. Second, in quantum electrodynamics,
the Landau pole lies at a very high momentum that so far was not reached experimentally. And third,
one often reads that by means of the Landau pole, quantum electrodynamics, and also the respective
other theories that seem to exhibit such a pole, would predict their own breakdown at high energies, and
this despite Hume’s well-intentioned advice of 1739: There is nothing in any object, consider’d in itself,
which can afford us a reason for drawing a conclusion beyond it.

Since this perturbative line of reasoning in reaching an evaluable expression of the n-th order cor-
rection (6) is rather informal, and since the series (5) can merely be regarded as an symbolic expression
derived by an algorithm that mimics what one would hope to find for a well-behaved quantum system,
one may ask for a formal derivation in mathematical quantum field theory. To put such an endeavor
in perspective, it has to be emphasized again that already in the case of quantum mechanical models
without quantum fields, deriving and proving the validity of an expansion such as (5) faces rather intri-
cate mathematical questions. Is the initial value problem of the Schrodinger equation (1) well-posed?
Is it possible to control the long-time evolution in view of (4) in any relevant sense? Does the power
series (5) in @ converge in any relevant sense? If not, are there other means to inquire about the time
evolution U(ty, tp) and the scattering matrix S ? In the last century, great many efforts have been invested
to address such questions, be it for one-particle quantum systems interacting with external potentials
or many-particles systems including pair-interaction, and in many of those models the above questions
have been answered satisfactorily. In mathematical quantum field theory, however, even for regularized,
and therefore, mathematically well-behaved models, the tasks are at least as difficult and the additional
desire to control their properties when removing the cut-offs makes their study even more cumbersome.
Nevertheless, in the second half of the last century, many mathematical advances have been achieved,
especially for models of persistent charges interacting with their quantum fields that address the well-
posedness of their time evolution, the well-definedness of their scattering theory, and their behavior when
removing the respective cut-offs. The selected works [A1-8] by my co-authors and myself presented in
the following sections focus on the latter kind as well as on the type of equations of motion of relativistic
interacting models of quantum field theory and how they provoke the divergences when removing the
cut-offs. The encountered difficulties are well-known since the beginning of quantum field theory and
may be categorized into what I would like to call the three fundamental deficiencies of mathematical
quantum field theory:

D1. The ultraviolet divergence of bosonic fields mediating the interaction.

D2. The infrared catastrophe of massless bosonic fields mediating the interaction.
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D3. The ultraviolet divergence of fermionic fields modeling matter and charges.

In principle, there may also occur an infrared catastrophe for fermionic fields provided they had no
mass. In this report, however, I omit this problem entirely for two reasons. First, to this day, all known
fermionic fields seem to have non-zero effective masses. Second, although ultimately one may like to
start with a theory of only massless fields and let the Higgs mechanism act to assign appropriate masses,
such a mechanism is far beyond the scope of the mathematical studies presented in this report.

Overview. Those three deficiencies D1-3 provide the road map which I will follow. While Section 2.2
focuses on D1 and D2, Section 2.3 concludes with a discussion of D3. The subsections 2.2.1 and 2.2.2
motivate the type of equations of motion that are to be expected in the case of models of persistent
charges that feature a relativistic interaction which, contrary to non-relativistic quantum mechanics, are
of multi-time nature. The given historical review is complemented by reports on the works [A1] and
[A2] that provide rigorous results on the corresponding existence of multi-time dynamics. On the base
of these multi-time equations of motion, a representative class of effective single-time models is derived.
This so-called class of scalar field models turns out to be sufficiently sophisticated in order to analyze
the mathematical nature of the deficiencies D1 and D2 on the same level as in quantum electrodynam-
ics of persistent charges, however, without additional ballast of spin, polarization, and gauge freedom.
Two central paragraphs in Section 2.2.2 labeled “Deficiency D1” and “Deficiency D2” review the math-
ematical implications of deficiencies D1 and D2, the well-definedness of the models when imposing the
infrared and ultraviolet regularization, and discuss why it is desirable to remove them. At many occa-
sions the report will refer back to theses paragraphs. The succeeding sections 2.2.3-2.2.5 report on the
works [A3-6] which aim at an understanding of how one can address deficiencies D1 and D2 mathemat-
ically in certain representatives of scalar field models of persistent charges. At the heart lies a powerful
mathematical technique, which is usually referred to as multi-scale analysis, first introduced by Pizzo
in [83], which shares great similarity with the renormalization group method. Finally, deficiency D3 is
addressed in Section 2.3 that arises from the attempt of employing relativistic dispersion relations for the
charges and leads to a class of non-persistent but varying charges. A report on the works [A7-8] on a
simple model of varying charges, the external field quantum electrodynamics, serves as a conclusion of
the main report and again contains two central paragraphs both labeled “Deficiency D3” reviewing the
implications of D3.

Formal and informal parts. Since mathematical quantum field theory lives on the ridge between
physics and mathematics, it is unavoidable to mix mathematical informal and formal discussions.
Wherever possible, I will try to visually distinguish informal paragraphs from formal ones by in-
denting the latter by a vertical line on the left, such as in this paragraph.

2.2 Persistent charge models
2.2.1 Failure of introducing relativistic interaction by potentials

This section comprises a report on the following article:

Al. Consistency of multi-time Dirac equations with general interaction potentials, D.-A. Deckert, L.
Nickel, Journal of Mathematical Physics 57:072301, 15 pages, 2016

The openly accessible version arXiv:1603.02538 is attached in Section A, page 67.

The birth hours of quantum field theory, alongside Heisenberg and Pauli’s fundamental paper [65] of
1929, was certainly marked by Dirac’s work [29] of 1932. There, Dirac opened with the observation that
the typical wave function for a quantum system of N particles, y(7,X1,...,Xy) depending on a single
time ¢ and the position variables xi,...,Xy for the particles, is an intrinsically non-relativistic object.
There is simply no unitary transformation that would allow ¢ to transform, e.g., as a spinor field. He
therefore introduced an object that has a better chance to describe a relativistic N-body system, namely


http://scitation.aip.org/content/aip/journal/jmp/57/7/10.1063/1.4954947
https://arxiv.org/abs/1603.02538
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a wave function (xy, ..., xy) that depends on space-time coordinates xi,...,xy, i.e., on N time and
N position coordinates for which the notation x; = (#,x;) will be used. This new so-called multi-
time wave function raises two fundamental questions. First, how would one express the law of motion,
and second, how does the multi-time wave function relate to the empirical relative frequencies of events
measured, e.g., in a laboratory? Regarding the former question, Dirac proposed to replace the single-time
Schrodinger equation by a system of N Schrodinger-type equations, one per time variable

i&tkw(xl,...,xN) :Hk(xl,...,xN)w(xl,...,xN) for k= 1,...,N, (10)

for which an appropriate choice of Hamiltonian H; governs the time evolution along the time coordinate
tx. Regarding the latter question, Dirac proposed to interpret the restriction of the multi-time wave
function to an equal-time hyperplane, i.e., ¥, (X1, ..., Xn) = ¥(x1,...,xn) |rl iy 38 the usual single-
time wave function which would then fulfill

N
IO (X1, XN) = Y Hip(X1a .. XN )W(X1, - X) (11)
k=1

for single-time Hamiltonians Hy (X1, ...,Xy) = Hi(x1,..., xN)|t1=_“=tN=t, which, thanks to the defini-
tion of the derivative, has the typical summation form common in non-relativistic quantum mechanics.
The relation between multi-time wave functions and empirical frequencies of events was studied in more
detail by Bloch in [15] and the notion of equal-time hyperplanes can of course be generalized to any
Cauchy surfaces in space-time R* which connects nicely to Schwinger’s formalism on Cauchy surfaces
[91, 92, 94, 93, 95, 96].

Rigorous results on the failure of relativistic pair-potentials. On the mathematical side, the
most pressing question is whether the multi-time system of equations (10) gives rise to a well-posed
problem of finding solutions in a relevant sense, for example in terms of an initial value problem on
a Hilbert space. In the original paper, Dirac [29] already noticed that the additional condition

(0 — Hiid — Hi|w(x, o) =0 forall  k#1 (12)
has to be imposed. In fact, it is only needed on the following domain of space-time configurations
SV = {(x1,...,xn) e R™ [V 2 11 x) — x| < [xe — x|} (13)

which ensures that all N space-time points lie pairwise space-like to each other. Only then the value
of  at the time configuration (1, ..., #y) can be given a well-defined meaning. This condition (12)
can be recast into a more implicit but maybe geometrically more intuitive integral form, in which it
states that the value of ¢ at time configuration (¢, ..., #y) is independent of the path of integration in
SV that connects it to an initial value, e.g., at time configuration (1, .. .,#y) = 0. Given the solution
of (10) is sufficiently regular, the condition (12) then follows by Schwarz’ theorem. Although
surely observed by Dirac in 1932, a first rigorous understanding of how restrictive this integrability
condition (12) is first appeared in [80] in 2014. Among several results on the system of equations
(10) for general bounded and smooth Hamiltonians Hy, it was shown that multi-time systems with
Hamiltonians of the form

H; =H,?+ Vk(xl,...,xN), (14)

where H,? and V; for k = 1,...,N denote the unbounded free Dirac Hamiltonian for the k-th
particle, see (170) below, and smooth R-valued multiplication operators, respectively, do not admit
smooth C*-valued solutions ¥ on R*¥ or SV obeying the integrability condition (12) unless there
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are smooth R-valued functions 6(x, ..., xy) and Vi (x;) for k = 1,..., N such that
10,0 (x1, s xN) = (H,S + ‘N/(xk)> J(xt,..oxy)  for  k=1,...,N, (15)
given
G(x1, ... xy) o= @SNy (L xy) (16)

holds true. The class of such potentials V are referred to as non-interacting since the seeming
interaction can be gauged away by means of 6. In other words, as the integrability condition (12)
is essential for the solution sense, there exist at least no strong solutions to the multi-time equations
(10) mediating an actual interaction between the particles, i.e., one that cannot be gauged away in
the sense of (15)-(16).

In the article [A1], this study was extended to also treat potentials that allow for spin-coupling.
Due to the fast growing dimensionality K = 4" in the spin degrees of freedom, the rigoros proof
was only given for N = 2. As explained in [A1], with sufficient effort, the exploited mechanism
seems to work for any number N, however, for a no-go-type result the case N = 2 may already be
sufficiently convincing. The central theorem states:

Theorem 2.1 (No-go regarding relativistic pair-potentials [A1]). Let N = 2,K = 4¥, Q = R*W
or Q = SN with one-sided derivatives at the boundary, and potentials Vi € C'(Q, CK*K). If for
all y° € CP (RN, CK), there is a strong solution ¢ € C*(Q, CK) to the multi-time system (10) with
initial value ¢| fm ety =0 = YO, then the potentials Vy are either non-interacting or interacting but
not Poincaré invariant.

The common notation is used to denote the set of n-times continuous differentiable functions
V — W by C"(V, W) while a subscript . restricts the set to functions to compact support. In this
context, the term non-interacting refers to all interactions that can be gauged away in the sense
discussed above. It should be noted that the integrability condition (12) is not assumed explicitly
but it was observed that the existence of solutions ¢ to the multi-time equations (10) in the above
sense already implies the integrability condition (21) which enforces restrictions on the class of
admissible potentials Vi, k = 1,..., N. The entire class of such admissible potentials was identified
explicitly in [A1] and it is interesting to note that this class does indeed comprise interacting ones.
However, none of them are Poincaré invariant. More precisely, none of the admissible family of
potentials fulfills

Vi(xts. oy xn) = SNV (A (v — d), ..., A (xw — d)) (17)

for all translations @, Lorentz boosts A, and corresponding unitary spin-transformation matrices
S (A) such that S (A)y“S (A)~! = A#,y" holds true.

Beside the required regularity, the results in [80] and [A1l] only rule out multiplication operators
in configuration space. This still leaves open the possibility for admissible classes of general opera-
tors Vi, e.g., ones that may also depend on the respective momentum operators —iVy,,..., —iVx, in a
pseudo-differential operator sense, or are formed by integral kernels acting on i as in the case of the
Bethe-Salpeter-type equations [76] which may be appealing from the perspective of Wheeler-Feynman
electrodynamics; see also [25, Chapter 8]. Nevertheless, the observations in [A1] render the possibility to
formulate relativistic quantum mechanics with pair-interaction potentials in the sense of an initial value
problem as rather remote.

2.2.2 Relativistic interaction through quantum fields

This section comprises a report on the following article:
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A2. Multi-time dynamics of the Dirac-Fock-Podolsky model of QED, D.-A. Deckert, L. Nickel, Journal
of Mathematical Physics, 60:072301, 20 pages, 2019

The openly accessible version arXiv:1903.10362 is attached in Section A, page 85.

The failure of relativistic quantum mechanics must have already been known in 1932 when Dirac sug-
gested to replace the CK-valued potentials V; by one operator-valued field on space-time [29]. Together
with Fock and Podolsky, this idea was worked out in [32] in the example of quantum electrodynamics
of N persistent electrons in 1934, showing also the equivalence to the 1929’s formulation by Heisenberg
and Pauli [65]. This ground breaking article [32] would later become the input for Tomonaga’s famous
work [103] that shaped the foundation of modern quantum field theory.

The motivation behind the work [A2] was to understand the type and well-posedness of the initial
value problem of the multi-time equations (10) in Dirac’s setting in which the interaction is mediated
by an operator-valued field. For the purpose of the mathematical study, it will be beneficial to discuss
Dirac’s ideas in the case of a more simplified model of quantum field theory as compared to quantum
electrodynamics, the so-called scalar field model. The latter allows to study the mentioned deficiencies
D1 and D2 in full detail but avoids the additional theoretical complexity of electron spin, photon po-
larization, and gauge invariance. The road map for the following paragraphs in this section is therefore
to introduce the multi-time setting of [32] for the case of a scalar field, discuss the nature of the new
operator-valued field that mediates the interaction, derive an effective class of single-time models for
the further mathematical study, present the deficiencies D1 and D2 mathematically, and conclude with a
report on [A2] which contains a result on the existence of the corresponding multi-time dynamics.

Relativistic interaction in multi-time systems. Dirac’s new ansatz still employed a system of multi-
time equations such as (10), but with only one field ¢ on R* that is supposed to mediate the interaction
between the N charges instead of N interaction potentials Vj as in (14):

i0,P(x1,. .., xn) = HP(x1,...,xy) = (H) + gp(xc)) ¥(x1,...,xy)  forall  k=1,...,N.

(18)
It should be noted that the evolution equation along time axis #; evaluates ¢ at the k-th space-time point
xi. As before, H]? denotes the free Dirac operator for the k-th particle, see (170) below, and furthermore,

g € R represents a coupling constant. Now, for the field ¢, Dirac required it to satisfy the free wave, i.e.,
Klein-Gordon, equation

(Ox + 1) @(x) =0, (19)

where O, = 83 — Ay denotes the d’ Alembert operator, Ay the Laplacian with respect to x, and u > 0 a
field mass parameter. In the following, units are always chosen such that the speed of lightis settoc = 1.
The complete set of N + 1 equations (18)-(19) could then be regarded to describe a system of N Dirac
electrons that interact with a free scalar field ¢. In order to introduce an effective interaction between the
electrons, Dirac imposed the additional constraint for the scalar field to fulfill the commutation relation

[o(x), 0(¥)] = p(x)p(y) — @(¥)p(x) = iA(x,y), (20)

for x,y € R*, where A denotes the Pauli-Jordan function. The latter can be expressed informally as A =
AT — A~ by means of the advanced and retarded Green’s functions A*, A~ of the Klein-Gordon operator.
It is important to note that the distributions A*, A~ are only supported on the light-cone including its
boundary and that A even vanishes at the origin. This guarantees the integrability condition (12) to hold
true for sufficiently regular ', as can be seen from

[i&xg — Hyidy — H,] ¥ = [p(x), o)W = iAGo x)¥ = 0 forall k #1, (x1,...,xx) € SV
(21)


https://aip.scitation.org/doi/full/10.1063/1.5097457
https://arxiv.org/abs/1903.10362
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Hence, in view of the discussion of the integrability constraint (12) of the previous section, the set of
N + 1 evolution equations (18)-(19) together with the additional constraint (20) that enforces (21) has a
viable chance to define a multi-time dynamics. Before rigorously answering to the question of existence
of such multi-time solutions, which is the content of [A2] and will be discussed in the very end of this
section, it is worthwhile to understand as to why the requirement (20) eventually gives rise to a sensible
interaction between the charges.

For this purpose, the existence of dynamics is assumed in a form such that on an appropriate N-
particle Hilbert space H, there is a unitary map U(t,...,ty) sufficiently regularly parametrized by
times 71, ...,y € R such that a multi-time solution can be represented by means of

‘“I’(ll,X1,...,l‘N,XN) = (U(l‘],...,l‘N)‘“PO) (X],...,XN), (22)

provided a sufficiently regular initial value ¥° € H. The abbreviation U(t) = U(ty,...,ty)| iyt

shall denote the evaluation on equal-time hyperplane {t} x R? at times ¢ € R which foliate space-time
R*. In this notation, one finds that the interacting field operator

¢'(1.x) = U~ (1, x)U(1) (23)

fulfills the inhomogeneous wave equation
(Oux + i) ¢'(t,%) = —g263 — % ( (24)

where ﬁ}( denotes the interacting position operator

£.(0) = U '%eU(1), (25)

Xy the position operator of the k-th particle, i.e., the multiplication operator X; ¥ (x1, ..., xny) = X ¥(x1,. ..
and &° represents the three-dimensional Dirac delta distribution. Hence, according to (24), the sources
of the interacting field are given by the N time evolved charges. To see that equation (24) is implied by
the multi-time equations (18)-(19) and constraint (20), the following computations are helpful:

N
o' (1,x) = U(t)™! <iZ[Hk,go(t, x)] + dupl(t, x)) U(r), (26)
k=1

[His (2, %)] = [e0(t, %), ¢(1,%)] = 0, (27
N
0 (1,%) = U(1)” <l D leg(t, %), 0 (6, %)] + (Ax — )1, X)) U(1), (28)
k=1
[o(, %), Orp(2,X)] = Do [ep(xe), p(x )]‘ Wy = 100A(x, X)‘xgzxo:t = i6° (¢ — X), (29)

where the relations on the right-hand sides of (27) and (29) already appeared in [70] and are today the
starting point for the canonical commutation relations in quantum field theory and sometimes referred to
as “second quantization”.

It is important to note that the source terms on the right-hand side of (24) stem from an underlying
interaction between the charges and the field as opposed to a direct interaction between the charges as it
was the case for the previously considered pair-potentials in (10). This becomes particularly obvious for
N = 1. As it turns out, the charges act on its field as sources, and in turn, the field reacts back on the
charges influencing their motion. Similarly to classical electrodynamics, this interaction turns out to have
two kinetically rather distinct effects. First, the field modes created by charge i that reach charge j # i
mediate an effective interaction between those charges while, when reacting back on the same charge i,
they effectively change its inertia. This will soon be illustrated in a toy model (54) below which requires
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a renormalization of the charges’ rest energies due to this so-called self-interaction. In fact, for N = 1
the interaction between the charge and the field can be studied separately from the effective interaction
between the charges, a further understanding of which is the main motivation behind the works [A3-6]
that exclusively consider N = 1 and are reported on the in the later sections.

A representation for the quantum fields. At first sight, starting with an interaction mediated by a
free field (19) and slipping in the interaction (24) through the commutation relation (20) may seem like
a magic trick. However, it becomes more transparent when clarifying the nature of the field operator
@ fulfilling the free wave equation (19) together with the commutation relation (20). This is reviewed
next, first informally and later, in the paragraph ‘Fock representation” below, formally. Nowadays, a
commonly used representation of (20) is the one introduced by Fock, see [47, 48], which can be expressed
in momentum space by introducing so-called creation and annihilation operators a;’, ak satisfying

[ak, af] = &> (k — 1), [ax, a1] = 0 = [a;, af]. (30)

With their help, the free field operator ¢ in (19) can informally be assigned the expression
o(x) = deky(k) (ake™ " + af ™) | (31)

where the Minkowski metric g is chosen such that k,x* = k°x% —k - x. The requirement for ¢ to satisfy
the free wave equation (19) dictates the dispersion

K = w(k) = \/K2 + 2. (32)

Dirac’s additional requirement to fulfill the commutation relation (20) for the given choice of Pauli-
Jordan function A determines what physicists call the form factor

1 1
(27-[)3/2 \/T(k)

It is essential for the later discussion of the deficiencies D1 and D2 that are encountered when trying to
give ¢, and eventually the Hamiltonians HY + gp(xi), a mathematical meaning that w(k) and y(k) are
already completely determined by the two requirements (19) and (20). This predetermination of (32)
and (33) can at least on a symbolic level be checked by employing (30). Translated to the bigger context
of quantum field theory, the same mechanism implies that Wigner’s representation of the Poincaré group
[104], which gives rise to all known families of fields, together with Tomonaga’s general prescription of
the commutation relations [103] in principle leave no freedom in adjusting the corresponding w(k) and
y(K), as it is nevertheless done later when introducing the mentioned cut-offs to regularize the models in
order to avoid D1 and D2. In effective theories, however, it may of course be sensible to adjust the form
factor y(k) by hand to encode the intended effective charge model. For example, an extended charge
density in position space described by a density function p(x) may be modeled by means of a form factor

vP (k) = p(k)y(K) (34)

where p denotes the Fourier transform of p, or equivalently, by employing a spatial convolution between
p and the field ¢ in (31) containing the original form factor (33), i.e.,

y(k) =

(33)

@ (1,X) = p #x (1, X) = fd3yp(x —y)o(t.y). (35)

This turns (24) into

N
(Oix + u*) Pl (t,x) = —¢ Z p(x— f(,l((t)) , for oPl(t,x) = U)o (,x)U(1).  (36)
=1
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The class of scalar field models. As a last preparatory step before discussing the deficiencies D1 and
D2, it is helpful to make two observations and thereby reveal the form in which the set of N multi-time
equations (18), the time evolution equation of the quantum field (19), and the commutation relation (20)
gives rise to a single-time model in Fock’s representation as it is commonly used in today’s literature
on mathematical quantum field theory. First, the restriction to equal-time hyperplanes, turns the set of
equations (18) into one single-time Schrodinger equation

N
0¥ (X1, ... xy) = Y (HY + o(t.x0)) By(x1.....xx), (37)
k=1

cf. (11), using the notation W,(x1,...,xy) = ¥(#,X1,...,%,Xy). The field ¢ is thus always evaluated at
time ¢. Second, in the representation (31) and with the help of the commutation relations (30), the time
evolution generated by the free wave equation (19) of the field operator ¢(7, X) can be expressed as

o(t,x) = e "Hop(0, x)e o (38)
given the free field Hamiltonian
H® — fcﬂkw(k)a;ﬁak (39)
which implies
e~ Hogy it — gy pito(®) and e_”Hga;("e”Hg = a;("e_”‘“(k). (40)

By implementing the transformation
s (4D

it is possible to recast the single-time Schrodinger equation (37) into the form

N N
0¥ (X1,...,XN), = (Z HY +H)+g ). go(O,xk)) (X1, .., XN), (42)
k=1 k=1

for which the resulting Hamiltonian on the right-hand side is time-independent. Thanks to the unitarity
of the transformation, one can similarly recover (37) from (42) so that both equations can later be shown
to be equivalent on a certain domain of solutions. Usually (37) is called the interaction picture and (42)
the Schrodinger picture.

Nowadays, this model serves as first hand choice for mathematical studies of persistent quantum
charges interacting with their quantum fields as long as spin degrees of freedom are not of interest. De-
pending on the type of the free Hamiltonian HY, it is called Nelson model in case of a Schrodinger disper-

sion H/? = —%, Yukawa model in the case of a pseudo-relativistic dispersion H/? = y/—Ax, + M?, or
simply scalar field model for charges of potentially any type that interact with a spinless field ¢. Another
at least equally important model of non-relativistic persistent charges for which many mathematical re-
sults can be found in the literature is the Pauli-Fierz model. The latter takes into account the polarization
degrees of freedom of the electromagnetic field and models the interaction between the electrodynamic
field in Coulomb gauge with non-relativistic charges by means of minimal coupling, which is why it
is referred to as non-relativistic model of quantum electrodynamics. An extensive overview over these
models can be found in [100].

After this informal discussion of the scalar field model, the next paragraphs are devoted to its math-

ematical structure.
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Fock representation. Both mentioned mathematical difficulties D1 and D2 arise from the defini-
tion of the field operator ¢ which, independent of the approach, one would eventually like to define
on the Fock space

Fo] ;= P Fulb],  Fulb] :=0",  b:=L*(R*,C), (43)

n=0
where b is the Hilbert space of square-integrable and complex-valued functions that will often be
omitted in the notation and ©® denotes the symmetric tensor product in the Hilbert space sense
employing the convention IJ@”’":() = C. This wish, more precisely, the requirement of square-
integrability, is inherited from quantum mechanics in order to allow for its probabilistic interpreta-
tion. By virtue of its definition, # is again a Hilbert space, and an element ® € ¥ can be represented
as a family of so-called n-mode wave functions

ey, 8 € F (44)

For all f €D, the informal integral notation, e.g., as employed in the field operator (31),

alf) = f Pk R a*(f) = f &k f(K)at. 45)

can then be given the following mathematical meaning on the level of n-mode wave functions.
Given a ® € F, the expression involving the annihilation operator is defined by

(@(H)®)™ (ky,.... k) := Vi + 1Jd3kf*(k)¢<"“>(k,k1,...,kn), (46)

where the superscript * over f denotes complex conjugation, implying that a(f) is anti-linear in f.
The expression involving the creation operator is then the respective adjoint for which one finds

* n 1 - n— n
(@ (D)™ (k... k) = 7’;Zf(k,-y/)( D(ky,.... K. ... k), (47)

where the ﬁi denotes the omission of the variable k; from the function arguments in ¢(”_1). As
regards domains of these operators on 7, it is convenient to first establish a meaning for the informal
expression of the free field Hamiltonian HY in (39) when acting on the n-mode wave functions of
®eF as

(HOD) ™ (ki k) = Y w(k)™ (Ko, k). 48)
=1

It is well-known [86] that HS) is a positive, unbounded, and self-adjoint operator whose domain
shall be denoted by D(H?). Finally, for f € b, the domains of a(f),a*(f) can be seen [85] to be
dense and to lie in the form domain of H?, i.e., D(A/HY). For f ¢ b, the corresponding annihilation
operator a(f) may still be well-defined provided the integral of the right-hand side of (46) exists.
However, the domain of the creation operator a*(f) then only contains zero. Finally, it can now be
checked that for all f, g € b, the algebraic commutation relations (30) take the form

la(f).a*(&)] = {frgn.  lal(f)a(g)] =0, [a*(f).a*(g)] =0, (49)
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where the operators on the left-hand side are bounded and densely defined such that they have a
unique meaning on entire ¥ . In addition, there is one distinguished non-zero Fock space ¥ element,
more precisely a ray, called the vacuum state

Q= (1,0,0,...), (50)
which, independently of f, fulfills
a(f)Q=0. (51)

The tuple (a,a*, Q) of creation and annihilation operators (45) together with the vacuum (50)
fulfilling (49) and (51) furthermore characterizes the Fock space ¥ as the completion of all finite
linear combinations of creation and annihilation operators acting on Q. It must be emphasized
that the explicit choice of (50) is not necessarily needed in computations of expectation values and
the implicit relation (51) together with commutation relations (49) already suffice to define a Fock
space. This allows to define Fock spaces for other choices of representations (a,a*, Q) obeying the
relations (49) and (51). The explicit choice of 2 can be seen as a choice of a reference state with
respect to which the corresponding creation and annihilation operators introduce or relax excitations
relative to this reference. The Fock space resulting from the particular specification (50) is called the
standard Fock space. It should be noted that, physically, the latter choice is somewhat artificial as
charges always carry a non-zero near-fields which is already implied by (24) in the simple model at
hand and discussed in the next paragraph. Although this jargon, which is also used in the following,
may suggest that there are many Fock spaces, mathematically, one may rightfully argue that there is
only one Hilbert space and it is only the interpretation of its elements that is a changing according
to the choice of representation (a,a*, Q).

Deficiency D1. One may now be inclined to give the field operator ¢ that was informally defined
in (31) a mathematical meaning for time ¢ = 0 as

¢(0,x) = a (k — y(k)e ™) + a* (k — y(k)e *¥). (52)

However, due to the behavior of the form factor
¥() = O (IK72), (53)

the decay at high momenta, commonly referred to as the ultraviolet regime, is not sufficient to ensure
square-integrability, and thus, y ¢ b. In turn, at least the creation operator in (52) is ill-defined on
all Fock space elements except zero. It is important to emphasize once again that the form factor
v(k) was predetermined by the Klein-Gordon equation (19) and the choice of Pauli-Jordan function
A in the commutation relation (20) which later implies the types of source in (24) by means of (29).
This tension between the regularity of solutions of the inhomogeneous Klein-Gordon equation
(24) and the requirement of square-integrability of the excitation wave functions relative to a vacuum
in a Fock space representation can be seen as one origin of the deficiency D1, i.e., the ultraviolet
divergence of bosonic fields mediating the interaction mentioned in the introduction in Section 2.1.
One may therefore ask if this might just be a homemade problem due to the choice of standard
Fock space representation of (a,a*, Q) in (50). As will be explained next by means of a toy model,
the answer turns out to be partly yes but partly no. Yes, because in certain settings, there are
better choices for the vacuum Q swallowing those modes that are not square-integrable, but no,
because these models inherently contain an ill-defined self-interaction much like the one in classical
electrodynamics [100]. In other words, D1 presents itself as a two-faced problem, the first one
directed towards the Fock representations, and the second one towards a much more fundamental
issue in quantum field theory which questions the sanity of the proposed equation of motion (42).
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In order to substantiate this partly yes-and-no-type answer, it suffices to regard the following
simplified model Hamiltonian

N
H® = HY + gZ<pA(X,'), H® = fd3kcu(k)a;(“ak, (54)
i=1

which is derived from (42) by setting the dispersion of the charges H]? to zero and, in view of (52),
replacing the time-zero field ¢(0, x;) by

o"(x) = a (k =y (K)e ™) +a* (k> " (K)e ), (55)
for a A-parametrized choice of form factors obeying
VA<o: y*ebh, and VkeR’: lim YA (k) = (k). (56)
—00

The parameter 0 < A < oo tunes the cut-off or suppression of the problematic ultraviolet momenta
to ensure ¥y € b for A < oo and allows to reinstate the original form factor y in the limit A — oo.
As exemplified in (35), this can be achieved by introducing a smearing with an extended charge
distribution p® € C¥(R3,R) on the scale of A~! in positions space that approaches Dirac’s delta
distribution in the limit A — o0, or alternatively, if geometry or smoothness does not play a role,
simply by means of a hard cut-off of all momenta k| > A, i.e., y*(k) = y(k) 1)<a. For the fol-
lowing discussion, the particular choice is not relevant as long as the properties in (56) are fulfilled.
As it is well-known from [79] or [86, 85], the unbounded operator (,DA(X), and hence H® in (54),
can be given a meaning as essentially self-adjoint operators on ¥ on domain D(H") = D(H").
Physically, this toy model describes a quantum scalar field for N charges at fixed classical positions
X1,...,Xy € R, or in view of (42), with infinitely heavy charges. This model is simple enough to
be solved explicitly, see [90] in case N = 1, and thus, allows for a directly accessible heuristic inter-
pretation. Nevertheless, it contains all the structure needed to comprehensively expose and discuss
the deficiencies D1 and D2. Therefore, many remarks in the reports on the works [A3-6] of the later
sections will refer back to this and the next paragraph.

As can be checked by direct computation, for A < o0, the linear transformation 7 on Fock
space

TAa TN = "'”‘f (57)

TA *TA* _ ak +lkX/ (58)

i

using the notation (45), is well-defined and unitary, and furthermore turns the Hamiltonian H” in
(54) into

3 N ’yA(k)2 .
AN .= TAHATM = E x; —x;), for VA(x)= zjd3k ) e X (59)
— w

Instead of transforming the Hamiltonian, one may also simply change the representation from stan-
dard Fock representation (a,a*, Q) to a new one (a®,a**, Q") defined by

ay = TMa ", apt =TT, QM i=TMQ. (60)
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In this representation, also the original Hamiltonian is of this particular simple form
g2 N
HA — f P oK) ad — 5 Z ©1)

which allows to readily read off its ground state. The latter is given by the new vacuum Q* whose
representation back in standard Fock representation reads

o0
s 1

= fd3k1 ... Jd3k,, MKk, ... K,) ?a; ..ap Q (62)

n.

oy N AK)
QA’(n)(kl,...,k ) = 8) Y\ e Kixj (63)
" VZh ! ,'—1;1 w(ki)
where
N A 2
k .

Zh —exp | &2 [k — 2 4 (k)e’k'xf (64)

=1 b

is a normalization constant ensuring ||Q*||# = 1. The following observations can be made:
exp(—u[x|)
4r|x|
VA(0) in the sum of the Hamiltonian (59) obviously diverge. Returning to the discussion
of the two rather distinct kinetic effects of the interaction (24) between the charges and the
field, these problematic terms may be interpreted as the i-th particle acting back on itself
by instantaneous emission and absorption of field modes — notably, much like in classical
electrodynamics for which the divergence in total energy is also linear in A. However, for
all A < oo, the self-interaction terms i = j are only constants in this simple toy model and
dropping them from the transformed Hamiltonian (59) yields a renormalized one

1. For A — oo, VA converges to the Yukawa potential V(x) = . Hence, the i = j terms

Hren,/\ = Hg — g2 Z VA (X,’ - Xj) (65)

I<i<j<N

that changes the original dynamics only by a constant phase. The latter Hamiltonian (65) can
obviously be given a mathematical sense as self-adjoint operator despite the limit A — oo.
For N > 1, the only interaction left is contained in the effective Yukawa potentials between
the charges. This separation of the two-fold kinetic nature of the interaction is not as cleanly
possible once the charges are not fixed anymore but are allowed to disperse. While in the toy
model above, the self-interaction terms only change the rest energy, in models with non-trivial
dispersion relation for the charges, it turns out that they give rise to an effective inertia of the
charges similarly as in classical electrodynamics; see report on the work [A4] in Section 2.2.4.

2. Looking more closely at the transformation 7, which allowed to extract the divergent self-
energies VA (0) and arrive at the renormalized transformed Hamiltonian (65), reveals that it

is only well-defined for A < oo due to the fact that the amplitudes %A on the right-hand side
of (57) are only square integrable for A < 0. For the same reason, the ground state Q*
in (63) also leaves the standard Fock space ¥ as A — 0. However, this problem can be
swept under the rug by the mentioned change to Fock representation (a*, a"* QA) Though
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this representation is A dependent, all respective computations of expectation values will be
independent of A as can be seen from the right-hand sides of the relations

[a*(f).a™*(g)] = (foo)e.  [a*(f).a ()] =0, [a*(f).a™*(g)] =0, a"Q* =

In this new representation, the self-energy terms can again be dropped from the original
Hamiltonian (61), analogously to what was done for (65), to find the renormalized version

2 N
H™A — gA — ‘% D IVA0) = fd3k wk)a*ay — g . VAxi—x)). (67)
i=1 1<i<j<N

Again, due to the A independence of the relations (66), this Hamiltonian can be given a
meaning as self-adjoint operator even for A — co. However, one needs to note that the
representations (a,a*, Q) and (&A, ah*, QA) are not related by a unitarily transformation in
the limit A — oo and their vacua have different physical interpretations. While Q represents
an unphysical state containing no field modes at all, Q* represents the ground state containing
the Yukawa near-field modes that are attached to the charges.

This shows the two faces of deficiency D1 more clearly and explains the partly yes-and-no-type
of answer to the question, whether D1 is only a homemade problem of the particular choice of
representation. While observation 2 above gives a positive answer by showing that the non-square-
integrable field modes of the ground state can successfully be hidden in the vacuum of the new
representation, observation 1 shows that the self-interaction causes a more fundamental problem,
namely the presence of the divergent self-interaction terms which are unaffected by a change of
representation and have to be removed by hand. As it turns out, these self-interaction terms are
inherent in all scalar field models in a similar way as in their classical analogues.

As mentioned before, it should again be noted that the annihilation operator a(f) is a bit better
behaved than its adjoint. It can be given a meaning as densely defined operator even for f ¢ b as
long as the corresponding integral (46) exists. On the contrary, a*(f) for f ¢ b simply has domain
{0}. One may exploit this fact and attempt to define the generator of the time evolution by means of
a quadratic form in which the creation operator is to be interpreted as annihilation operator acting
to the left, thus, avoiding the problem of defining ¢ in (52) as an operator on Fock space in the first
place. Such a strategy was successfully pursued in Nelson’s famous work [79], in which the more
complicated model (42) with H]? comprising the Schrodinger dispersion was studied. In particular,
the dynamics was shown to exist after an energy renormalization even when removing the cut-off A,
which will be reviewed in the report on work [A3] in Section 2.2.3. Unfortunately, this strategy does
not work for relativistic dispersion of the charges, which will be discussed in detail in the report on
work [A4] in Section 2.2.4.

Deficiency D2. In the case of a massless scalar field, i.e., u = 0, one observes another representa-
tional problem. Even with an ultraviolet cut-off A < oo in place, the ground state Q* in (63) leaves
the standard Fock space for u — 0. This is caused by the singular behavior of its amplitudes

7 On (1K72), (68)

which are not square-integrable. This behavior does not affect the finite time dynamics. In fact,
the self-adjointness result of the Hamiltonian H holds for all 4 > 0. However, in the long-time
limit ¢ — o0 of scattering theory, an initial state, e.g., in standard Fock space, would decay into
the ground state Q* in (63) with additional asymptotically outgoing field modes, a state that due to
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(68) is not anymore in standard Fock space for u = 0. This behavior is referred to as the infrared
catastrophe of massless bosonic fields mediating the interaction, i.e., deficiency D2 as mentioned
in the introduction in Section 2.1. Unlike the two-faced deficiency D1, at least in principle, D2 can
always be remedied by a change of representation. In the simple toy model of fixed charges (54),
one may simply employ the same transformation 7" as described in observation 2 of D1 above
and change the representation to (a@*,a**, Q") in (60) in order to hide the non-square-integrable
amplitudes. However, in settings in which also the charges take part in the dynamics, it turns out
to be rather difficult to identify such convenient representations since they directly depend on the
dynamics of the charges. To illustrate this behavior, let us consider a single classical charge moving
with constant velocity v € R? and interacting with its quantized field as described by the time-
dependent interaction picture Hamiltonian

Hé\ = g™ (1, v1). (69)
This model was considered in [68] where the following scattering state with n-mode wave functions

R S G O o SR A L)
VZA Vil g olk) —k- v

oMMk, k) ne Ny, (70)

was computed, again for Z* denoting the normalization constant such that [Q2|# = 1. Despite the
simplicity of the model, one readily observes a dependence on the dynamics of the charges and the
implications on the corresponding Fock representations. Not only do the states Q% leave the stan-
dard Fock space for u — 0, neither two states Q% and Qi\, for v,v' € R3 are Fock states with respect
to the same representation unless v = v’. Although, for u > 0, there are unitary transformations
T2, v € R?, much like (57) above, such that Q& = T2Q holds true and the anticipated singularities
in (70) arising from p — 0 are absorbed in the corresponding representation (&, al*, Q%) given by

~A . pA* A ~Ak . A% _xpA
dyy =Ty ak Ty, dyi =Ty o Ty, (71)

the map Té}
the representations (al,al*, Q%) are not unitarily equivalent. For more general models in which
the charges are allowed to disperse and interact with their field, this behavior becomes much more
complicated to track. In order to build a scattering theory, usually a sophisticated technology has
to be developed, e.g., [84, 20], in order to identify the so-called super-selection rules that allow to
discern convenient representations.

Mathematically, at least in the class of Hamiltonians considered in (42), such studies are ac-
companied by another difficulty as the limit © — O implies the closure of the spectral gap between
the ground state energy and the continuous spectrum above it. Since the spectral gap is an essential
ingredient for analytic perturbation theory usually employed to analyze these models, substantial
efforts are needed to control the model for u — 0, see in particular [83]. In Section 2.2.3, the work
[A3] will be discussed which allows to control the mass shell of the Nelson model under simultane-
ous removal of the infrared and ultraviolet cut-offs. Furthermore, in Section 2.2.5, the works [A5-6]
are discussed in which, despite the infrared divergent behavior, a technique to control the long-time
limits in the Spin-Boson model is demonstrated.

*TX survives the limit 4 — 0 only for v = v'. Hence, for different velocities v € R,

After this introduction to the class of scalar field models and their immanent deficiencies D1 and D2,
the rest of this report turns to their rigoros study. The typical approach is, in a first step, to introduce some
kind of ultraviolet and infrared regularization that remedies D1 and D2, respectively, and to investigate
the well-posedness of the corresponding initial value problem. In a second step, one studies the behavior
of the model when the cut-offs are attempted to be removed in order to identify a suitable renormalization
procedure. Therefore, this section closes with a report on work [A2] in which the existence of the
dynamics of the original multi-time model (18), (19), and (21) featuring an ultraviolet regularization
is proven. This complements the classical literature that predominantly studied the derived single-time
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models (42).

Existence of dynamics of the multi-time system. Turning to the question of existence of the
dynamics for (18), (19), and (21), the first task is to give the right-hand side of (18) a mathematical
meaning. For this purpose, it will be convenient to regard smooth maps of the type

lﬂZRN—>7‘(, (tl,...,tN)Hlﬁ(ll,...,lN) (72)
for a target domain
H = LZ(R?’N,TK) ~ LZ(R3N,C) ®7:K ~ LZ(R3N’CK) ®7: (73)

as solution candidates. The constant K = 4" counts the number of spin degrees of freedom for
N spin 1/2 charges. The three tensor product spaces on the right-hand side of (73) are isomorphic
and isometric and will all be identified with the same symbol H and used interchangeably in the
notation. In particular, the one on the right allows to easily carry over the Fock space formalism
as introduced previously while the one on the left allows to focus on the properties of the multi-
time wave functions and temporarily forget about the Fock degrees of freedom in computations. An
element ¢ € H can thus be thought of as an N-particle wave function taking values in the Fock space

F,ie., forae.xy,...,xy € R3, the element ¢ may be evaluated to give a sequence of n-mode wave
functions ((/)(”) (X1,...,XN))neN,» €ach of which may in turn be evaluated at a.e. kj,...,k, € R3 to
give a value ¢(”)(x1, ....xyv;ki,...,k,) in CK,

In this setting, the definition of the annihilation and creation operators as given in (46) and (47)
can readily be implemented as follows

a(f) = 1@ cx) ®al(f), a*(f) = 1p@scx) ®@a*(f), H) = Lp2(ms cxy QHy  (74)

for f € h. Those can now be employed to give ¢ on the right-hand side of the multi-time equations
(18) a mathematical meaning. However, as discussed previously, this requires the introduction
of a regularization. Unfortunately, this introduces a further complication as it also impacts the
integrability condition (21). The geometric nature of this complication can best be made apparent
using a regularization by means of an extended charge density p, as exemplified in (35), that is
smooth and compactly supported in a ball of diameter 6 > 0 around the origin, i.e.,

peCL(R,R),  suppp < Bs(0). (75)

As this regularization will be kept fixed, the notation can be simplified by introducing an abbre-
viation for the action of the resulting field operator ¢ comprising both the regularization and the
evaluation at the respective particle position X; as follows

(0j(0)8) (X1,....xN) = o(t,X;)B(X1, ..., XN), (76)

at least for ¢ in the respective domain. In the notation of (45), the field operator then takes the form

I p(k) () ex; () kx,
LX) = d3k iw(k)t+ik-X; +at iw(k)r—ik-X; ) 77
o(1,x;) J (27)3/2 20(K) (ake age ) (77)

The geometric impact on Dirac’s integrability constraint (21) can be read off the following relation

[o(x), 9(y)] = ip #x py * A(x — ), (78)

where %y and #y again denote convolutions in the x and y coordinates, respectively. Hence, after
regularization, Dirac’s integrability constraint cannot be fulfilled anymore on entire SV, as defined
in (13). In order to allow for a path-independent integration of the multi-time evolution (18), and
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thus, an unambiguous definition of the values of a potential solution ¢ for certain space-time con-
figurations, the set of admissible configurations needs to be restricted as follows

S(Isv = {(X],...,XN)€R4N|Vk¢lIIkZtl\/ ]xg—x?\+6< ‘Xk_xl’}, (79)

for & > 0. It should be noted that this definition coincides with the previously defined SV in (13) in
the limit 6 — 0.

Opposed to the introduced notion of maps of the type (72) as suggested above, a seemingly more
natural notion for strong solutions to the multi-time system (18), (19), and (78) may now appear to
be smooth maps of the type

v:SY -7k (80)

At least, this would avoid regions in the set of space-time configurations R*" for which the value of
y cannot be defined unambiguously due to the violation of the integrability constraint (78). But this
advantage comes with two drawbacks.

As first drawback, ng is not an open set in R* so that partial time derivatives cannot always be
straightforwardly defined. Therefore, the following notion of partial derivatives was adopted from
[80]: Each point x € SQ’ defines a partition of the set of {1,..., N} into non-empty disjoint subsets
Py, ..., Pr by means of the equivalence relation given by the transitive closure of the relation that
holds between k and [ if and only if |t — #;| + 6 > |xx — x;|. All points xg, x; for k, [ in a partition P;
necessarily fulfill # = # and this common time coordinate is denoted by fp,. The partial derivative
with respect to tp, can hence be defined for ¢ : RY — H a.e. as follows

(% (tl,...,tN)) (XpveenXy) = D (gw(n,...,mﬂ (X1,....XN), (81)

JEP; J

provided the partial derivatives on the right-hand side exist. In the following, a ¥ as given in (80) is
called smooth if for all configurations in stv all corresponding derivatives Op, are well-defined.
The second drawback of the notion (80) is that it does not allow to easily exploit the classical
results of functional analysis. Luckily, by definition, only sequences of configurations in SQ’ are
required to obtain the corresponding limits involved in the derivatives dp,. Hence, the value of a
potential solution ¢ on ng and its relevant derivatives does not depend on configurations outside
of ng . But such values are anyhow the only ones that have a chance to be unambiguously defined
thanks to the path-independence of the integration of the multi-time equations (18) that is shown to
be enforced by the integrability constraint (78) in [A2]. Hence, with sufficient regularity, it is possi-
ble to extract from potential solutions i, in the sense of notion (72), potential solutions in the sense
of (80) by restricting the former to ng . Vice versa, potential solutions of type (80) can be extended
to type (72) by specifying arbitrary values outside of Sf;’ because, as also shown in [A2], the values
outside SQ’ do not influence the evolution on SQ’ . This observation is one of the main technical
ingredients in [A2] that allows to exploit functional analysis results of the classical literature.

With the introduced notation, it is possible to state the solution sense and the existence of dy-
namics result of [A2] for the regularized version of Dirac’s original multi-time system (18), (19),
and (21) for the following N Hamiltonians

Hi(t) = HY + gp(t),  k=1,...,N, (82)

where H,? denotes the free Dirac Hamiltonian of the kth particle, see (170) below, and ¢ (¢) is given
in (76)-(77). One should note that, thanks to the Fock representation by means of creation and anni-
hilation operators and by definitions of w(k) and y(k), the regularized field ¢ in (77) automatically
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fulfills the free field equation (19) and the regularized version of Dirac’s integrability constraint
(78).

Due to the described complications that are introduced by the regularization, the solution sense
will be defined as follows:

Definition 2.2 (Multi-time solution sense). A map ¢ : RN — H, (t1,...,ty) — ¥(t1,...,ty) is
called a solution of the regularized multi-time solution if the following properties are fulfilled:

1. (Time regularity)  is differentiable.

2. (Point-wise evaluation) For all configurations (xi,...,xy) € ng and k = 1,...,N, the fol-
lowing point-wise evaluations are well-defined.:

(I,[/(l‘l,...,l‘N)) (X],...,XN), (83)

(Ont(tr, ... tn)) (X1,... . XN), (84)

(Hj(tk)l,b(tl,...,tN)) (X],...,XN). (85)

3. (Evolution equations) For all (xi,...,xy) € stv with corresponding partitions Py, ..., Py,

foran L e {l1,...,N}, the following equations hold true:

(Gt at) ) (1) = (Hp (11, 1n)) (15X, (86)
where the partial Hamiltonians are given by
Hp, = ), Hi(tr,). (87)
JEPy

Compared to classical existence results for single-time quantum systems, one notes the promi-
nent regularity requirement. This additional requirement allows to restrict the solutions sense con-
veniently to the relevant domain ng of space-time configuration space R*V. In the future, this
condition may be relaxed by regarding solutions as distributions acting on test functions supported
in Sﬁ;’ only, but this generalization was not thematized in [A2]. The main results of [A2] are sum-
marized in the following theorem:

Theorem 2.3 (Dirac-Fock-Podolsky multi-time dynamics [A2]). Let

WeD:=Ccr®RY ) eF (|L®RY.CHe (ﬂ D ((Hfj,)”)) : (88)

neN

1. (Existence) There exists a multi-time solution  in the sense of Definition 2.2 with initial value
Yo, i.e.,

lﬂ(l‘l,...,l‘N)L] -0 =¢0. (89)

2. (Uniqueness) Furthermore, if 1/~/ is another multi-time solution with initial value y°, then l/N/
and  coincide on SY, i.e., for all (xi,...,xy) € Sév, the following equality holds

(lZ(ll, ... ,ZN)) (X], - ,XN) = (lﬁ([l, ... ,ZN)) (X], .. ,XN). (90)
3. (Regularity) For ty,...,ty € R, the multi-time solution  fulfills

lﬁ(ll,...,tN)ED. (91)
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There are several technical inconveniences to be accounted for in the strategy of proof. Due
to the fact that the free Dirac Hamiltonians H,? are not bounded from below, the time-zero fields
¢(0, x¢) cannot directly be controlled as perturbations of H,? + H? in the Schrodinger picture. For
this purpose, a self-adjointness result by Arai [2] was employed as main ingredient to define single-
time evolutions (Up,(7))cr generated by the partial Hamiltonians Hp, for relevant partitions Py.
Candidate solutions of the type (72) are then generated by means of concatenation of partial time
evolutions (86). For example, for the special case of only two charges N = 2 and times t, > 1, a
candidate solution may be constructed by

lﬁ(l‘l,tg) = U{l}(tl,l‘z)U{l,z}(tz,O)lﬂO, 92)

which, loosely speaking, comprises a single-time evolution for both charges from initial value y°
at times zero forward to the largest time #, and afterwards a backwards evolution in the tensor
component of the first charge to time #;. Thanks to initial regularity, the candidate ¢ readily fulfills
(86) for k = 1, however, for k = 2 one needs to show that H, commutes with U (12} at least when
acting on sufficient regular functions evaluated on admissible configurations ng . In order to show
the respective commutator relation, one has to exploit Dirac’s regularized constraint (78) and the
fact that the evolutions generated by Hy are causal, and thus, affect respective supports only within
light-cones. For those arguments, point-wise evaluation is very helpful for which the invariance of
the domain D over time is controlled with the help of a powerful commutator technique similar to
the one described in [67].

Furthermore, in [A2] the question whether such solutions entail a relativistic interaction between
the charges mediated by the field ¢, cf. (24), is addressed by:

Theorem 2.4 (Dirac-Fock-Podolsky interaction [A2]). Let y° € D, y the corresponding multi-time
solution, and ; = VY, .. 1y=1 for t € R, then

.....

N
(DI,X + :uz) <’ﬁz, (,D(l', X)lpt>‘1{ = -8 Z <'70l"p *x P *y 63(X - Y)’y:ﬁk‘ﬂz> (93)
k=1

holds for all t € R,x € R3, where X, denotes the position multiplication operator of the k-th charge.

This concludes the discussion of regularized multi-time systems which set the stage for the corre-
sponding single-time models of quantum field theory of Schrodinger-type (42). The next sections focus
on the interaction between only N = 1 charge and its field and report on studies of the model proper-
ties while the corresponding regularizations in the ultraviolet and, for g = 0, also in the infrared are
attempted to be removed.

2.2.3 Removal of the cut-offs for non-relativistic charges

This section comprises a report on the following article:

A3. The Mass Shell of the Nelson Model without Cut-offs, S. Bachmann, D.-A. Deckert, A. Pizzo,
Journal of Functional Analysis, 263(5):1224, 58 pages, 2012

The openly accessible version arXiv:1104.3271 is attached in Section A, page 111.

In [A3], the single-time model introduced in (42) is studied for the case of a single, i.e., N = 1,
non-relativistic, persistent, and spinless charge that interacts with its scalar field. In this case, the corre-
sponding Hamiltonian takes the form

000x) = (e + H + 46(0.%) ) W) 04)

This model is commonly known as the Nelson model since its first rigorous study was conducted by
Nelson [79] in 1964. As discussed in the previous section, due to the ill-defined nature of the field
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operator ¢, the Hamiltonian expression in the parentheses on the right-hand side of (94) cannot be given
a ready meaning unless a regularization such as (56) is introduced. Contrary to the setting of the work
[A2] discussed in the previous section, the particular geometry of this regularization is of no importance
here and one may employ the following simple choice by replacing ¢(0, x) in (94) with the expression

ik-x % —ik-X 1 1K<|k\</\
P02 = [ (e ™). 00 = i e
95)

for boson mass ¢ = 0 and infrared and ultraviolet cut-off parameters 0 < « < A < 00. As shown in [79],
for this range of cut-offs, the regularized Hamiltonians

Ax
H>»=H + go(x)|», H°= 5t H’, H° = Jd%w(k)a;ak (96)
on Hilbert space
H=LRC)QF (97)

are essentially self-adjoint with domain D(H|®) = D(H"). It should be noted that this result includes the
complete removal of the infrared cut-off, i.e., « = 0, even for zero boson mass ¢ = 0. As remarked in the
discussion of deficiency D2 in Section 2.2.2, the infrared catastrophe is not an obstacle to the existence
of dynamics. It can only lead to a representation problem of certain states in standard Fock spaces and
introduces the technical difficulty of an absence of a spectral gap.

The remarkable main result of [79] ensures the existence of dynamics in the limit A — oo after a
so-called Gross transformation

A k _
T’KAakT‘Z\* — ak _ g kz)’K ( ) e—lk~X’ (98)
o T w(k)
A
k .
T|2apT|e* = ag — gkzn#eﬂk'x, 99)
1 + w(K)

using notation (45), is applied to the Hamiltonian H|%, see [59], and from it, a logarithmically divergent

energy

g J 3 1
2027 Jesiki<a (k) [%“"(k)]

Veert|> = — (100)

is subtracted. More precisely, for fixed infrared cut-offs 0 < «, it is shown that for the family of energy
renormalized Hamiltonians

H|} = TI2HPTM — Veerl), A <o, (101)

there is a unique self-adjoint operator H'|* with a domain being a subset of the form domain of H, i.e.,

D(H'|¥) < D (\/H()), such that forall t € R and ¥ € H

lim ™10y = oH' (102)
A—00
holds true. Thanks to this result, the Nelson model has been one of the standard toy models in mathe-
matical quantum field theory to study the deficiency D1.
It is interesting to observe the similarity to the energy renormalization that was employed in the
toy model (54), cf. (59) and (65), of the previous section. The crucial difference between the Gross
transformation and the one used in the toy model in (57) is the additional % summand in the denominator



2.2 Persistent charge models 35

of the amplitude on the right-hand side of (98) which originates from the Schrodinger dispersion relation
—2% of the charges. This additional term guarantees the square-integrability of these amplitude even in
the limit A — oo. In turn, and contrary to the toy model case (57), the implied Gross transformation
(98) remains well-defined in the limit A — oo0. All corresponding representations of the commutation
algebra (30) are therefore unitarily equivalent to the one on standard Fock space. Loosely speaking, in
the Nelson model, the deficiency D1 is not two-faced as in the toy model (59). It resides exclusively in
self-interaction and not in the choice of Fock representation. Furthermore, it should be noted that the
self-energy term Ve in (100) only diverges logarithmically as opposed to linearly in the case of V*(0)
in (59) or in the energy of the classical analogue. Such observations were the source of hope that the
quantum dispersion of the charges, and in non-persistent models also their fluctuations, would render
the models sufficiently regular even though their classical analogues are ill-defined. The work [A4]
presented in the next section, however, shows that this hope cannot be substantiated when considering
more relativistic dispersions such as v/ —Ax + M2.

Despite the success of removing the ultraviolet cut-off, it turns out that the underlying technique
that controls the limit of the Hamiltonians H’'|2, k < A < o0, in the spirit of the KLMN theorem on
quadratic forms is rather abstract and provides little information on the particular expression and domain
of the limiting Hamiltonian H’|{; for recent progress in characterization of its domain, see [72]. Shortly
after Nelson’s result [79], Cannon [17] was able to construct the mass shell (E{,|KA, P)p|<; in the limit
A — o0, where E}|» € R and P € R? denote the spectral variables of the Hamiltonian H’| and the total

P
momentum operator

Powl = —iVx + Pheta,  Pfield = fcﬁkka:;ak, (103)

respectively. The field moment operator Pgelq is defined analogously to (48). Since the model is trans-
lation invariant, H'| and Pyo, commute. In order to compute the mass shell, one may therefore regard
the natural decomposition of the Hamiltonian H|? in terms of the total momentum fibers P € R?, i.e.,

D
H|} = JR} d*p Hp[2, (104)

and attempt to construct the corresponding spectral infima Ep|® of H{,|KA in the momentum fibers P of
interest. Cannon succeeded in this construction for positive but sufficiently small coupling constants |g|
by employing analytic perturbation theory of quadratic forms with respect to the free Hamiltonian H°.
This technique moreover relies on the existence of a spectral gap which requires boson masses u > 0
and/or infrared cut-offs x > 0. Only shortly after Cannon’s result, Frohlich [69] succeeded in a con-
struction of the mass shell without a x-dependence in the coupling constant and for arbitrarily small but
positive infrared cut-offs x > 0, even in the case of zero boson mass u = 0, which relied on a lattice

approximation technique that was inspired by earlier works of Glimm and Jaffe.

However, both approaches in constructing the mass shell only provided rather implicit formulas for
perturbative expansions of the energies E{,\,’(\ making computations of approximations and respective
errors rather intractable. These results were furthermore extended by a major advance by Pizzo [83] that
allows to control the mass shell of the Nelson model for the range of cut-offs 0 < x < A < o0, i.e., a
fixed and finite ultraviolet cut-off, but now including the case of complete removal of the infrared cut-off
k — 0. Contrary to the analytic perturbation of quadratic forms, the employed technique comprises
a multi-scale perturbation analysis that can be applied on the level of operators, in particular, for the
corresponding spectral projections of Hp A, for sufficiently small positive A-dependent but otherwise
uniform coupling constants |g|.

Construction of the mass shell while removing all cut-offs. With respect to the preceding re-
sults, the main advance of [A3] is a construction of the mass shell in the limit of complete removal
of both the ultraviolet and infrared regularizations, including the case of zero boson mass u = 0.
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Furthermore, tractable expansion formulas are provided similar to those in [83] but now for a suf-
ficiently small range of positive coupling constants |g| that is uniform in both cut-off parameters A
and «.

To put this result in perspective, it should be notated that already by means of standard analytic
perturbation theory, one can show that the family of restricted fiber Hamiltonians

Hpl2 1 FIE, FI = F(L*(BA\BY)), (105)

where B, = R? denotes the ball for radius » > 0 around the origin and the symbol | indicates the
restriction of the domain, in this case to the corresponding momentum shell k < |k| < A of the
Fock space 7|2, admit isolated and non-degenerate ground state energies

Ep|y :=info(Hp[} | F2), (106)

for 0 < x < A < . Here, o(-) denotes the spectrum of the corresponding self-adjoint operator.
However, adding the interaction gg(x) to the free Hamiltonian H° in one shot comes at the cost of
a cut-off dependent smallness restriction on the coupling constant |g|. Ultimately, it only allows for
the trivial case g = 0 in the limit of complete cut-off removal due to the logarithmic divergence of
the interaction for A — o0 and, in case of u = 0, the closure of the spectral gap for xk — 0. To
overcome this restriction and gain control of the mass shell for a positive range of coupling constants
|g| uniformly in the cut-offs A and «, a multi-scale perturbation analysis similar to [83] was adopted
and extended to include the ultraviolet regime. Contrary to the one-shot perturbation expansion, one
considers an iterative expansion in which one adds smaller momentum slices of the interaction by
repetitive application of analytic perturbation theory until the desired range of allowed interaction
momenta is reached. In this process, the motion of the non-degenerate ground state Ep|? and the
continuous spectrum of Hp| that starts at the energy max{x, u} must be carefully monitored during
each addition of a new slice of interaction. Two main types of spectral motion occur. First, when
increasing the ultraviolet cut-off A, the spectrum of Hp|2 is shifted towards the left on the real axis,
a behavior that is already indicated by the negatively divergent energy Vi in (100). Second,
when decreasing the infrared cutoff «, the spectral gap between the ground state energy and the
continuous spectrum decreases with a certain velocity, and in case of zero boson mass u = 0, it
finally closes. As already discussed in Section 2.2.2 with regards to deficiency D2, in addition to
this technical difficulty for 4 = 0, the family of corresponding ground states will not converge in
standard Fock space for k — 0 and the Fock space representation will have to be adapted. In order
to focus on the two types of spectral motion and the necessary change of representation in case of
u = 0 separately, the construction of the mass shell was carried out in the following three main
steps.

Step 1: The ultraviolet regime. To counteract the shift of the spectrum towards the left, one
regards the transformed fiber Hamiltonians Hp|? of the renormalized Hamiltonian as given in (101)
and the corresponding renormalized ground state energies

EHZ\ = EP|£ - Vselfwa (107)

which are implied by the unitarity of the Gross transformation (98). In this first main step of [A3],
the infrared cut-off k > 0 is kept fixed and slices of interaction momenta of the form

[0 Tn—1)s Ty 1= KBys 1 < Buv, neN, (108)
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are added in an inductive scheme. When stepping from scale (n — 1) to scale n, one regards Hp, i
as an analytic perturbation of H{,\,‘(T”" by

AHp|7" = H'(P)[{" — Hple"™". (109)

For a carefully chosen sequence (&,),en of decreasing positive gap estimates, the inductive hypothe-
ses

Opn—1 Op—1,

1. Wpl,"" is the unique ground state of Hp|,"~' with energy Epl,"";

Opn—1

2. The spectral gap of Hj, U Flem! is bounded from below by &, 1;

On
K

allow to estimate the spectral gap H;)\,i'”*‘ ® Lgygn 1 restricted to |, " from below also by &,_;. At

the cost of decreasing the gap estimate form &, to &,, it is possible to apply analytic perturbation
theory once again to construct the new ground state ¥'p, o" and show that is has a non-degenerate

ground state energy Ej, «". Moreover, the Neumann series of the resolvent

! = ! S AH|T" —1 11
H;) z_n . = Hi) 2_"_1 —; ZO - HP‘()’n_l H{) Z,,_] —z ( 0)
Jj=

can be shown to be well-defined for all complex z in the domain

e <IB A <6 < (1)
and an a priori variational argument ensures Ep, o< Ep +"~' such that the new spectral gap can be
bounded from below by &,. Tuning Syy sufficiently close to 1 and adapting the choice of spectral
gap bounds (&,),en ensures the convergence of the Neumann series for a range of sufficiently small
but positive |g| that is uniform in the scale parameter n. This allows to close the induction and derive
the following result for the limit n — o0, i.e., the limit of removal of the ultraviolet cut-off A — co:

Theorem 2.5 (Ultraviolet construction [A3]). Let |P| < Al,- There is a constant gy, > 0 such that
for all |g| < gmax the following holds true:

1. The sequence of operators (H{,],‘(T”) neN converges in the norm resolvent sense to a self-adjoint
operator Hp|? acting on F.

2. The limit Y| = lim, o, Wp|{" exists in F and is non-zero.
3. Ep| :=lim,_oo (Ep|(") exists.

4. Ep| is the non-degenerate ground state energy of the Hamiltonian Hp|;0 with corresponding
ground state W |°. Moreover, the spectral gap of Hp|C I F | is bounded from below by a

fraction of k.

Step 2: The infrared regime. In the second main step of [A3], another scaling is introduced in
order to add slices of momenta of the interaction

1
(Tm’Tmfl], Tm = KIB;,IZQ’ 0 < BIR < Ea me N’ (112)
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below the original infrared cut-off k. In a similar inductive scheme as applied for the ultraviolet
regime, it is shown that Hy, = admits non-degenerate ground state energies Ep with corre-
sponding ground states ¥'p 7 while the spectral gap is bounded from below by a fraction of T,,.
Also, these results hold for a sufficiently small range of positive coupling constants |g|, however,
uniformly in n,m € N.

b
T—m

Step 3: The removal of both cut-offs. In the third and final main step of [A3], the representational
problem for 4 = 0 is addressed based on the previous results. Recall the discussion of deficiency D2
in the case of the toy model presented in the Section 2.2.2 where it was shown that the corresponding
ground sate (63) leaves the standard Fock space when removing the infrared cut-off « — 0. The
same problem occurs in the Nelson model and it was already shown in [69] that the normalized
versions of the ground states ¥, " weakly converge to zero as m — 0, i.e., in the limit of removal
of the infrared cut-off k — 0. In order to counteract this behavior, in [69] yet another Bogolyubov
transformation is introduced

(o
Ve (K) ik
W V E/ Oy a W V E/ Oy *:a _ m e zkx’ 113
(VP plr) ak W, (VeEp|z)) k gw(k)—k-VPE{,;',: (113
/|0 * ! |0\ % * 7’?,2' (k) +ik-x
We (VeLplr,) a We (VeEplr,)™ = aic = 8 Zry VBl e
using notation (45), and one may regard the family of transformed Hamiltonians

Heuristically, this transformation dresses each naked total momentum fiber state e+ ® Q with its
natural field modes, cf. (24), much like the ones in (70) as observed in the simple model of a classical
charge moving along a straight line with velocity v = VPE{,\KA. In the same way, the amplitudes
on the right-hand side of (113) are tuned to absorb the non-square-integrable field modes attached
to the charge in order to circumvent deficiency D2 by carefully adapting the representation. This
transformation (113) was the key ingredient in the construction of scattering states without infrared
regularization [83, 19].

Following closely [83], which however assumed a fixed ultraviolet cut-off A < 0 and did not
allow to study A — oo, another inductive scheme is employed in [A4] in order to construct the
sequence of transformed ground states

HY'|7,0p[7) = Ep[ e

el (116)

maintaining the uniformity in the smallness restriction of the coupling constant |g| in 7 and m. Many
techniques from [69, 83] were recycled in order to treat the many summands in the expression of
the transformed Hamiltonian (115). Since the Bogolyubov transformation depends explicitly on the
effective velocity VpEj 2, the induction faces a further complication as those entities have to be
constructed and controlled simultaneously in each step. Furthermore, to conduct the removal of
both cut-offs, it turns out that, as the spectral gap closes due to the removal of the infrared limit, the

ultraviolet limit must be approached at a comparatively sufficient fast rate:

Theorem 2.6 (Removal of both cut-offs [A3]). Let |P| < le' There is a constant gyqax > 0 such that
for all |g| < gmax the following holds true:
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1. There exists an @y, > 0 such that for any integer @ > @pn and n(m) = am, the limit
®p|¥ := lim @p|; ™ (117)
m—ao0

exists in F and is non-zero.

2. Ep|y = limy, o Ep|Y exists and is the ground state energy corresponding to the eigenvector
¢plq of the self-adjoint operator

Hy' |5 = lim Hy |7, (118)

where the limit is understood in the norm resolvent sense.

2.2.4 Ultraviolet behavior of relativistic charges

This section comprises a report on the following article:

A4. Ultraviolet Properties of the Spinless, One-Particle Yukawa Model, D.-A. Deckert, A. Pizzo, Com-
munications in Mathematical Physics, 327(3):887, 33 pages, 2014

The openly accessible version arXiv:1208.2646 is attached in Section A, page 167.

Regarding the Nelson model, in [A3], all cut-offs were successfully removed during the construction
of the mass shell, but although tractable expansion formulas were provided, tools to conduct a rigoros
study of the mass shell properties were still missing in the limiting regime of the cut-off removal. Fur-
thermore, as also discussed in the previous section, the achieved results strongly relied on the nature of
the non-relativistic dispersion relation of the charge in the model Hamiltonian (94). The latter implied
the 2“724 summand in the denominator of the Gross transformation amplitude (98), and hence, guaranteed
the unitarity of this transformation even in the limit of removing the ultraviolet cut-off A — o0. Two
next natural questions are whether the successful construction of the mass shell can be repeated for a
“more” relativistic, and therefore, less regularizing dispersion relation, and how the provided expansion
formulas can be exploited to study the mass shell’s behavior when varying the cut-offs. Therefore, in
[A4] the non-relativistic dispersion relation of the charge was replaced by the so-called Klein-Gordon
one, which results in a model Hamiltonian of the form

H= A+ M2+ H + gp(x) (119)

This model is usually referred to as Yukawa model and can be seen to effectively describe the strong nu-
clear force between heavy nucleons interacting with chargeless mesons. Again, as it stands, the Hamilto-
nian (119) cannot be given a mathematical meaning and an ultraviolet regularization has to be imposed in
the field operator ¢. The same cut-off as introduced in (95) was also used in [A4] and the same notation
as in the previous section is adopted here to prescribe the regularized version of the model Hamiltonian
(119),1i.e.,

HA = \/=Ax + M2 + HY + go(x)[2. (120)

Already in 1970, a similar model to (120) appeared in the mathematical physics literature in the work of
Eckmann [35] in which the interaction term ¢ was replaced by the slightly more regular version

* *
Nk % Mp

+ h.c, (121)

jd3pjd3k
(o1, K], [p—k|<A \/((P — k)2 + MA)2(K2 + 1)1 2 (p? + M2)1/2
*

where ny and np denote the creation and annihilation operator for the charges. The additional regularity
as compared to ¢ alone, cf. (95), is due to the form factor of the corresponding charge field

(x) = d !
’ f p(z(zn)3\/m)

7 (npe ™" 4 npe™ ) (122)


http://link.springer.com/article/10.1007%2Fs00220-013-1877-9
https://arxiv.org/abs/1208.2646
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from which the factors involving the charge mass M in the denominator of the integrand in (121) origi-
nate. These are not present in the original persistent charge model (42) since the charges were represented
by quantum particles and not by quantized fields as it is the case in full quantum field theory. It should
be noted that Eckmann’s model nevertheless preserves the total number of charges. Similar to the result
of [A3] in the Nelson model, it was shown that a logarithmically divergent energy renormalization of
the family of Hamiltonians (120) in A suffices to ensure convergence in the norm resolvent sense. The
Yukawa model was also treated in the extensive studies of [69, 49] which contain another existence result
for a renormalized Hamiltonian, again, for a slightly more regular form factor compared to ¥ (k) in (95)
and at the cost of a logarithmically divergent energy renormalization. Moreover, in [101], the existence
of ground states are proven for a more relativistic version of the model in which a Dirac dispersion rela-
tion is employed for the charges and the type of interaction (121) was used for a fixed finite ultraviolet
cut-off.

Ultraviolet behavior of the mass shell of the Yukawa model. As mentioned above, the natural
questions are how to construct and also investigate the properties of the mass shell as the ultraviolet
cut-off A approaches infinity. This is the content of the work [A4], in which the less regular inter-
action term as given in (120), and as originally imposed by the form of the commutation relation
(20), is considered. The exact restrictions of the model parameters are given as follows

M >0, u>1, 0<|gl <1, k=1<A< . (123)

Thanks to translation invariance, it is again possible to study the corresponding Hamiltonians (120)
in terms of its total momentum fibers HP\KA for P € R3, cf. (104). As well-known from the classical
literature, for 0 < k < A < oo, these Hamiltonians are essentially self-adjoint on the domain D(H)
and bounded from below. The latter allows again to define the ground state energies as follows

Ep|® :=info(Hp® 1 F|2). (124)

It should be noted that a non-zero boson mass u > 0 renders the infrared cut-off « redundant since
the spectral gap is bounded from below by min{x, 1}, and in [A4], « is only kept for computational
convenience.

The main part of the work in [A4] is again to set up a multi-scale technique similar to the
ones discussed in the previous section in order to construct the mass shell in a certain spectral
range (Ep|2,P)pegrs and infer expansion formulas that are uniform in A, at least for a fixed range
of coupling constants g. Besides the results on the Nelson model in [A3], which behaves much
better in the ultraviolet regime, [A4] is the first work that features an application of such a multi-
scale technique to study the ultraviolet behavior in quantum field theory. Similar to the technique
applied in [A3], the two key ingredients for this purpose are, first, a suitable scaling in which slices
of momenta of the interaction are added iteratively using analytic perturbation theory, and second,
sufficient external information on the spectral motion that occurs during the iteration and ultimately
allows to close the corresponding inductive scheme. In [A4], the following scaling

(AB", Al % <B<1 (125)

was employed which results in a number of scales

log A
N = L, (126)
—logp
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assuming the fineness parameter § is chosen such that N is a natural number. In order to gain control
on the Neumann expansion of Hamiltonian Hp]ﬁﬁn with respect to perturbation

n—1
AHp|yo, = Hel\s  — Hel\g, (127)

similar to (110), it turned out to be crucial to fill in the slices of momenta of the interaction starting
from the ultraviolet cut-off A down to the infrared cutoff 1 = x = ABY. In such a scaling, one can
exploit the spectral gap implied by the lower cut-off AS" of Hp]ﬁﬁn in the required norm estimates
of the corresponding resolvent to compensate the contributions of the interaction momenta of the

perturbation AH1:|$:71 up to AB"~!. This strategy allows to control the expansions on all scales
for a sufficiently small range of couplings constants g that is uniform in A. In turn, the mass shell
can be studied for varying A. Furthermore, a fine-tuning of § — 1 allows to control error terms
in the multi-scale expansions of the type O(N(1 — 8)!*€) for any € > 0 and ultimately enables a
study of the model behavior for A — c0. After carrying out the multi-scale construction in [A4],
the resulting multi-scale expansion formulas allowed to show the following result, which basically
states that independent of the choice of a possible energy or mass renormalization, the mass shell
collapses.

Theorem 2.7 (Ultraviolet properties of the mass shell [A4]). Let |g| > 0 be sufficiently small and
P| < 3.

1. There exist universal constants a,b > 0 such that for all 1 = k < A < o0 it holds
P2+ M2 — g’bA < Ep|® < VP2 + M2 — g%aA (128)
2. There exist universal constants ¢, C > 0 such that the following estimate holds true

) P
lim sup |VpEp|}| < A—g%% +Clgl'?,  i=1,23. (129)
p—1 [P2 + M?] /

The first observation states that the divergence of the ground state energies is linear in A. This

behavior is due to the slightly less regular form factor ¥ (k) as compared to the works [35, 49]

which found only a logarithmic divergence. Furthermore, a direct consequence of the bound in

(129) is the flatness of the mass shell up to a remaining error term as the ultraviolet cut-off is
removed:

M < clg'. (130)

K

lim sup ‘VPEP|
A—0

In order to interpret the latter observation, it is helpful to note that VpEi,\KA encodes the effective

velocities of the charges. In the free case g = 0, one finds

|
VP2 1 M2

i.e., the velocity of a free relativistic particle. For |g| > 0, the study of the effective velocities VpEj,
thus allows to gain inside in the effect of the self-interaction on the kinetics of the charge; recall the
discussion of the two-fold kinetic nature of the interaction implied by a scalar field ¢ contrary to the one
of direct interaction potentials in Section 2.2.2. According to (130), the effective velocity decreases with
increasing A and eventually, upon complete removal of the ultraviolet cut-off, the mass shell becomes flat
up to a remaining error of the order | g]l/ 2. This remaining error in (130) is very likely only of technical
nature as suggested by a comparison of the free mass shell for g = 0, i.e., (131), with the one of an
arbitrarily small |g| > 0, i.e., (130). The latter is flat no matter how small |g| is chosen.

Furthermore, in the total momentum fiber P = 0, the inverse of the effective velocity can be seen as

VpEp|2 = (131)

[
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the effective inertia of the charge

—1
Meffective = (VPEH,/(\) ’P:O' (132)

Since the theorem above states that this quantity diverges for A — o0, one may be inclined to coun-
teract such an behavior by a A-dependent renormalization of the bare mass parameter, more precisely,
to arrange a scaling m = m(A) in such a way that the effective inertia (132) is kept constant and equal
to, e.g., an experimentally measured value. Unfortunately, in the Yukawa model such a rescaling of the
mass has no effect, as can be understood from the right-hand side of (129), and a successful renormal-
ization scheme model will require a more sophisticated method than energy or mass renormalization, for
instance, wave function renormalization. It is interesting to note that this behavior seems to be charac-
teristic to the more relativistic dispersion relations. In the case of non-relativistic charges, in which the
free mass shell takes the form of 2%2,[ instead of (131), there is a viable chance that the increase of the
effective mass can be counteracted by a conveniently chosen scaling limp_,om(A) = 0. In the case of
the Pauli-Fierz model, there already exists a conjecture about a potentially successful scaling rate [66];
see [100] for an overview. It must however be emphasized that variational lower and upper bounds on
the minimum of the mass shell as first found in [75] and recently proved in [10] suggest that one may not
trust regular one-shot perturbation theory in the limit A — oo, so that this issue remains a challenge for
the future. In this respect, it is interesting to note that the first instance of a mass renormalization pro-
cedure appeared in classical electrodynamics in [31], where it turned out convenient to consider a bare
mass m(A) that diverges to negative infinity; see overview [100]. These three rather distinct behaviors
may provoke the question whether mass renormalization is a general theme of the classical and quantum
field theory that is to be applied as a standard procedure in order to make dedicated models interpretable
in the relativistic regime or whether it is simply a loose patch work to fix the implications of a broken
equation of motion (42). Finally, beyond the change of the inertia of the charge, the self-interaction
term seems to have another interesting effect that cannot be observed in the above models, namely the
phenomenon of enhancement binding which has been proven for a single charge in external potentials in
the setting of non-relativistic quantum electrodynamics, see [64, 60, 18].

2.2.5 Coping with the absence of a spectral gap

This section comprises a report on the following two articles:

AS. Relation Between the Resonance and the Scattering Matrix in the Massless Spin-Boson Model, M.
Ballesteros, D.-A. Deckert, F. Hinle, Communications in Mathematical Physics, 370, 41 pages,
2019

The openly accessible version arXiv:1801.04843 is attached in Section A, page 197.

A6. One-boson scattering processes in the massless Spin-Boson model — A non-perturbative formula,
M. Ballesteros, D.-A. Deckert, F. Hinle, Advances in Mathematics, 371:107248, 26 pages, 2020

The openly accessible version arXiv:1907.03013 is attached in Section A, page 243.

The works [A5-6] comprise a study of the so-called massless Spin-Boson model which describes the
interaction of a two-level atom with its scalar field. In terms of complexity, this model lies in between
the simple toy model of fixed charges (54) considered in Section 2.2.2 and models with a continuous
dispersion relations for the charges such as the Nelson and Yukawa model (94) and (119) considered in
Sections 2.2.3 and 2.2.4, respectively. The atom is considered fixed at the origin of position space and
its only degree of freedom is the transition between its ground and excited states. On the Hilbert space

H=KRF, K = C?, (133)
the model Hamiltonian is of the form

H = Hy+ gV. (134)


https://link.springer.com/article/10.1007%2Fs00220-019-03481-w
https://arxiv.org/abs/1801.04843
https://www.sciencedirect.com/science/article/abs/pii/S0001870820302747
https://arxiv.org/abs/1907.03013
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Here, g € R is again a coupling constant, and the free Hamiltonian

e;r 0

Hy=K+H’, K:= <0 o

>, H .= J d*kw(K)aj ax, (135)
consists of the idealized free Hamiltonian of a two-level atom K that encodes two energy levels denoted
by the real numbers 0 = ey < e and the corresponding free Hamiltonian H? of the scalar field, see (48).
The interaction of the two-level atom with its scalar field is encoded in the expression

0 1
V=01® (a(f) +a*(f)), ol = (1 O) (136)
given a form factor f of the type

3 _ﬁ 1
: — R, — e A2 2R,
f:R\{0 R k k|727* (137)

It should be noted that despite the matrix o that may induce atomic state transitions, the expression (136)
resembles the scalar field of the form (52), where the position was fixed to x = 0 and the form factor y
was replaced by f. The special choice of f in (137) is derived from the relativistic y in (33) by setting the
boson mass to zero, decorating the resulting expression with a Gaussian suppression of the ultraviolet
frequencies that can be tuned with the help of the cut-off parameter A, and adding a regularization
parameter « > 0 that tempers the singular behavior for |k| — 0. The reason to use a Gaussian ultraviolet
regularization instead of a hard cut-off in this model is to preserve certain analyticity properties that will
be crucial for the applied strategy. Both parameters the ultraviolet cut-off A < oo and also « € (0,1/2)
are kept fixed. All remaining constant factors are thought to be absorbed in the coupling constant g in
this notation.

Despite the simple kinetic term of the atom, this model is physically quite interesting as the interac-
tion with the scalar field may induce transitions between the atom levels. For this reason, it is frequently
employed in quantum optics to investigate scattering processes between bosons and atoms. Likewise,
the underlying mechanism is also mathematically quite rich as the ground state energy eq in the non-
interacting case, i.e., g = 0, is shifted on the real line to the interacting ground state energy Ao while the
free excited state with energy e; turns into a resonance with complex “energy” A; when the interaction
is switched on for g > 0; see, e.g., [13]. However, in view of the discussed deficiencies D1 and D2, D1
is entirely avoided due to the fixed ultraviolet cut-off A < 0 and also the representation problem of D2 is
not present thanks to the choice « € (0, 1/2). It turns out that the only remaining difficulty in the control
of this model in the prescribed range of parameters is the absence of a spectral gap. The spectrum of H
is absolutely continuous and supported on [0, 20); see [86]. Consequently, the spectrum of Hy is given
by [eo, o0) and e and e are eigenvalues embedded in the absolutely continuous spectrum; see [85]. The
latter difficulty is entirely of mathematical nature as it does not allow a ready application of analytic per-
turbation theory but requires a more subtle approach. The first objective of the works [A5-6] is therefore
to enable the rigorous investigation of the atomic state transitions due to the interaction with the scalar
field. As also partly outlined in the previous sections, a lot of technology has already been developed
to overcome this mathematical obstacle, which can be categorized into two principal approaches: The
so-called renormalization group approach, see, e.g., [0, 8, 7, 5, 9, 3, 52, 58, 98, 37, 14], which was the
first one applied successfully to construct resonances in models of quantum field theory, and further-
more, the so-called multi-scale approach also discussed in Sections 2.2.3 and 2.2.4 that was originally
developed in [83, 84, 4] and also successfully applied in various models of quantum field theory — e.g.,
in the discussed works [A3-4] which first extended the multi-scale method to the ultraviolet regime. In
order to study the interacting ground state Ay and resonance A, in both approaches, one ultimately an-
alyzes a family of complex-dilated Hamiltonians which allow to regard the resonance 4; as a complex
eigenvalue. The construction of the ground state and resonance, its analyticity properties, and crucial
spectral estimates on which the works [A5-6] are crucially based on were obtained in a preceding article
[13], which employs a multi-scale technique.
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After the development of the necessary tools to study the Spin-Boson model despite the absence of a
spectral gap, the second objective of [A5-6] is to establish a link between resonance and scattering theory
in a similar manner as it was done for non-relativistic N-body quantum mechanics, see Simon’s review
in [99]. One of the main results of the latter article shows that the integral kernel of the scattering matrix
elements are related to the resolvent of the corresponding N-body Schrédinger operator. Furthermore,
it was proven that the singularities of a meromorphic continuation of the integral kernel of the scatter-
ing matrix are located precisely at the resonance energies. Similar to resonance theory, also scattering
theory is well-established in various models of quantum field theory, e.g., in [39, 38, 16, 51, 50], and in
particular in the massless Spin-Boson model, e.g., in [22, 23, 24, 28, 11]. However, most results aim at
more abstract properties such as the existence of the scattering operator and asymptotic completeness,
and further strategies had to be developed for the works [A5-6] to live up to its objectives. The work [A5]
provides a formula for the leading order of the scattering matrix elements for one-boson processes to-
gether with an estimate of the error term. This formula already displays the dependence on the resonance
Ay explicitly. The succeeding work [A6] provides a major improvement by establishing an exact formula
for the integral kernel of the scattering matrix elements for one-boson processes in terms of the dilated
resolvent. Both results are the first of their kind for a maybe simple, nevertheless non-trivial model of
quantum field theory. In order to state these main results, it will be helpful to briefly review a few of the
employed tools from resonance and scattering theory.

Complex dilation. As mentioned above, a complex dilation is employed in order to study the
resonance A; as complex eigenvalue, which is a standard strategy of resonance theory, see, e.g.,
[13] and [A3] for a self-comprehensive introduction regarding the particular model at hand. The
basic tool to conduct this dilation is a family of unitary operators on H indexed by 6 € R:

up:h — b, Y (k — e‘%(e“’k)) : (138)

Its canonical lift Uy : ¥ “O to standard Fock space ¥ can be established by means of the lift
condition

Uga*(h) U, "' = a*(ugh),  heb. (139)

The latter defines Uy uniquely up to a phase which, in the following, is simply set to equal one. As
done in the previous sections, all tensored identities are absorbed in the notation. For instance, Uy
on ¥ and 1gc ® Uy on H are identified by the same symbol Uy. Furthermore, a state ¥ € ¥ is called
an analytic vector if the map 6 — P := U,'¥ has an analytic continuation from an open connected
set in the real line to a connected domain in the complex plane. This unitary group (Upg)ger allows
to define a family of transformed Hamiltonians, for 6 € R,

H®:= UsHU,' = K + H} + gV*, (140)
where
H? = Jd‘gkwe(k)al’:ak, Vi=o® <a(f§) + a*(f9)> (141)
and
k) =Kk,  fO:RN{0} >R, ke~ o040 = k|2, (142)

Next, it is crucial to note that the mathematical meaning of (142), (141), and (140) can be extended
to complex 6. In fact, if |6] is small enough, H? is a closed, though non-self-adjoint, operator and
it can be shown that the family (H?)ger of unitary equivalent, self-adjoint operators with domains
D(H?) = D(H) extends to an analytic family of type A for 6 in a suitable neighborhood of 0, see
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[A4] for details. For sufficiently small coupling constants and a suitable range of complex 6, it has
also been shown that H? has two non-degenerate eigenvalues /18 and /l(f with corresponding rank-
one projectors denoted by Pg and Pf, respectively; see, e.g., [13, Proposition 2.1]. In this case, the
corresponding dilated eigenstates can be expressed as

0._ pb -
9= Plo®Q, i=0,1, (143)

where the eigenstates ¢; of the free atomic Hamiltonian K are given by
o= (0,1)"  and ¢ = (1,007  with K¢ =ew, i=0,1.  (144)

The resulting eigenstates ‘P? are not necessarily normalized and, as known from [13, Theorem 2.3],
the eigenvalues /1? are independent of the dilation parameter 6, which is why in the following the
reference to it is suppressed in the notation. It must be emphasized, however, that for real 6 the
eigenstate ‘I’? does not exist as it would contradict self-adjointness. Only the construction of the
ground state ¥ can also be carried out for real 6 in which W6=" = W4 see [13, Remark 2.4].

Scattering matrix. The second tool needed is a working definition of the scattering matrix, which
is briefly reviewed in the following; for details, see Section 1.3 of [A5]. With the following dense
subspace of compactly supported, smooth, and complex-valued functions on R3\ {0}

b := CZ(R*\{0},C) < b (143)
at hand, the basic components of scattering theory are comprised by:
1. For h € Dy, the limit operators

ar(W¥ = lim a(W)¥, a(h) = M a(h)e™,  hy(k) = h(k)e ™®) - (146)

for all ¥ € H such that the limit exists, and analogously the respective adjoints a’ (h).

2. The asymptotic Hilbert spaces

HE = KE*QF [H] where KT :={¥eH|Vheh:ar(h)¥ =0}. (147)

3. The wave operators

Qi HE > H (148)
QY ®a*(hy)..a*(h)Q := a (h)..at (h)¥, hi,.shy €y, PeXKE.  (149)

4. The scattering operator § := Q% Q_.

The limiting operators a+ and a’ are called asymptotic outgoing/ingoing annihilation and creation
operators. The existence of the limits in (146), e.g., for ¥ € D(+/Hy), their properties, in particular
Yo € K=, and the well-definedness of Q4 are well-known for various models from the classic
literature; see, e.g., [39, 38, 16, 51, 50, 22, 23, 24, 28, 11]. A self-comprehensive proof of these
properties for the model at hand is given in Lemma 4.1 of [AS]. The scattering matrix coefficients
for one-boson processes are thus given by

S (1) = Woll 2 {a* (h) %o, a* ()Wo),  Vh,l€ by, (150)
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In addition to the scattering matrix coefficients, it will be convenient to work with the corresponding
transition matrix coefficients for one-boson processes given by

T(hi1) = S(h1)— (b Dy,  Vhlehy, (151)

as those carry a ready physical interpretation as transition amplitudes for a process in which an
incoming boson with wave function / is scattered at the two-level atom into an outgoing boson with
wave function 4.

Leading term of the one-boson scattering kernel. The first link between resonance and scatter-
ing theory is established in form of a perturbative result, however, with full control on the remaining
error.

Theorem 2.8 (Leading order of the scattering kernel [AS]). For sufficiently small g, 6 in the set
S={9eC| -10"3 <Ref < 10° A 0 <Im@ < 7/16} (152)

and for all h,l € Y, the two-body transition matrix coefficients are given by

T(h, 1) =Tp(h,1) + R(h,1), (153)
where
Red; — A
Tp(h, 1) := dnig® ol 2 fer(r) St B, (154)
(}’-f-/l()—/l])(r—/l()-l-/l])
E 2
- Afdrc(r) 18 — (155)
(r + Adg—Red| — ingl) <l’ — Ao + /11)
Here, the abbreviations
Ei:=g 2Ima,, (156)
A= 4mi(Re Ay — A0)E; ([Pl 2. (157)
and, for solid angles dZ,dY’ in R3 and h,l € Do, the notation
dz\dX h(r,2)I(r ) f(r,X)? >0
G:R—>C, reG@r):= VAR §d= rh(r 2 X f(n 2)° for (158)
0 for r<0

were used. Furthermore, there are explicitly determined constants C(h, 1) such that the error term
satisfies

IR(h,1)] < C(h,1)g’|log(g)]- (159)
This property separates the error term from the principal one Tp(h, 1) which is of order g°.

With regards to physics, the principal term 7p(h, [) may be rewritten as

ol i) = [ & [ @K BRI - KTk 1), (160)
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for
Tp(k,K') = Af(K)f(K) ( Erg” — ) . a6
(|| + A0 — Re Ay — ig?Ey) (|K/| — Ao + A1)
This allows to identify the leading order of the scattering cross section as proportional to
ITp(k,K)[* = (‘Amﬂk)’z'ﬂf”z) Eig’ : (162)
K| — 2 + 412 ) (K| + A —Redy)?+ g*E?

For incoming momenta |k’| in a neighborhood of Re 1; — Ay, this formula is dominated by the
Lorentzian envelope known from physics text-books. As expected, there is a maximum when the
energy of the incoming photons is close to the real value difference of the resonance A4; and the
ground state energy Ay, and the width of this peak is controlled by the imaginary part of the reso-
nance Im A;.

Exact formula for the one-boson scattering kernel. Though the above result is explicit in the
first relevant order of perturbation in g, and therefore useful in computations, the next result is more
implicit but reveals the link between the resonance and scattering theory more clearly by means of
an exact dependence of the integral kernel of the scattering matrix on the resolvent of the dilated
Hamiltonians:

Theorem 2.9 (Non-perturbative scattering kernel [AS]). For sufficiently small g, 0 € S < C and all
h,l € by, the transition matrix coefficients for one-boson processes are given by

T(h,1) = Jd3kjd3k’ h(K)I(K)5(K| — |K' DT (k,K), (163)
where

T(k.K') = 2mig> £ (k)£ (K') |Poll 2 <<01‘I’9, (H' = a0 = K|) " o¥}) (164)

— —1 —
+ <mqf", (H9 — o + yk’\) o-l‘I’g>>. (165)

As before, the integral with respect to the Dirac delta distribution ¢ in (163) is to be understood
as

T(hl) = J d|K| deJdZ’h(|k|,Z)l(|k|,Z')T(k|,2, k[, %), (166)
0

where again spherical coordinates k = (|k|,Z) with ¥ being the solid angle in R?® are used, and
T(k, k') = T(|k|,Z, |k|,X') is given by (164). Finally, one may now apply perturbation theory
again to recover the result (162) and make its Lorentzian shape more apparent.

Beside several Spin-Boson model specific computations that allowed to rewrite the scattering coeffi-
cients in a more explicit form, a crucial tool employed in gaining the required control on the long-time
evolution was the following representation of the unitary time evolution generated by the model Hamil-
tonian H in (134) for analytic vectors ¢,y € H:

(p,e” ™y = Jim —— JR . dze " <¢, (H—2)"" w>. (167)
+lie

€l0 2mi

In the considered model, the justification of this identity was possible, first, due to the rather precise
resolvent estimates close to the real axis provided in the preceding work [13], and second, due to the fact
that, after implementing the complex dilation Uy, the continuous spectrum of the original Hamiltonian
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(134) is tilted to the lower complex plane and localized in cones attached to eigenvalues Ay and A;.
Thanks to this fact, it is possible to give (167) a meaning by deforming the integration path R + ie at
—o0 and +o0 towards the lower complex plane. It is interesting to note that in the massive version of this
model, though it features a spectral gap that makes the construction of the ground state and resonance
much easier, this strategy fails. This is to be attributed to the corresponding unperturbed Hamiltonian
exhibiting the spectrum

09]

{eg,e1} U U ({eo,el} + [ku, —|—oo)>, (168)

k=1

i.e., a spectrum consisting of the ground state energy eg, excited state energy e, and in addition con-
tinuous spectra attached to every multiple of m starting from ey and e; with a gap of the magnitude of
the boson mass u. This leads to an absence of decay of the corresponding complex-dilated resolvent of
the model Hamiltonian close to the real line. Therefore, a different strategy had to be employed in a
successive work [12] to control the time evolution and obtain an analogous result to Theorem 2.8 above.
Despite the different strategy of proof, it turns out that the formula of the integral kernel of the scatter-
ing matrix differs only in terms of replacing the bosonic dispersion w(k) = |k| by w(k) = +/k? + u?
and including the respective Jacobi determinant resulting from the argument of the delta distribution. A
posteriori, the scattering kernel of the massless model can thus be retrieved from the massive one by con-
sidering u — 0. This may also have been the physical expectation as, contrary to deficiency D1, D2 does
not seem to imply any fundamental problem with the equations of motion of a particular model of quan-
tum field theory. Switching from u > 0 to u = 0 may rather be regarded as a tuning of the underlying
wave equation (24) which introduces several mathematical subtleties that have to be addressed.

2.3 Models of varying charges

This concluding section provides selected adoptions from the review article

AT. A Perspective on External Field QED., D.-A. Deckert, F. Merkl, book edition Quantum Mathe-
matical Physics, Birkhduser, 381-399, 18 pages, 2016

The openly accessible version arXiv:1510.03890 is attached in Section A, page 269.
and furthermore a report on the work:

A8. External Field QED on Cauchy Surfaces for Varying Electromagnetic Fields, D.-A. Deckert, F.
Merkl, Communications in Mathematical Physics, 345(3):973-1017, 44 pages, 2016

The openly accessible version arXiv:1505.06039 is attached in Section A, page 287.

The models discussed so far were motivated in Section 2.2.2 with the objective to introduce a rela-
tivistic interaction between the N quantum charges. The described route taken by the founding pioneers
to introduce such an interaction by means of a quantized field of type (20) is the first stepping stone
to quantum field theory. Nowadays, there is good hope that the deficiency D2 entirely as well as the
representation problem caused by the two-faced deficiency D1 can be addressed by sufficiently advanced
mathematical tools. Furthermore, the self-interaction problem caused by D1 does at least not seem to
be worse than its analogue in classical field theory. However, relativistic interaction between persistent
charges is only half of the story of quantum field theory and this section concludes with a brief overview
on the other half, the relativistic nature of the charges themselves. As regards this report, it is to be
emphasized that, except for the works on the existence of dynamics [A1-2] reported on in Section 2.2.1
and 2.2.2, none of the considered models so far feature a relativistic dispersion for the charges. Even
the Yukawa model (119) only caricatures a relativistic dispersion by 1/ —Ax + M? in the sense that its
Fourier multiplication operator is linear and not quadratic in the momentum variable, nevertheless its
resulting propagator is not causal. The reason why many works in the recent and also classical math-
ematical physics literature do not address relativistic candidates of dispersion relations for the charges,


https://link.springer.com/chapter/10.1007/978-3-319-26902-3_16
https://arxiv.org/abs/1510.03890
http://link.springer.com/article/10.1007/s00220-016-2606-y
https://arxiv.org/abs/1505.06039
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e.g., as the ones derived from the Klein-Gordon or Dirac equation, is that the latter have rather pecu-
liar properties which may not allow for a ready interpretation in terms of quantum particles. The free
one-particle Dirac equation, for example,

(id — M)y(x) =0,  foryeH =L*R3,CH, (169)

was originally suggested to describe the free motion of single electrons. Here, v, u = 0, ..., 3 denote the
Dirac matrices fulfilling the anti-commutator relation {y*,y"} = y*y” — y"y* = 2¢"”, and furthermore,
Feynman’s slash notation ¢ = ¥*0, is used. Curiously enough, (169) allows for solutions with arbitrarily
negative kinetic energies as the corresponding Hamiltonian

H® =y (—iy - Vo + M) (170)

exhibits an absolutely continuous spectrum o-(H®) = (—c0, —m] U [+m, ). Due to this fact, physi-
cists rightfully argue [57] that a Dirac electron coupled to the electromagnetic field may cascade to ever
lower and lower energies by emission of radiation that is transported to spatial infinity. Other peculiar-
ities stemming from the presence of a negative energy spectrum are the so-called Zitterbewegung, first
observed by Schrodinger [89], and Klein’s paradox [71]. In 1934, Dirac demonstrated [30] how those
peculiarities can be reconciled and brought into a coherent description when switching from the one-
particle Dirac equation (169) to a many, in the mathematical idealization even infinitely many, particle
description known as the Dirac sea or the second quantization of the Dirac equation. Perhaps the most
striking consequence of this description is the phenomenon of electron-positron pair creation, which only
little later was observed experimentally by Anderson [1]. Though models of persistent charges remain
meaningful in physically interesting regimes, as for instance, in non-relativistic quantum electrodynam-
ics or heavy-ion physics, it became clear that a complete quantum field theory will have to describe also
the charges in terms of a relativistic quantum field. In the following, a brief historic introduction is pro-
vided in order to emphasize some basic aspects of this approach, which specialists can of course safely
skip, at least until the paragraph “Time evolution of Dirac seas”.

In order to rid relativistic quantum theory from peculiarities arising from the negative energy states,
Dirac proposed to introduce a “sea” of electrons occupying all negative energy states. The Pauli exclusion
principle then acts to prevent any of the electrons that may be dragged to the positive energy part of the
spectrum by, e.g., a temporary binding potential, to dive back unboundedly into the negative part. For P™
and P~ denoting the orthogonal projectors onto the positive and negative energy subspaces H*™ = PTH
and H~ = P~H of the Hamiltonian H" in (170), respectively, Dirac’s heuristic picture may amount to
an antisymmetric infinitely-particle wave function, usually called a Dirac sea, such as

Q=1 A A3 A ..., (¢n)nen being an orthonormal basis of H ™, (171)

where A denotes the antisymmetric tensor product with respect to the Hilbert space H. According to
Dirac, the state in (171), though full of particles, is to be interpreted as an effective vacuum due to the
uniform distribution of the particles so that only excitations from this vacuum may become observable:

Admettons que dans I’ Univers tel que nous le connaissons, les états d’energie négative soient
presque tous occupés par des électrons, et que la distribution ainsi obtenue ne soit pas
accessible a notre observation a cause de son uniformité dans toute I’etendue de I’espace.
Dans ces conditions, tout état d’energie négative non occupé représentant une rupture de
cette uniformité, doit se révévler a observation comme une sorte de lacune. Il es possible
d’admettre que ces lacunes constituent les positrons.

P.A.M. Dirac, 1934 in Théorie du Positron

Although, such a conjecture would eventually have to be justified by showing that, e.g., thanks to the
Fermi and perhaps also the Coulomb repulsion, the respective density matrices of the actual entangled
ground state of a model of interacting quantum electrodynamics and the product state ansatz (171) are in
some sense close and resemble such a uniform distribution, Dirac’s heuristic picture serves already well
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as a working prescription, and at least in the regime of scattering theory, it has proven its empirical ade-
quacy. As described in [30], a first attempt to study such a system is to introduce an external disturbance
that may provoke the described excitations. The natural candidate is an electromagnetic field

AR S RY xe (Au(0)u=0123 = (A%(x),A(x)) (172)
which turns the free Dirac equation in (170) into the following version, featuring an external potential
(i = M)y(x) = eA(x)y(x), (173)

where e represents the electron charge in this notation. The external potential A,(x) may now allow for
transitions of states between the subspaces H* and H . Provided sufficient regularity, (173) gives rise
to a one-particle evolution operator U A (t1,10) : H O for times 11,y € R, see [102]. A natural candidate
for a time evolution of (171) may thus be given by an operator £ acting as

LyQ=Upi AUpy AUp3z A ... for U= U(l‘],l‘()). (174)

Heuristically speaking, an excitation may then be created as follows. A state ¢ € H in the Dirac sea Q
may be bound by the potential A, (x) and over time dragged into the positive energy subspace to become
x € H*. As an oversimplified but illustrative example, a resulting excited state could therefore be of the
form

Y=xAr@mApA... (175)

in which ¢ is missing. Due to (173), states in H™" disperse rather differently as compared to the ones in
. Hence, an electron described by y € H ™ may emerge from the “vacuum” and so does the “hole”
in the sea described by the missing ¢; € H~ the state (175), which is left behind. Following Dirac, the
hole itself can be interpreted as a particle, which is referred to as positron, and both names can be used
as synonyms. It turns out that the dispersion of a positron is given by the one of an electron except for
an opposite sign of its charge e. The state (175) is therefore referred to as electron-positron pair. This
heuristic picture can be developed into an economic Fock space formalism to describe Dirac seas and
their excitations which, first, is introduced informally, and later, formally.

Fock space description. Instead of tracking all infinitely many particles individually, one may equiv-
alently describe the motion of the electron y, the corresponding hole ¢, and the net evolution of Q.
Since the number of electron-hole pairs may vary over time, a formalism for variable particle numbers is
needed. This is provided by the Fock space formalism associated to the second quantization of the Dirac
equation. One introduces a so-called creation operator a* that algebraically acts as

FW)PLAPIA =X AQLAPIA ..., (176)

and also its corresponding adjoint a, which is called annihilation operator. The state ¥ from the example
in (175) can then be written as ¥ = a*(y)a(¢1)Q. Moreover, as the operator a*(f) is linear in its
argument f € H, it is commonly split into the sum

a*(f) =b*(f) + c*(f) with b*(f) :== a*(PTf), c*(f):=a*(Pf). (177)

Hence, b* and ¢* and their adjoints are creation and annihilation operators of electrons having positive
and negative energy, respectively. In order to focus on the excitations with respect to the infinitely
many-particle state €, in the notation, one introduces the following change in language. First, the space
generated by the completion of all finite linear combinations of states b*(f1)b*(f2) ... b*(f,)Q for f; €
H™*,n € N, is identified with the electron Fock space

Fe= @ (H)M. (178)

neNy
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Second, the space generated by the completion of all finite linear combinations of states of the form
c(g1)c(g2)...c(gn)Q for gx € H™,n € N, is identified with the hole Fock space

Fn= D H )" (179)
neNy

Note that this time it is the annihilation operator of negative energy states that generates the Fock space.
To make the notation more coherent, one furthermore replaces the annihilation operator of negative
energy states ¢(g) by the symbol d*(g), which reminds of a creation operator. However, unlike creation
operators, d* (g) would still be anti-linear in its argument g € /. Thus, in a third step, one replaces H~
by its complex conjugate H-, ie., the set H~ equipped with the usual C-vector space structure except
for the scalar multiplication -* : C x H— — H— which is redefined by A-* g = A*g forall 1 € C and
gE . This turns F, into

Fr= @ (H)"", (180)

neNy

and d*(g) = c(g) becomes linear in its argument ¢ € H— and may be referred to as a hole creation
operator. To treat electrons and holes more symmetrically, one also introduces the anti-linear charge
conjugation operator C : H — H, Cy = iy ;b* This operator exchanges H* and H~, i.e., CH*
H*, and thus, gives rise to a linear map C : H~ — H*. A hole wave function g € H- living in the
space negative states can then be represented by a wave function Cg € H™ living in the positive energy
space.

By definition (176), at least informally, it can be seen that b,b* and d,d* fulfill the well-known
anti-commutator relations

{b(8)b(l)} = 0= {b*(e).b* ()}, {P™(2):b(W)} = (&, PTh)y Iz,

_ (181)
{d(g).d(h)} =0 ={d*(g),d*(h)},  {d*(g).d(h)} = (g P )y, 15&=
for g, h € H and the full Fock space for the electrons and positrons is then given by
F = Fo ® Fi (182)

In this space, the vacuum (171) is represented by Q = 1 ® 1 instead of an infinite antisymmetric product
state as in (171) and the example electron-positron pair state ¥ in (175) by a*(y)d* (¢1)Q. Two goals
are achieved with this formalism. First, the description focuses on the excitation above the vacuum while
the infinity many sea particles are implicitly encoded in the choice of H = H* @ H~ by means of

b(f)Q=0=d(f)Q forall feH. (183)

And second, the wave functions in the arguments of the creation operators turn out to have positive
kinetic energy.

Time evolution of Dirac seas. In this Fock space formalism, one-particle operators U on H, as for
instance the evolution operator U4 : H O generated by (173), can be lifted to unitary operators U on F
by requiring the following lift condition to hold

Ua*(f)U* = a*(Uf). (184)

This condition determines a lift U : F up to a phase as can be seen from the left-hand side of
(184). For a prescribed external potential A, (x), one would be inclined to readily compute transition
probabilities for the creation of pairs, as for example for a transition from Q to ¥ as given in (171) and
(175), respectively. Given orthonormal bases (¢, ), and (y,), of H~ and H ™, respectively, the leading
order of such a transition is given by

1 —[{Q, UA(tl,l‘o Q>§r| Z |< ns UA (t1,10 (’0m>‘H

= U4 _(t1,10) | s (185)
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where the notation Uﬁ_‘ri = PTUAPT was used and the space of bounded operators with finite Hilbert-
Schmidt norm ||-||, is denoted by I>(H ). This is where the otherwise smooth story of the second quanti-
zation of the Dirac equations comes to an abrupt ending:

Deficiency D3: Another representation problem. For quite general yet sufficiently regular po-
tentials A that ensure the existence of the one-particle time evolution operator U4, and whose time
evolution shall be abbreviated by 7 — A(¢), it turns out that:

Theorem 2.10 (Ruijsenaars [87]). The right-hand side of (185) < o0 < A(f)) = 0 = A(1y).

In view of (185), the transition probability is thus only defined for external potentials A that, at
the times of interest 7y, ¢, have zero spatial components A. Even worse, the criterion for the well-
definedness of a possible lift U:F ©of any unitary one-particle operator U : H “D according to
(184) is given by:

Theorem 2.11 (Shale-Stinespring [97]). There is a unitary operator U : F © that fulfills (184) <
UJrf, U7+ € 12(7'{)

Hence, Theorem 2.10 together with Theorem 2.11 imply that a lift U of the one-particle time
evolution U is well-defined if and only if the spatial components A are zero at the relevant times
to, t;. The mechanism behind this effect is that the Hamiltonian for Dirac electrons in an external
field

HY =% (y - (—iVyx — eA) + M) + A" (186)

features a "y matrix in front of A which, when applied to (171), instantly develops components in
the positive energy spectrum in each of the infinite tensor components and renders the corresponding
Fock norm infinite. Loosely speaking, infinite many electron-positron pairs are already produced
by the action of the Hamiltonian only. If A eventually becomes zero again, these positive energy
components relax back to the negative spectrum and the corresponding pairs disappear. Therefore,
the scattering matrix for an external field localized in a finite domain of space-time is unaffected,
which is why physicists refer to those pairs at intermediate times as virtual pairs. The time evolution
operators U* for intermediate times that lie in the support of the spatial components of the external
field A are however ill-defined and cause divergences such as in (185). This ill-definedness of
the evolution operator, and likewise of its generator, for general potentials A can be addressed by
yet another ultraviolet cut-off of large momenta that ensures the finiteness of (185), which is why
deficiency D3 was coined ultraviolet divergence of fermionic fields modeling matter and charges
in the introduction in Section 2.1. The fundamental problem, however, turns out to be yet another
problem of the fixed representation of standard Fock space which is defined by the choice of splitting
H = H" ®H employed in (178) and (179). In fact, one way to construct a well-defined second-
quantized time evolution operator, as sketched in [41], is to implement it between time-varying Fock
spaces instead of on the single fixed standard Fock space #. Such constructions have successfully
been carried out for general potentials in [73, 77, 26]. With regards to deficiency D2, and in parts
also D1, the necessity to adapt the Fock space representations is not unfamiliar. Especially in a
relativistic setting, a change of Fock spaces should be expected, as for instance any Lorentz boost
may tilt an equal-time hyperplane {t} x R> to a space-like hyperplane ¥ in space-time R*, which
would require a change from standard Hilbert space L*>(R?, C*) to L*(Z,C*) attached to X, and
likewise, the corresponding Fock spaces are bound to change.

Despite the fact that there are solutions for this part of deficiency D3, the fact that remained particu-
larly strange in view of Lorentz and gauge invariance was the explicit reference to the spatial components
of A. This gave rise to the work [A8] in which the underlying geometry of Ruijsenaars’ criterion was
investigated and the existing constructions in [73, 77, 26] based on equal-time hyperplanes were gener-
alized by implementing the second-quantized Dirac evolution from one Cauchy surface to another. The
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resulting formulation of external field QED has several advantages. First, its Lorentz and gauge covari-
ance can be made explicit. Second, it treats the initial value problem for general Cauchy surfaces, and
therefore, allows to study the evolution in the form of local deformations of Cauchy surfaces in the spirit
of Tomonaga and Schwinger, e.g., [103, 91, 92, 94, 93, 95, 96]. And third, it gives a geometric and more
general version of the implementability criterion A = 0 that is formalized by the above theorems by
Ruijsenaars and Shale-Stinespring in the special case of equal-time hyperplanes. These main results of
work [A8] are described in the following.

Evolution on varying Fock spaces. The central geometric objects to formulate the well-posedness
result of the initial value problems of (173), see [27], are Cauchy surfaces X in R*, which are under-
stood as smooth, three-dimensional submanifolds of R* that fulfill the following three conditions:

1. Every inextensible, two-sided, time- or light-like, continuous path in R* intersects T in a
unique point.

2. For every x € Z, the tangential space T,X is space-like.

3. The tangential spaces to X are bounded away from light-like directions in the following sense:
The only light-like accumulation point of | J, s T+X is zero.

The one-particle Hilbert space attached to a Cauchy surface X is given by the space of C*-valued
square-integrable functions Hy = L?(X,C*). In the same way H was split into the polarizations
HE by H = HT@H ™, one may proceed with Hs. All admissible polarizations Pol(Hs) are given
by the set of all closed, linear subspaces V < Hy such that V and V= are both infinite dimensional.
For V € Pol(Hy) the corresponding orthogonal projector on Hsy is denoted by P¥ : Hs — V. Each
polarization V € Pol(Hs) then splits the Hilbert space s into a direct sum, i.e., Hy = V- @ V.
The so-called standard polarizations 7{; and H are determined by the orthogonal projectors P;
and Py onto the free positive and negative energy Dirac solutions, respectively, restricted to X:

HS = PfHy = (1 — PL)Hs,  Hy := PSHs. (187)

Loosely speaking, in terms of Dirac’s hole theory, the polarization V € Pol(Hy) indicates the
“sea level” of the Dirac sea, and the electron wave functions in V1 and V are considered to be
“above” and “below” sea level, respectively. Finally, given a Cauchy surface X and a polarization
V € Pol(Hsy), one can define the corresponding Fock space

FV,Hs) = DF(V,Hs), F(VVHs) = P (vH eV, (188)
ceZ n,meNy

whose creation and annihilation operators are denoted by af and as.

For the sake of simplicity, in order to investigate the lift of the one-particle Dirac evolution
Ug,z : Hs — Hs/ from Cauchy surface X to X/ that is generated by (173), see [27], the following
external potential

A= (A)u=0123 = (Ag,A) € CX(RY,RY), (189)

that is smooth and compactly supported is assumed, although this condition is unnecessarily strong
and can be generalized. The first question is whether there are polarizations V € Pol(Hx) and
W € Pol(Hy ) such that a potential lift

Uy : F(V,Hy) — F (W, Hy) (190)
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fulfilling the generalized lift condition
Ul wvs(f) UL, = yws (Ussf),  for feHs (191)
exists, where vy denotes the Dirac field operator corresponding to Fock space F(V,X), i.e
Yvs(f) = as(PY f) + at(PYf),  forall f € Hs. (192)

The condition under which such a lift U4

55 exists can be inferred from an application of Shale and
Stinespring’s well-known theorem [97]:

Theorem 2.12 (Generalized Shale-Stinespring). The following statements are equivalent:

1. There is a unitary operator UE,2 F(V,Hs) — F (W, Hss) which fulfills (191).

2. The off-diagonals PW UQ,ZP;/ and PWUQ,ZP;/ are Hilbert-Schmidt operators.
Again, it is important to emphasize that the phase of the lift is not fixed by condition (191) and,
depending on the external field A, this condition is not always satisfied as Ruijsenaars’ theorem above
shows. On the other hand, the choices of polarizations V and W are at one’s expense in order to arrange
for well-definedness. There is a trivial but little useful choice: Pick a Cauchy surface X, in the remote
past of the support of A fulfilling

%in is a Cauchy surface such that suppA N Xy, = I (193)

to define V = UA (Hf and W = UA ‘H. which trivially fulfill point 2 of Theorem 2.12 as the off-
diagonals are zero. "The drawback of these ch01ces is that the resulting lifts depend on the whole history
of A between X, and X, %’. Moreover, such V and W are rather implicit. But the statement in point 2 in
Theorem 2.12 also allows to differ from the projectors Pg and ng by a Hilbert-Schmidt operator. It is
therefore interesting to study the corresponding classes of admissible polarizations and their dependence
on A, which turn out to be rather canonical objects.

Classes of admissible polarizations. The preceding observations suggest to characterize admis-
sible classes of polarizations as follows:

Definition 2.13 (Physical polarization classes [A8]). For a Cauchy surface X, one defines the equiv-
alence classes

Cs(A) 1= [ngmﬂz}] , (194)
where for V,V' € Pol(Hy), V ~ V' means that the difference Pg — P‘Z/I is a Hilbert-Schmidt
operator Hy, O in I(Hy).

This definition immediately implies:

Corollary 2.14 (Dirac sea evolution). Let X,%' be Cauchy surfaces. Then any choice V € Cx(A)
and W € Cs/(A) implies condition 2 of Theorem 2.12, and therefore, the existence of a lift Ug,z
F(V,Hs) — F (W, Hy) obeying (191).

Consequently, any choice V € Cs(A) and W € Cy/(A) gives rise to a lift of the one-particle Dirac
evolution between the corresponding ¥ (V, Hyz) and ¥ (W, Hy) that is unique up to a phase. Two natural
questions are therefore: On which properties of A and X do these polarization classes depend? And how
do they behave under Lorentz and gauge transformations? Beside the above framework, the main import
of the work [A8] are answers to these questions which are reported on next.
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Properties of polarization classes. The first result ensures that the classes Cx(A) are independent
of the history of A. Instead, it is shown that they only depend on the tangential components of A on
3.

Theorem 2.15 (Identification of polarization classes [A8]). Let £ be a Cauchy surface and let A
and A be two smooth and compactly supported external fields. Then

Cs(A) = Cx(A) < Alrz = Al (195)

where Alrs = Alrs means that for all x € X and y € T, X the equality Ay(x)y = gﬂ(x)y" holds
true.

Ruijsenaar’s no-go result as stated above may now be viewed as the special case of £ = X, =
{x € R* 1" = ¢} being an equal-time hyperplane.

The second main result furthermore shows that the polarization classes transform naturally un-
der Lorentz and gauge transformations:

Theorem 2.16 (Lorentz and Gauge transformations [A8]). Let V € Pol(Hs) be a polarization.

1. Consider a Lorentz transformation given by L;S’A) : Hy — Has for a spinor transformation
matrix § € CY** and an associated proper orthochronous Lorentz transformation matrix
A€ SOT(I, 3), ¢f. [27, Section 2.3]. Then:

Vecs(d) o  LPMvecas(ra(aTh). (196)

2. Consider a gauge transformation A — A + 0T for some T € C*(R*, R) given by the multipli-
cation operator eV 1 Hs — Hs, ¢ — ¢/ = e~y Then:

Ve Cs(A) . e TV eCs(A+ar). (197)

Similarly to the unnecessarily strong restriction of A € C*(R* R), it is also possible to relax
the condition of I', but this was not the focus of the work [AS8].

These results render a geometric explanation for the peculiar no-go results on the existence of dynam-
ics by Ruijsenaars and Shale-Stinespring in the special case of equal-time hyperplanes and fixed standard
Fock space. In all generality, to construct the evolution for Dirac seas between Cauchy surfaces X and
Y/, the initial step is to define Fock spaces F (V, Hz) and ¥ (W, Hs;) attached to X and X’ by selecting
polarizations V and W, respectively. The reported results of work [A8] now state that those polarizations
V and W must be chosen from the polarization classes Cx(A) and Cy/(A), respectively. Only then there
is a lift of the unitary one-particle Dirac evolution operator Ug‘,z : H O to a unitary second-quantized
evolution 172,2 : F(V,Hs) — F (W, Hy) fulfilling the lift condition (191). While the particular choice
of V and W can be regarded as a “choice of coordinates” in the admissible Fock representations of the
Dirac seas, the classes from which these polarizations are chosen are canonical objects in the sense that
they behave covariantly under Lorentz and gauge transformations and are uniquely characterized only
by the tangential components of the external potential A on the respective Cauchy surface. The resulting
transition probabilities |(\P, 172,2(13>|2 are thus well-defined for all ¥ € (W, Hy/) and ® € F (V, Hy),
and furthermore, also unique because the potential phase that is left unspecified by the lift condition
(191) drops out.

Finally, given a Cauchy surface X, the work [A8] provides another explicit representative eQQCL{E_
of the equivalence class of polarizations Cy(A) in the form of a compact, skew-adjoint, linear operator
Qg : Hs O that only depends on local information of A at X as opposed to the history of A such as, e.g.,
the trivial representative employed in (194), which is called “interpolating representation”, and also those
directly derived from global constructions of the fermionic projector [42, 45, 46, 43]. Given a family
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of Cauchy surfaces (Z;)cr that interpolates smoothly between £ and X', the work [A8] furthermore
provides an infinitesimal version of how the external potential A changes the polarization in terms of
the flow parameter 7. Other representatives of the polarization class Cx(A) can be inferred from the so-
called Furry picture, which were worked out for equal-time hyperplanes in [41]. This choice amounts
to the polarization obtained by a splitting into the positive and negative spectral subspaces of the Dirac
Hamiltonian (173) with respect to an external field that is frozen at time . However, as also concluded
in [41], the resulting number operators of electrons and positrons for this choice of polarization are not
Lorentz invariant and a vacuum state in one reference frame may look as a many-particle state in another.
In fact, the mathematical structure of the external field problem in QED does not seem to discriminate
between particular choices of polarizations within a class Cx(A). Such a discrimination must therefore
be introduced ad-hoc on physical grounds or inferred from a model of quantum electrodynamics that
features an interaction between the charges, e.g., in order to devise a simple detector model. In scattering
situations, one usually relies on Dirac’s prescription that, whenever the external field A is switched off,
in the long-time limits of scattering theory, the vacuum state (171) can be considered close to the actual
ground state, and furthermore, excitations above it, i.e., with respect to polarizations 7‘{2+ and Hg, should
be considered asymptotic electron-positron pairs. A similar prescription is given by the Furry picture in
which the external fields are static. In such settings and for adiabatically tuned external fields, the effect
of electron-positron pair creation was proven in [82]; see also [81].

Much more interesting than the external field model above are of course models that feature an elec-
tromagnetic interaction between the charges. While currently, a rigoros study of a complete model of
quantum electrodynamics beyond individual perturbative corrections may yet be out of reach, in a long
series of works Gravejat, Hainzl, Séré, and Solovej studied the stationary solutions of a non-linear model
of quantum electrodynamics, among them [61, 62, 63, 54, 55] and, in particular, the overview in [74].
This model treats the Dirac sea in a Hartree-Fock approximation and features a self-consistent coupling
to a classical electromagnetic field that is composed out of a prescribed external part, and most interest-
ingly, another one that fulfills the time-independent Gauss laws given the expectation value of the charge
current density generated by the Furry picture representation as input. Those models are not only able
to describe the polarization of the vacuum by an external field but also the back reaction of its quantum
expectation and establish the contact to effective models such as the Heisenberg-Euler Lagrangian [56]
that are used in high-energy physics to describe the so-called non-linear properties of the quantum vac-
uum such as light-light scattering.

In general, models that couple to the charge current of the Dirac sea have to deal with yet another
deficiency of type D3 that is more severe than the representational one described above. This section,
and therefore this report, concludes with a short informal description of it:

Deficiency D3: The ill-defined charge current. As it is well-known [34], without a regularization of
the momenta in the ultraviolet regime by another cut-off A, expectation values of the straight-forward
charge current in quantum electrodynamics, as suggested by Noether’s theorem, diverge logarithmically
in A. In the external field model above, this behavior can be understood by means of Bogolyubov’s
formula

r7A

U

~ ~ 2 lzin

J(x) = ieUf 5 ——=n (198)
TnFou 54, (x)

where, similar to Z;, characterized in (193), oy is a Cauchy surface in the remote future of the support
of A such that Z,; N suppA = J. Moreover, r‘(x) denotes the functional derivative with respect to
u

Au(x) in the sense of

out ~ ZoutZin

~ d ~ ~
<Q,Jd4xFﬂ(x) HX)QF = (0, ieUg s Up ™S Q)yp . (199)
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for test functions F € CSO(R“,R“). While for each lift ﬁ;:\/z the expression (199) is well-defined, it

depends explicitly on the choice of phase that was left unspecified by the lift condition (191). Let for
example ¢4 € R be a functional of A. Then

Ugry = e 1 U4 (200)

specifies another lift. By means of Bogolyubov’s formula (198), the associated current is given by

—H _ u 6QDA

7 (x) = j*(x) + eéA#(x) : (201)
Loosely speaking, the divergence of the expectation of the straight-forward charge current operator men-
tioned above is reflected in Bogolyubov’s formula as the dependence of j” on an arbitrarily chosen
quantity, namely the phase ¢4. Hence, now it is the task to select a physically relevant one. A possible
route, maybe most prominently investigated in [36, 88, 77, 53], is to impose extra conditions on the
unidentified phase ¢4, such as causality and Lorentz and gauge invariance of the implied current (201),
so that together with the groupoid property

—A —A —A
Uz/z - Uglzu UZ//Z, (202)

for all Cauchy surfaces X,%/, X", the degrees of freedom in finding such a physically relevant vacuum
expectation value for the current operator (201) are reduced to the known freedom of choice of a real
number, i.e., the experimentally measured charge ecx,. While there is a suggestion of a phase motivated
by parallel transport in [78], which also reproduces the second order of perturbation of the vacuum
expectation value of the charge current, the program to arrive at a well-defined current was yet only
carried out for individual orders of perturbation.

Furthermore, even if this program succeeds, there might be another difficulty to face when coupling
self-consistently to the fields created by the potentially induced electron-positron pair excitations of
the vacuum, which has been mentioned as the Landau pole problem in the introduction to this report
in Section 2.1. While there is a lot of sophisticated physics literature on this topic, the mechanism is
demonstrated particularly clear for the time component of the charge current vacuum expectation value
in [63, Section 7 and 8] in the afore mentioned non-linearly coupled Hartree-Fock model of the quantum
vacuum. On a very informal level, the general mechanism may be sketched as follows. According to
[34], the Fourier modes in the momentum variable ¢ € R* of the vacuum expectation value of the charge
current operator under the influence of an external field A takes the form

7(a) = —aji(g)(Ra — Ag)) + O ((@]n)*) (203)

where, in the employed system of units, the fine structure constant is given by @ = % and }X (¢) denotes
the Fourier modes of the external current that produces the external field A by means of the Maxwell
equations. The term Ry is a constant that diverges logarithmically upon removal of the ultraviolet cut-off
A — 0. Moreover, A(q) is a well-defined term that comprises two summands

2

1 . 1
X q i . 0 X
Ag)=—1 d log|l —x——| — = d 1 204

@) 47TJ;) VTR T R )L oG9

describing the vacuum polarization and pair-creation, respectively, and O ((a]A'A)z) denotes the remain-

1

ing orders of perturbation theory. However, the expression (203) only reflects the “answer” of the Dirac
sea when exposed to the external field. In addition, in a non-linear approximation, the vacuum expecta-
tion value of the polarization current (203) again produces an electromagnetic field and couples back to
the Dirac sea. In order to make the computation self-consistent on the level of perturbation theory, a total
current

="+ 4 (205)
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should be introduced and the equation (203) should be iterated to read

af}\}ot = oz}'\A — az}\}ot(RA —A) + a0 ((a}\}ot)3) (206)
a o~ a ~ a ~

- ‘ A+ —2 0 ( ; 3) 207

1 4+ aRp Jat 1 4+ aRp ¥t + 14+ aRp (@fior) (207)

Here, the tensor indices and the g-dependence were dropped for the sake of readability. In an attempt to
remove the A dependence, one regards this equation for ¢ = 0 in the time component of the current

Va4 = 0) = 15 2-in(a = 0). (208)
for which all higher orders vanish in case the Dirac sea remains neutral. Thanks to the Fourier transform
being evaluated at g = 0, the right-hand side of (208) equals the total external charge which suggests a
scaling of the bare fine structure constant @ = a(A) such that

04 A—0o0 o A—0 n
m — Qexp and @ Jtot — > @expJexp (209)

in order to swallow the A dependence and gauge the fine structure constant to the experimentally mea-
sured value @exp. Implementing this scaling results in

a’expjexp = a’exij + a’gxpjepr + Q’expo ((a’expjexp)3> (210)

which looks good at first sight but it requires

Qexp

a(A) = @11)

1- CVeprA .

The latter implies that the bare fine structure constant @ grows with A and diverges already at a finite
value, the so-called Landau pole. By virtue of the smallness of aexp, this pole luckily occurs only
at an extremely large momentum scale. Nevertheless, the introduction of the ultraviolet cut-off that
breaks the Lorentz invariance of the model is already undesirable in the first place. In this respect, it
is important to note that the scaling above stands on no grounds as a perturbation theoretic treatment
is anyhow questionable for growing coupling parameters . Finally, whether a well-defined and well-
chosen definition of the non-perturbative charge current (198) even leads to this Landau pole problem
after a self-consistent coupling is introduced is unclear at this point in time. In fact, e.g., in a more
fundamental approach to quantum field theory dubbed the “Theory of Causal Fermion Systems” [42, 44,
43], this problem seems to be absent even for the sector of quantum electrodynamics.
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Abstract

In 1932, Dirac proposed a formulation in terms of multi-time wave functions
as candidate for relativistic many-particle quantum mechanics. A well-known con-
sistency condition that is necessary for existence of solutions strongly restricts the
possible interaction types between the particles. It was conjectured by Petrat and
Tumulka that interactions described by multiplication operators are generally ex-
cluded by this condition, and they gave a proof of this claim for potentials without
spin-coupling. Under smoothness assumptions of possible solutions we show that
there are potentials which are admissible, give an explicit example, however, show
that none of them fulfills the physically desirable Poincaré invariance. We conclude
that in this sense Dirac’s multi-time formalism does not allow to model interaction
by multiplication operators, and briefly point out several promising approaches to
interacting models one can instead pursue.

Keywords: multi-time wave functions, relativistic quantum mechanics, Dirac equa-
tion, consistency condition, interaction potentials, spin-coupling, solution theory of
multi-time systems

1 Introduction

The absence of absolute simultaneity in the theory of relativity has consequences for the
formulation of relativistic quantum mechanics. Very elementarily, this can already be
observed when considering the Lorentz transformation of a simultaneous configuration
of N particles, (¢,x1), ..., ({,xn), which yields a configuration (¢],x}), ..., (ty,x}y) with
N different times. This fact immediately poses the question of how a wave function or
quantum state ¢(t,x1, ..., Xy ), which is usually described as dependent on one time ¢ and
Euclidean positions x,...,xy, behaves under such a transformation. Dirac addressed
this issue already in 1932 and suggested to generalize the concept of the familiar wave
function ¥(t,x1,...,Xn) to a multi-time wave function ¥(z1,...,xy), where now z; =
(tj,x;) denote N space-time points in Minkowski space; see [1]. This idea led to the
fundamental works [2, 3] which provided the basis for the relativistic formulation of
quantum field theory. In his approach, Dirac defined the evolution of the multi-time state
1 by requiring it to fulfill N Dirac equations, one for each each time variable t;. Although
this concept seems natural, it is very restrictive in admission of solutions because it is a
necessary condition for the existence of solutions, already discussed in [4] and henceforth
called consistency condition, that the N single-time evolutions commute. This condition

*deckert@math.lmu.de
Tnickel@math.lmu.de
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becomes subtle when the N particles are allowed to interact. In this respect, Dirac’s
approach calls for a mathematical study of the corresponding solution theory, which was
initiated recently in a series of works by Petrat and Tumulka [5, 6, 7] and by Lienert
[8,9, 10] and Lienert and Nickel [11]. As shown in [5], the consistency condition basically
rules out any interaction mediated by potentials without spin-coupling. In the following
we extend the results of [5] and prove that the consistency condition is also violated for
Poincaré invariant interaction potentials including spin-coupling.

This raises the question of how to introduce a sensible interaction in the multi-time
formalism, which led Dirac et al. [2] to consider second-quantized fields that mediate the
interaction; see also the recently studied multi-time models of quantum field theory in
(6, 7). In one dimension, another way of introducing a consistent interaction between the
N particles was presented in [9, 11]. There, rigorous models of interaction by boundary
conditions have been constructed. There is some connection to the new concept of
interior-boundary conditions by Teufel and Tumulka, which has so far been used to
formulate certain non-relativistic QFT models without divergences [12, 13, 14]. It is an
open but very interesting question if the method of interior-boundary conditions can help
to formulate mathematically well-defined models of particle creation and annihilation in
the multi-time formalism.

A further strategy that has been pursued is to generalize the concept of a potential to
terms of the form V(z1,...,2N,p1,...,pn) that are no multiplication operators, but
also depend on the momenta, i.e. derivatives [15, 16]. Lastly, we consider the idea of
multi-time integral equations to be very promising. Instead of a system of differential
equations such as (1), one can impose a single integral equation for ¢ (z1,...zx). This
avoids the problem of the consistency condition and makes a more general class of models
possible. A prominent example known from QED is the Bethe-Salpeter equation [17, 18],
whose mathematical features are not well-understood and would deserve further study
(see also [19]).

Definition of the model. The model for our investigation is given by the system of
evolution equations

.0
Za_tkw(xlu"wx]\f) :Hk(l’l,...7IN)'¢J({E17...7$N), k= 17"'7N7 (1)

where the partial Hamiltonians Hj, are given by
Hy = H) + Vg, (2)

with H) being the free Dirac Hamiltonian of the k-th particle (see (6)) below). The
interaction shall be described by the operator Vi which is given in terms of a (self-
adjoint) spin-matrix valued multiplication operator Vi (z1,...zn) that depends on the
space-time coordinates x1,...,zy. For this model, as was first recognized by Bloch [4]
and further investigated by Petrat and Tumulka [5], a necessary condition for existence
of solutions to (1) is the aforementioned consistency condition

([Hj,Hk} —i——+iz | Y =0, Yk # j. (3)
In [5], Petrat und Tumulka conjectured that interacting systems of the form (1) with
general non-vanishing potentials that lead to interaction between the particles are ex-
cluded as they would violate the consistency condition (3). They gave a proof of this
claim under the assumption that the potentials Vj depend on the spin-index of the k-th
particle only. This rules out a number of conceivable potentials, but not all of them:




Al

Consistency of multi-time Dirac equations with general interaction potentials

69

Potentials such as the one of the Breit equation [20, 21], which can be derived as an
approximation to the Bethe-Salpeter equation of QED (see [22]), contain a more com-
plicated spin-coupling, which poses the question whether more general potentials may
indeed comply with condition (3) and thereby to well-posedness of (1) in terms of an
initial value problem.

As main results of this paper, we present a concrete example of a spin-coupling inter-
action potential which satisfies the consistency condition. However, we will also show
that the class of potentials admitted by the consistency condition is rather small. In
particular, under certain smoothness conditions on possible solutions v, we identify this
class completely and show that it does not contain Poincaré invariant potentials. There-
fore, combining the mathematical consistency condition with the physical requirement
of Poincaré invariance, our results show that any type of potential acting as a multi-
plication operator must be excluded as possible candidates for modeling the interaction
between the N particles.

After the following paragraph about the employed notation and conventions, we present
our results in Section 2 and the proofs and more detailed derivations in Sections 3 and
4.

Notations and conventions. We consider 4-dimensional Minkowski space-time with
metric g = diag(1,—1,—1,—1), with the usual notation that Greek indices run from 0
to 3 and Latin indices a,b,... only over the spatial components 1,2,3. The Einstein
summation convention is employed for Greek indices only. Particle labels are denoted
also by Latin indices, j, k, ... and run from 1 to the total particle number N. Space-time
points are denoted by = = (t,x). Throughout, the abbreviation J,, := ﬁ will be used.

The gamma matrices are arbitrary 4 x 4-matrices that form a representation of the
Clifford algebra, i.e. fulfill the anti-commutation relation

{"Y/L7"YV} = 29“’”]17 /”‘7 v = 07 1727 3' (4)

Moreover, the matrix 7° is hermitian, v* anti-hermitian, and a fifth gamma matrix is
defined as

7 =iy (5)

The free Dirac Hamiltonian for the k-th particle is given by

3
HY = =iy % Wka+vemu, (6)

a=1

where my, is the mass of the k-th particle and we use the following convention for the
matrices: Since we are always working in the N-fold tensor product of C*, we write for
some 4 x 4-matrix M:

My=19 1@ Mgl® - ®1. (7)
—_———
k-th place

It is well-known that the Dirac operator (6) is self-adjoint on dom(HY) = H*(R3, C*);
see [23]. Furthermore, it will be convenient to use the notation of; := {74 so that we
may write the multi-time system (1) as

(it Ok — Vi) (@1, .y an) = Vi(zr, an)¥(2, . any), k=1,.,N.  (8)

Hence, the wave function (1, ...,zy) takes values in (CH)®N =~ CK| K =4V,
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2 Results

In order to present the results two remarks are in order. First, we need to make precise
what is meant by the notion interaction potential. External potentials of the form Vi (xy)
that do not generate entanglement must be excluded, and also potentials that seemingly
depend on different coordinates, but that actually only arise from external potentials by
a change of coordinates in the spinor space C¥. Therefore we define:

Definition 2.1 A collection of potentials Vi, k = 1,..., N, given as spin-matriz valued
multiplication operators Vi (x1, ...,xN) is called non-interacting iff there is a unitary map
U(xy,...,zn) : CK = CK such that for allk =1,...,N, ¢ := U(zy, ..xx) (1, ...2N))
satisfies a system of the form (1) where for each k, the potential Vi(xy) is independent
of all other coordinates x1,...xx—1, Tkt1,---ZN. In the other case, we call the collection
of potentials interacting.

Petrat and Tumulka called potentials that are connected via a unitary map U gauge-
equivalent [5], which means that interacting potentials in the sense of our definition are
exactly those that are not gauge-equivalent to external potentials.

Second, it has to be emphasized that the natural domain of a multi-time wave function
is not the whole configuration space-time R*Y, but the subset

W) = {(tl,xl, ot Xy) € R“N‘Vk £ty —t)? < |xj — xk|2} ; (9)

which contains the configurations where the N particles are space-like separated. A
detailed explanation of this fact is found in [9]. Here, we only state that there are at
least two reasons to consider a multi-time wave function only on .% (V)

o Sufficiency: In order to interpret Born’s rule on any space-like hypersurface, it is
sufficient for ¢ to have domain . (V) A Lorentz transformation of a simultaneous
configuration as presented above always yields a space-like configuration. Indeed,
the mere concept of “N-particle configuration” implies the use of .&(V)
the presence of N particles is always understood with respect to a frame, e.g. a
laboratory frame, which is represented by a space-like hypersurface.

because

e Necessity: In quantum field theory the left-hand side of the consistency condition
(3) generically contains commutators of field operators, such as [¢(z;), d(zy)],
which are given in terms of the Pauli-Jordan distribution [3]. However, the latter
has only support for (z; — )% > 0, and hence, outside of .7 (V) This is the reason
why multi-time formulations of quantum field theory such as [2] as well as [6, 7]
are consistent on ., but not on RV,

Therefore, all results will be proven mainly on .% () and only besides on R*V. Lastly,
we have to make precise what is meant by Poincaré invariance of potentials. For A in the
proper Lorentz group and a € R?*, the Poincaré transformation maps = — 2’ = Az + a
and the multi-time wave function transforms as

W (21, an) = S(A)ENY (A—l(zl —a),., A Moy — a)) , (10)

with the spin transformation matrix S(A) that fulfills S(A)yS~1(A) = Ay . We call a
potential Vj, Poincaré invariant if it satisfies

Vi (21, ..zn) = S(A)*N 1, (A‘l(xl —a),..AY(zy — a)) STHA)EN, (11)

which is the condition for (1) to be Poincaré invariant. Our main result can then be
stated as follows:
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Theorem 2.2 Let N =2, Q = R™ or Q = W) If Vi(zy,--- ,xn) are interacting
potentials in C1(Q,CE*E) and for all initial values ¢ € CX(R3*N N Q,CK), there is
a solution 1 € C%(,CK) to the multi-time system of Dirac equations (1), then the
potentials Vi, are not Poincaré invariant.

We only formulate the theorem for the case N = 2, although we expect it to hold for
general N and we prove several intermediate results for any N. For larger numbers of
particles, however, some parts in the proofs which are based on a direct computation in
terms of gamma matrices quickly become very complex and hardly traceable. In several
partial results, we will also not restrict to Q@ = R or Q = (™) but consider any open
set © C RN, The strategy of proof is illustrated as follows:

(a) Existence = Consistency: If a solution to (1) exists, then the consistency
condition (3) has to hold.

(b) Consistency —> Restrictions on potentials: If the consistency condition (3)
holds, then the admissible potentials are restricted and no Poincaré invariant ones
are possible.

Step (a): The consistency condition.

Let us first discuss why one expects the consistency condition (3) to be necessary for
existence of solutions. The condition can heuristically be understood as path indepen-
dence of the integration of the system of evolution equations (1): E.g. prescribing initial
values 1(0,x1,...0,xy) at t1 = ... = tiy = 0, it makes no difference if one decides to
evolve first in ¢;-direction and then in #j-direction or the other way around, one always
has to arrive at the same well-defined v (¢1,X1, ..., tn5, Xn ). Therefore, the actions of the
respective equations in our system (1) on the possible initial values have to commute.
Petrat and Tumulka have proven that the existence of a solution for every initial datum
in the Hilbert space necessitates the consistency condition (3) in two different cases [5,
Theorems 1 and 2]:

e for time-independent, possibly unbounded partial Hamiltonians Hy,
o for time-dependent, but smooth and bounded partial Hamiltonians Hj.

Here, we generalize the results of Petrat and Tumulka to the relevant case of unbounded
Hamiltonians that may include a time-dependence in the potentials. Our proposition
is a rather direct consequence of the differentiability of solutions and makes the idea of
Bloch [4, p. 304] mathematically precise.

Proposition 2.3 Let Q C R*N be open. Suppose the multi-time system (1), with Vj
being a function in C1(Q, CEXK) possesses a solution ¢ € C*(Q,CK). Then the con-
sistency condition (3) holds for all (z1,...,zn) = X € Q.

The proof is given in Section 3.1, followed by some remarks about a more geometric way
of understanding the consistency condition in Section 3.2.
Step (b): Consistent potentials.

The consistency condition puts strong restrictions on the spin-coupling induced by the
potentials. The following example shows the inconsistency for one natural looking choice.
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Example: We consider a two-particle system (1) with Vi = oA, (z1,22) and Vi =
o/ B,(21, z2) for some smooth, compactly supported functions A,,, B,,. This is suggested
by the usual way of adding a 4-vector potential to the single-time Dirac equation, which
is by adding o/*A4,, to the Hamiltonian. One could think that interaction is achieved
by choosing the gamma matrices of the other particle, as done here. But then the
consistency condition is

[aSAN7 —ia 02, + ’ygmg} =0
= —2moh Ay, +iabab (02, A,) +iAuah, ab]0s, = 0. (12)

There is no possibility that the respective terms will cancel each other, so any A,
different from zero will make the equations inconsistent. In particular, the derivative
term with 0o, has to vanish separately, which will be a crucial ingredient in the proof of
theorem 2.4. A similar calculation excludes potentials of the form Vj, ~ F,L,,(:El , xQ)V{"yQ” ,
too.

To have a chance of being consistent, the potentials may only depend on few matrices,
which are the identity matrix and 7°. To see this, we need to reformulate the consistency
condition to a more useful version. That the bracket in (3) applied to any solution
ought to be zero implies that it must also be zero on every initial value ¢ = w‘f,lz.“:tN:O'
The initial values will be defined on a 3/N-dimensional set U, an intersection of {2 with the
time-zero hypersurface. The assumption that there are solutions for all initial values
in a certain class, e.g. the smooth compactly supported functions, allows us to draw
general conclusions.

Theorem 2.4 We assume:

(A) U C RN s open and simply connected. For a multi-time Dirac system (1) with
continuously differentiable Vj,, we have for each ¢ € C>°(U,CK),

o 0w>¢:a V£ (13)

<[H]7Hk} — Zaitj +187t1€

Then, for each k # j, the k-th spin component of the potential V; is spanned by 1j and
-

The proof is given in Section 4.1. One can directly see that the above example is not in
the class of admissible potentials.

Theorem 2.4 allows us to proceed by a basis decomposition. All possible matrix struc-
tures that might appear in V; and V5 can be listed and the consistency condition can
be explicitly evaluated, as will be done in Section 4.2. In Lemma 4.2, we show that the
consistency condition is equivalent to the system of equations (36a) to (36p), and that
only eight possibly interacting terms remain.

It turns out that these possibilities for interacting terms in the potentials can not be
excluded by general arguments. In fact, interacting potentials that fulfill the consistency
condition exist, for example the ones in the following lemma.

Lemma 2.5 Let C, and ¢, be constants for v = 0,1,2,3 with at least one C,, and ¢,
different from zero, and define x := x9 — x1. Consider the multi-time Dirac system (1)
for two particles with potentials

Vi = fCpexp (2infera®) —mind

Vo = W?QZCV. (14)
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1. This system is consistent, i.e. (3) holds.
2. This system is interacting.

This is proven in Section 4.3. With this example at hand, it becomes clear that we cannot
prove inconsistency of arbitrary interacting potentials. But obviously, the potential V} in
(14) is not Lorentz invariant. Since the use of multi-time equations aims at a relativistic
formulation of quantum mechanics, it is natural to require Poincaré invariance, i.e.
Lorentz invariance and translation invariance, of the potentials. We show that the
latter excludes the former by finding that every translation invariant potential has to
be of a certain shape.

Lemma 2.6 Suppose the assumptions (A) of theorem 2.4 hold. If, in addition, the
potentials are both interacting and translation invariant, i.e. satisfy

Vi1, T2) = Vi(z1 + a, 29 +a) Va € RY, (15)
then they are necessarily of the form
Vi = Mye®v™ + Mye™ %+ 4 const. (16)
for some My, M,y € CEXK gnd ¢, € C4, where x = x1 — x3.

A slightly stronger version of this lemma will be formulated and proven in Section 4.4.
Our main theorem 2.2 can then be proven by a simple collection of facts:

Proof of Theorem 2.2:

o First case: Q = R*N. Suppose a system (1) with potentials V3, € C1(R*N, CK*K)
that are interacting has a solution 1 € C?(R*N,CK) for all initial values ¢ €
C*(R3N CK). Consequently, by Proposition 2.3, the consistency condition (13)
has to be true for all ¢ € C2(R3N CK). Then, by Lemma 2.6, if the potentials
are translation invariant, they are of the form (16), which is not Lorentz invariant.
Therefore, the potentials cannot be Poincaré invariant.

o Second case: Q = .7®). The proof for the domain ™) goes through as above
because the necessary lemmas were all proven for general domains that are open
and simply connected, which is true for . (),

d

Under the assumptions on higher regularity of solutions, we have thus generalized the
results of Petrat and Tumulka [5] in the sense that our theorem 2.2 covers arbitrary
multiplication operators with spin-coupling. The class of potentials that are consistent
and translation invariant (equation (16)) does not contain any physically interesting
potentials, but only potentials that oscillate with the distance of the particles. That
these are not Lorentz invariant further motivates to disregard them because multi-time
equations are intended for a fully and manifest Lorentz invariant formulation of quantum
mechanics. The implications of this result for the formulation of interacting relativistic
quantum mechanics were discussed above in the introduction.
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3 Proof of the consistency condition

3.1 Proof of Proposition 2.3

Proof of Proposition 2.3: Suppose ¥ € C2(Q,CX) solves the equations (1). Let
j # k. By the theorem of Schwarz, the time-derivatives on ¢ commute, which for
X € Q gives:

<1‘8tki8tj 01,10y, ) ¥ = 0= iy (H;) — idy, (Hgth) = 0 (17)
= Hji0y ¥ + (10, V;) ¥ — (10, Vi) ¥ — i =0 (18)
= (HjHy + (10, V;) = (i0y, Vi) — HH;) = 0. (19)

In (17) and (19), we used that v solves the multi-time equations (1), and (18) follows
by the product rule. As X € Q was arbitrary, equation (3) holds on €, as claimed. O

Remark:

1. The assumption that the solution 1 is at least twice differentiable in the time
direction seems unproblematic because the spatial smoothness of initial data is
usually inherited in the time direction due to the nature of physically relevant
evolution equations. E.g. for the one-particle Dirac equation with smooth external
electromagnetic potential A,,, it was proven in [24] that solutions that are smooth
on one (space-like) Cauchy surface are indeed smooth on all of R%.

2. This theorem even covers relativistic Coulomb potentials because for the domain
O =.W) a potential of the form

1
(te = 15)% = xie — x5

(20)
is singular only outside of .7(V), which ensures that V e C°((N), CK*K),

3.2 Geometric view of the consistency condition

In this section, we discuss on a non-rigorous level how the results on the consistency
condition can be reformulated with the help of differential geometry (compare Section
2.3 in [5]). For each multi-time argument (1, ...,t5), the multi-time wave function will
be an element of the Hilbert space 7 = L*(R3Y,CK). We can define a vector bundle
E over the base manifold RY with identical fibres # at every point. (This is therefore
a trivial vector bundle E = RV x J#). A multi-time wave function is then a section of
E.

A natural notion of parallel transport on E can be given by the single-time evolution
operators Uy (t) (which would be e~*H? for time-independent H}). This means that
we define a connection V on E with components Vj, = 0y, + iH},, whereby the parallel
transport in direction t is given by Uj. Solutions of (1) are then sections that are
covariantly constant, i.e. satisfy Vi = 0.

The well-definedness of solutions requires that the parallel transport along a closed curve
does not change the vector. So we need that for any loop v, U, = 1. This is equivalent
to saying that the vector bundle has a trivial holonomy group, Hol(V) = {1}. By the
theorem of Ambrose and Singer [25], the holonomy group is in direct correspondence
to the curvature form F(V); in particular: Hol(V) = {1} < F(V) = 0. Therefore, the
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existence of a well-defined solution implies that V is a flat curvature for E. By the
formula for calculating the curvature from the connection, this means

OH; O0H;
=F,;= . J
0 7 Btj ot;

— i[H;, Hj), (21)
which is the consistency condition.

4 Spin-coupling potentials
4.1 Proof of Theorem 2.4
Proof of Theorem 2.4: We start with a system (8) and evaluate the consistency con-
dition (13). Let k # 7, then:
[iaﬁ@k‘,“ —y9my — Vi, 100, — ’y?mj — V]] (22)
= [1040k o — AR, = V3] + [=Vi 1005 — 29my]| + Ve, V) (23)
= Vi Vil + e [0, V5] = my [0 A] =i [0k Vi] +i [0, 2] (29)

In (23), we used that the derivatives w.r.t. different coordinates commute by Schwarz.
We consider the last term in more detail:

7 [a?@w Vk] = ia]’fajﬁ,,vk - inCM;{ajW
= Z'Oz; (8]-7,,‘/]@) + ia;kaaj7V — inOz}/aj’,,
= i (95, Vi) + i [, Vi 9y
3

=0 (0, Vi) +i> 5, Vi] 0y, (25)

a=1

where in the last line, the summand with v = 0 was dropped because o’ = 1 commutes
with everything. Doing the same for the second last term yields that the consistency
condition is equivalent to

0=[Vi,Vj] +my {72, V} —my ['y]o, Vk]
—iog (Ok,.Vj) +iaf (95, Vi)

3 3
=i Y [0 Vi) ke + D 08, Vi] 0y (26)
a=1 a=1
The derivatives in (26) are in some sense linearly independent, which is made clear in

the following auxiliary claim.

Lemma 4.1 Let U C R3N be open. Let f : U — CK be a function and suppose there
are complex K x K-matrices Ay j(x1,...,xn) such that

N 3
0
SO xN) + DY A | o1, xn) =0, V(x1, . xn) €T, (27)
k=1j=1 Oy,

holds for all o € CX(U,CK). Then, for all j and k, Ay ;(x1,....,x5) = 0, and f must
be the zero function.
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Proof of the Lemma: We choose some fixed k¥ and j and show that Aj; = 0 first.
Pick some point (x1,...,xx) = X € U. There exists ¢ € C(U,C¥) with the property
that ¢(X) = 0 and 0;;m(X) = §110m;. Thus, evaluating (27) at the point X, we have

N 3
0=Ff(X)p(X) + D> > Ain(X)oirdmj = A, j(X) (28)
I=1m=1

Because all factors Ay ; are equal to zero, eq. (27) directly implies that f is the zero
function. |

Applying this lemma to the consistency condition (26), we obtain that the prefactors of
the derivative terms have to vanish separately, which means

[ag,vk] =0, Vk#j, Yae{1,2,3}. (29)

This will give us the desired constraint on the matrix structures that may appear in
each Vi.. We note that the following matrices form a basis of the complex 4 x 4 matrices
(for a proof see e.g. [26, p. 53fL.]) :

0/“7 'Ysa‘ua V”’ ’757“7 /L = 07 17 27 3 (30)

Although the matrix Vj is a tensor product of N 4 x 4-matrices, we can disregard all
factors of the tensor product apart from the j-th to check when the condition (29) can
be satisfied. We can express Vj, in the above basis and just compute all commutators of
a® with basis elements. The following list, where we omit the index j, results:

= 2’7 = 727;5abc'}/50/3

y
[a“, Yol | = (2 = 26")7 74" = 2iegpea”

|:Ota7’YO
{aa7,yb _ 25ab’}/0
[aaﬁs,yo :_Q,YS,YH

= —25"7540. (31)

If V}, contains combinations of CV? =1, and 75’, the commutators in (26) vanish. But the

commutators with all other elements of the basis give non-zero and linearly independent

matrices, which implies that other matrices cannot be present in Vj, in order for condition
(29) to be fulfilled. O

4.2 Basis decomposition

By theorem 2.4, the consistency condition implies that V; only depends on the spin of
the j-th particle via the identity matrix or “/f. Therefore, we can expand the potentials
Vi = 1oVi1 + 73 Vis,

Vy = 11Va1 + 9} Vas. (32)

10
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In the terms V;; and Vs, all matrices depending on the i-th spin index may appear in
principle, so we have

Vir = i Wi, + ok Y+ A+ 0B,

Vis = i X1, + 7 Z1y + A Cu + 3 Dy

Vo = abWa, + 7305 Xo, + 75 Ey + 1375 F

Vas = agYa, + ’YSQ'ZIZZ,V +75Gy + ’yS’ySH,,, (33)

where Ag, By, Co, Dy, Eo, Fi,, Go, Hy, Wi 4, X, Yi i, Zi are arbitrary real scalar func-
tions and Ay, By, Ck, Dy, Ex, Fy, Gy, Hy are arbitrary functions with purely imaginary
values, such that the potentials are self-adjoint. It will soon become understandable
why this nomenclature makes sense, especially what Wi, X1,Y7,7Z; have to do with

Wa, Xo,Ys, Zs.

Lemma 4.2 Consider a multi-time system (1) for two particles for which the assump-
tion (A) of Theorem 2.4 holds. Then the potentials can be expanded as

= 'YiLA/L + VfoBu + 73 ('chu + ’Yf'y{lDu) + VLext (34)
Vo =95 E, + 55 Fs + 97 (WG + 2375 Hy ) + Vaeat (35)

where V; ez is not interacting and the functions A, to Hy,, p=0,1,2,3, are scalars.
Furthermore, the consistency condition is equivalent to the following system of equations:

al,uWZ,u = 82,1/W1,,u, (36&)

althZV = aQ,VXl,/t (36b)

al,p,YQ,V = 82,1/)/1,;1 (36C)

8I,MZ2,1/ = 82,VZL;I, (36d)

B/J/Y2,V + DMZQ,II = %82,VAM (366)

(mléop + A;L)Yz,u + CpZ‘Z,u = %aQ,VBM (36f)
_B;LZQ,V - Du)/é,u = %62,110;1, (36g)

—(m1bop + Ap) Zoy — CuYo, = 402, Dy, (36h)
X+ H 2y, = %6l,uEv (361)

(WLQ(SOV + EV)Xl,,u + GVZL;L = %61,;1Fu (36J)
_FVZL/L - HVXL[L = %al,uGu (361{)

—(maboy + E)Z1 — Gy X1,y = 300, H, (361)
BNGV = C[J,FI/ (36111)

B,H, = C,(mado, + Ey) (36n)

(ml(SU# + A;L)Gu = DMF,, (360)

(7n160l1 + AN)H,, = D/t(7n2601/ + E;,) (36]:))

Proof of Lemma 4.2: Having used Theorem 2.4 already and expanded the potentials
as in (33), we now evaluate the missing part of the consistency condition:

! . .
0=[Vi,Vj] +my {72, VJ] —my [7?, Vk] — 1ok, V; + wz;taj,uvk (37)
We have
my {7(1)7‘/2} = 2m797 Vas,

ma {’737‘/1} = 2m97973 Vis, (38)

11
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and
Vi, Val = [Var, 5] Vas + 38, Var | Vis + [Vis23, 23 Vs
= (~2 A - 21’ B, ) Vas
+ (2895 E, + 205 F) Vis
+ 20497 X1 (V05 G + 95 HL) + 208 21 (4395 Gy + 5 L)
+ 247 (Vs Yiz + b Zoy ) — 201Dy (Va8 Yoz + a5 2oy ). (39)
The derivative terms are
- iafal‘#‘/él — mhfawv% +ian 09, Vi1 + iagygawvm. (40)

As the 16 matrices in (30) are linearly independent, their tensor products give us
162 = 256 linearly independent matrices that appear in the consistency condition. Their
respective prefactors have to vanish separately. This gives the following table, in which
every of the 16 cells stands for 16 terms (for u,v = 0,1,2,3) that have to vanish.

® | af 308 | 0 | 3%
H *ial,uWZ,u + *ial,qu,u + QFVXL” + (2m2(50,, +
aq 10 TV i0 X QHI/ZL;L - 2El/)X1,/t +
2 L 2Ly ial,;l,EV QGVZ1,[1 _ial,/LFy
(2m2(501/ +
. . QFVZ 7
5(){“ 77/81,;;1/—2,1/ + 77/8],/LZ2,I/ + 2H ,X'L/ —:_ 2EI/)Z17M +
R i82,1/Y],;L iaQ,I/Z],[L 25 1éﬂ QGVX],;L +
Lptrw i81,MH,,
—2B,Ys, — —2B,H,
) 2B,Ya, 9B, 7, 9B,Gy + 2B, H, +
n 2DuZovt 9D Yy —idy,C 20, F, 2E,C +
7;62,1/14“ 2y TR prv 27TLQCM(50V
—(24,
_(27TL16O# + —(2m160u + —(2m15u0 + om E; ),H+ n
'Yir)'Yf 24,)Ya, — 24,) 22 — 24,)Gy + (QImONS 1
20, Z2,,+i02,, By, | 2C,Ya,—i02, D), 2D,F, 20
v, v, 2E,)D,

Setting every entry of this table equal to zero gives the required system of equations
(36a)—(36p).
It remains to show that the potentials can be expanded as in (34), (35). Let us add up
equations (36a) to (36d) with the respective matrices, factorizing o/ o4, which leads to
- al,MWQJI + 82,1/Wl,u + ’YS (781#)(211, + 82,11Xl,;4)
+ 'Yir) (=01puY2p + 020 Y1) + “/is'Yg (=OvuZay + 02021 ) = 0. (41)
The names we gave to the terms in the potential are suited to make the symmetry of
this equation visible. Defining
Jiw = Wi+ "/isz‘u + 'Yir)Yj,u + 'Y?VSZj,m (42)
equation (41) becomes
81,/1,f2,v = aQ,VfL}J,' (43)
Then, we adapt the argument of Petrat and Tumulka [5, p. 34]: Define

i = Ojufip — Ojwfip (44)

12
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For i # j, we have

OinGjyw = 0j.u0ixfiv — 05.00i A fjpn = 05 u05 v fix — 03005 ufix = 0. (45)
This implics that gj,. is a function of x; only. Define for arbitr@ry fixed %1, o the
function f;,(x;) == fju(z;, @) and hyu(z1,22) == fju(@1,22) — fju(x;). Since (45)
implies B B
Gjuw = Ojpfjw = Ojufjn = Ojufiw = juwFips (46)
we have
Ol — 05 phyu =0, j=1,2. (47)

Moreover, eq. (43) gives us
al,uhZ,u - aZ,Vhl,,u =0. (48)

These two equations together form the integrability condition, from which it follows that
a self-adjoint matrix-valued function M (z1,x2) exists such that hj, = 9;,M (x1,x2),
ie.

fin(ar,xa) = 05, M (w1, 22) + fiu(j)- (49)
Therefore, the unitary map eM@1,22) maps the potential fj to the purely external
potential f;, which shows that f; is not interacting according to our definition.
The generalization to the case where the consistency condition only holds on .& () works
exactly like in [5, p. 35]. d

4.3 A consistent example

As a side remark before we prove Lemma 2.5, note that the connection of the consistent
potential with the above basis decomposition is more easily visible if the potential is
rewritten as V; = —iy}'Cy, sin(2¢,2") + 594 C, cos(2¢,2”) — mav?.

Proof of Lemma 2.5:
1. We have to evaluate the consistency condition
[ia‘f@lv# —my) — 'Cpexp <2i'yir’c)\x/\) +m17Y,ial 0y, — mayy — ﬁagc,,} =0
= — {’nyu exp (22’7‘150)\1’\> ,ia%@zyy] + {V{LCM exp (Zi'y?c)\at)‘> ,’y{’agcy} =0
= W Cual (i@g,y exp (22‘7150)\:):/\) + 293¢, exp (2i7fc,\:v)‘>> =0,

which is indeed true. Note that in the case at hand the consistency condition is
satisfied identically, not only applied to certain functions.

2. Now we assume (for a contradiction) that there is a gauge transformation U (21, z2) :

CK — CX that yields non-interacting potentials. Such a map can be written as
Uy, z9) = eM@122) with a self-adjoint K x K-matrix M. We define the trans-
formed quantities

)= Uy, ~H:=U~rUt. (50)

If ¢ is a solution of the system (1), it follows that ¢ satisfies

(164D — A0mi) D = Vi) — &4 (8., M), (51)

13
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where V and M stand for the same expressions as V and M, but with all appearing
matrices replaced by the ones with a tilde!. Therefore, the condition that the
transformed potential only depends on xj amounts to the requirement that

Vie(z1, 22) — o O M (21, 22) (52)

is in fact only a matrix-valued function of zy, so its derivative with respect to
another coordinate has to vanish. Using that V5 is constant, this implies the
following two equations:

811)\(15627}1]\/1(‘%1, ZEQ) =0 (53)
0950701y M (21, 12) = cﬂi’y%foﬂ exp (2i’yfcym”) (54)
Now consider the contraction

0} a0 2D s M (21, 7o)

a{‘ (agal,,\agy(;k[(wl,wgn =0

= 0/2S (a{‘@ly,\agvgﬂl(xl,m)) = ozgc,ﬂiﬁ/j"ﬁ/fc‘u exp (2i’yfcyx”) (55)

where we have used, after different regrouping of the summands, equation (53)
in the second line and (54) in the third line. This is a contradiction because the
Cy, ¢, are not all zero. Hence, a matrix M with the required properties does not
exist. We have therefore proven that the potential is not gauge-equivalent to a
non-interacting one, so it is interacting. |

4.4 Classification of consistent potentials

Instead of proving lemma 2.6 directly, we give a slightly stronger reformulation that
implies it, but uses the basis decomposition discussed in Section 4.2.

Lemma 4.3 Suppose the consistency condition is fulfilled (in the sense of (A) in the-
orem 2.4) for a two-particle Dirac system (1) for which the gauge transformation which
makes Wi, X;,Y;, Z; purely external has already taken place. If the potentials are trans-
lation invariant, i.e. satisfy

Vi(z1,22) = Vi(z1 + @, 22 +a) Va € RY, (56)
then all terms A, ..., H, in the potentials are necessarily of the form
Cy - eci'”wv +Cs - e,C“/zv (57)

for some C1,Cy € C and ¢; € C*, where © = 1 — x2. In the case of Ag and Ey, a
constant term —mq resp. —my is added.

Proof of Lemma 4.3 After the gauge transformation, W;, X;,Y; and Z; are functions
of x; only. If we assume that the potentials are translation invariant, it follows that
these functions have to be constants. Therefore, we can derive second order differential
equations for the functions A to H. We show the steps for B,, and D,,, the other cases are
analogous. Since V;, € CH(Q, CK*K) every scalar function Ay By Hy Wiy, oy Zi
in the potentials has to be continuously differentiable. Equations (36e) to (361) imply

!Since the gamma matrices are always only defined up to a similarity transformation, the tildes do
not really matter and can basically be omitted. Note that a gauge transformation just refers to a (local)
change of coordinates in the spinor space.

14
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that the terms A to H are in fact two times continuously differentiable, because the first
derivatives are expressible as a sum of continuously differentiable functions.

Therefore, we may differentiate equation (36f) once more. Inserting (36e) and (36g), we
obtain

182,1/82)\3;4 = (ZQ,)\ZQ,U - YPZ,)\YZ,I/)BM + (Y'Z,DZQ,)\ - 1/21AZ2,I/)DM' (58)

Similarly for D,:
1
iaQ,VaZ,)\Dp = (ZQ,)\Z2,II - Yé,AY2,V)D;L + (YQ,I/ZZ,)\ - YvZ,)\ZZl/)Bu (59)

Although the derivatives 0y, and 9 ) need to commute, the right hand side of these
equations is apparently not invariant under exchange of v and A. This implies that

BM = Dﬂ =0V YQVVZZ,)\ — 1/27)\Z2’,, =0. (60)

In the first case, we are already done (the potentials are of the desired form, with the
constants being equal to zero). So we go on with the second case, where the differential
equation becomes

02,00 2By = 4(Z3 322, — Y2 \Y2,,) By, (61)

and the same for D,. Using Y5, Z5 \ = Y123 ,, it can be rewritten as

OouioaBy =273, V7,223, Vi, B, (62)

The square root is also defined for negative radicand as v/ := iy/]z|. This has the
general solution

B, = C: exp (2’/222@ - Yfar%> +C, exp (*Qy/Z%’a - YQ%axg‘) , (63)

with free constants Ci that may depend on x;. Since the potential must be translation
independent, the constants must be such that B, has the form (57).

We thus have the required form for B and D, and the other terms work analogously.
In the case of A and F, one should derive the differential equations for the functions
(m1doy + Ay) and (mado, + E,) instead. Then, the consistency condition poses several
additional constraints, egs. (36m)—(36p) amongst others, that were not considered so
far. But we will not elucidate on that because we only want to show that the form (57)
is necessary. O
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Abstract

Dirac, Fock, and Podolsky [1] devised a relativistic model in 1932 in which a fixed num-
ber of N Dirac electrons interact through a second-quantized electromagnetic field. Tt is
formulated with the help of a multi-time wave function ¥ (¢, X1, ..., tx, Xy ) that generalizes
the Schrodinger multi-particle wave function to allow for a manifestly relativistic formu-
lation of wave mechanics. The dynamics is given in terms of N evolution equations that
have to be solved simultaneously. Integrability imposes a rather strict constraint on the
possible forms of interaction between the N particles and makes the rigorous construction
of interacting dynamics a long-standing problem, also present in the modern formulation of
quantum field theory. For a simplified version of the multi-time model, in our case describing
N Dirac electrons that interact through a relativistic scalar field, we prove well-posedness of
the corresponding multi-time initial value problem and discuss the mechanism and type of
interaction between the charges. For the sake of mathematical rigor we are forced to employ
an ultraviolet cut-off in the scalar field. Although this again breaks the desired relativistic
invariance, this violation occurs only on the arbitrary small but finite length-scale of this
cut-off. In view of recent progress in this field, the main mathematical challenges faced in
this work are, on the one hand, the unboundedness from below of the free Dirac Hamilto-
nians and the unbounded, time-dependent interaction terms, and on the other hand, the
necessity of pointwise control of the multi-time wave function.

Keywords: multi-time wave functions, relativistic quantum mechanics, scalar field,
quantum electrodynamics, consistency condition, partial differential equations, invariant
domains

1 Introduction

1.1 The need for multi-time models

The multi-time formalism for relativistic wave mechanics was first developed in works of Dirac
(2, 1] and Bloch [3] and after Tomonaga’s famous paper [4] ultimately lead towards the modern
relativistic formulation of QFT. At its base, the main observation is that the Schrodiger wave
function for a many-body system contains only one time variable ¢ and N position variables x;,
i=1,...,N, in other words a configuration of N space-time coordinates (¢,x;), i = 1,..., N,
on an equal-time hypersurface ¢ x R? in Minkowski space. A Lorentz-boost will in general lead
to a configuration of space-time points (t},x}), i = 1,..., N, with pair-wise distinct ¢/, };, hence,
a Schrodinger wave function defined on equal time hypersurfaces will fail to have the desired
transformation properties under Lorentz boosts. A natural way to extend the wave function on

*deckert@math.lmu.de
fnickel@math.lmu.de
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equal-time hypersurfaces is the multi-time wave function 9 (¢1,x1, ..., txy, Xn), an object which
lives on a subset of R4,

In recent years, there has been a renewed interest in constructing mathematically rigoros
multi-time models, see [5] for an overview. Some of the current efforts to understand Dirac’s
multi-time models focus on the well-posedness of the corresponding initial value problems [6,
7, 8,9, 10], other works also ask the question how the multi-time formalism could be exploited
to avoid the infamous ultraviolet divergence of relativistic QF T and how a varying number of
particles by means of creation and annihilation processes can be addressed [11, 12, 13]. Beside
being candidate models for fundamental formulations of relativistic wave mechanics, a better
mathematical understanding of such multi-time evolutions may also be beneficial regarding
more technical discussions, such as the control of scattering estimates on vacuum expectation
values of products of interacting field operators; see e.g. [14].

Many contemporary treatments of multi-time models are yet not entirely satisfactory as
they either have technical deficiencies, e.g., do not allow to treat unbounded Hamiltonians, or
define interactions whose nature are conceptually not entirely clear or experimentally adequate.
Also our treatment presented in this work is not fully satisfactory by those standards, as for the
sake of mathematical rigor we need to introduce an ultraviolet cut-off that in turn breaks the
Lorentz-invariance of the model. Nevertheless, building on previous works, we still achieve a
substantial improvement since we can allow for unbounded Hamiltonians in the evolution equa-
tions. Furthermore, the violation of Lorentz-invariance only occurs on the finite but arbitrary
small length-scale of the cut-off. Since the mathematically rigorous treatment of multi-time
evolutions is independent of the ultraviolet divergences of relativistic interaction, we believe
that it is advantageous for the progress in both topics to separate the discussion between for-
mulations of multi-time dynamics and the divergences of quantum field theory at first. Later, it
may well be that the understanding of multi-time evolution leads to new possibilities to encode
relativistic interaction without causing ultraviolet divergences.

This work is divided into three parts. First, we give an informal introduction to the model
at hand in subsection 1.2. The mathematical definition of this model is then given in section
2 where we state our main results on existence, uniqueness, and interaction of solutions, i.e.,
Theorem 1, Theorem 2, and Theorem 3, respectively. The corresponding proofs are provided
in section 3.

1.2 The multi-time model

In our choice of model we follow closely the Dirac, Fock, Podolsky (DFP) model given in the
paper [1], which we informally introduce in this subsection and formally define in the next
one. This model is supposed to describe the relativistic interaction between N persistent Dirac
electrons. The only simplification we assume for the model treated in this paper in comparison
to the original DFP model is that the electromagnetic interaction is replaced by the one of a
scalar field. This allows to avoid the additional complication of electromagnetic gauge freedom.
A ready choice for the evolution equations of the multi-time wave function ¢ (z1,...,zy) is a
system of N Hamiltonian equations,

i(r)t]Z/}(CL‘l, ...71‘1\/) = 7'[]'1/}(1‘1, ...,xN), ] = 1, ...7]\77 (1)

with a suitable partial Hamiltonian H; for each particle. In [3], Bloch argued that it is necessary
for the existence of solutions to (1) that an integrability condition for the different times ¢;, the
so-called consistency condition

[H, M) + z—k —i =0, Vj#k, (2)
J
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is satisfied in the domain of 1, which is usually taken as the set of space-like configurations in
R4V,

Let ’H? = fm;):y]- -V + WJQm be the free Dirac operator acting on particle j, with the usual
gamma matrices v+ For the free multi-time evolution with Hamiltonians H; = ’H?, condition (2)
is fulfilled. For the introduction of a non-trivial interaction, however, the consistency condition
poses a serious obstacle. If one takes as partial Hamiltonians

Hj :H?+‘/j($17..~,$N)7 (3)

with interaction potentials, i.e. multiplication operators, Vj}, it is hardly possible to fulfill (2).
Using this insight, it was shown in [6, 15] that systems of multi-time Dirac equations with
relativistic interaction potentials fail to admit solutions.

Already in 1932 in [2], Dirac pointed out an ingenious way to circumvent this problem,
namely, by second quantization. He observed that in case the “potential” is not a multiplication
operator, but a Fock space valued field operator ¢(z), the consistency condition (2) can be
retained although it will turn out that an interaction is present. The Hamiltonians in question
are of the form

Hj = H) + ot %)), (4)

all containing one and the same second quantized scalar field ¢ on space-time R?, fulfilling the
wave equation

Oapl(@) = (07 = Ax) (t,%) = 0, (5)

as well as the canonical commutation relation

[o(x;), p(ak)] = iA(z), xp), (6)
with A being the Pauli-Jordan function [4, 16] given in (74). It is well-known that (6) implies
e (), )]y, =y, = 6@ (x; —xx). (7)

This ensures the consistency of the system of equations in the sense of (2) since
A(zj,z) =0 if zj, 2} are space-like related. (8)

A natural choice for a representation of the field operator fulfilling (6) is the one on standard
Fock space. The multi-time wave-function ¥ (z1, ..., zy) can then be thought of as taking values
in a bosonic Fock space. This second quantization of ¢(z) is the key feature to understand how
the seemingly “free” evolutions in (5) in fact allow to mediate interaction between the Dirac
electrons. In fact, an informal computation (see [1]) shows that (5) and (8) imply for the field
operator wg(z) := @ (t,x) = U(t)Tp(0,x)U(t), where U(t) denotes the time evolution of the
N-body system on equal-time hypersurfaces, that

N
(82 = D) i, %) = =30 6@ (%;(1) = %), (9)
j=1

where %;(t) = U(t)'%,;U(t) denotes the position operator of the k-th electron in the Heisenberg
picture. The right-hand side of (9) now demonstrates the effective source terms influencing
the scalar field which in turn couples the motion of the N electrons. A rigoros version of this
informal computation is given as Theorem 3.




88

A Electronic reprints

Mathematical challenges. There are three main difficulties we have to overcome for a math-
ematical solution theory of the model.

1. As it is well-known [17], the scalar field model is badly ultraviolet divergent. A standard
way to defer the discussion of this problem and nevertheless continue the mathematical
discussion is the introduction of a ultraviolet cut-off in the scalar field. This cut-off, which
can be thought of as smearing out the scalar field with a smooth and compactly supported
function p with diameter 6 > 0, ensures well-definedness of the model, however, breaks
Lorentz on the length scale ¢ as it smears out the right-hand side of (8) as can be seen
from (28) below. This will furthermore force us to take as domain .75, defined in (19)
below, for the multi-time wave function instead of all space-like configurations on R4V,
Since .5 is not an open set in R*Y a simple notion of differentiability is not sufficient
anymore which is reflected in our choice of solution sense in Definition 1.

2. We need sufficient regularity in the solution candidates to allow for point-wise evaluation.
It is decisive for our proofs that we find a dense set Z of smooth functions which is left
invariant by the single-time evolutions. Furthermore, the majority of methods employed in
the literature on Schrédinger Hamiltonians (see e.g. [18]) rely on boundedness from below,
and hence, do not apply to our setting as the free Dirac Hamiltonian is not bounded from
below.

3. Since we add unbounded and time-dependent interaction terms to the free Dirac Hamil-
tonians, already the study of the corresponding single-time equations generated by the
Hamiltonians #;(t) in (4) is subtle. Abstract theorems such as the one of Kato [19] or
Yosida [20, ch. XIV] about the existence of a propagator U (¢, s) require time-independence
of the domain dom(#;(t)), which in our case is unknown.

Beside the introduction of an ultraviolet cut-off, which will be defined in the next section,
there is a further difference compared to the original formulation of Dirac, Fock, Podolsky,
namely that the multi-time wave function ¢ of N particles has N time arguments and not an
additional “field time” argument. This is because we formulate the field degrees of freedom in
momentum space and in the Dyson picture, leading to a time-dependent ¢(t,x) but no free
field Hamiltonian in ;. The choice of a field time as in [1] corresponds to choosing a space-
like hypersurface ¥ (in that paper, only equal-time hypersurfaces X; are considered) on which
the field degrees of freedom are evaluated. Our formulation is mathematically convenient since
the Hilbert space is fixed and not hypersurface-dependent. It is always possible to choose a
hypersurface and perform the Fourier transformation to obtain field modes in position space.

2 Definition of the model and main results

We now put the model described by the informal equations (1), (4), (6) into a mathematical
rigoros context and define a solution sense, see Def. 1 below, which will allow us to formulate our
main results about existence and uniqueness of solutions. As the model describes the interaction
of N electrons with a scalar field, an operator on Fock space, there are two main ingredients we
need to define: the field operator and the multi-time evolution equations.

Field operator with Cut-off. We follow the standard quantization procedure. The Fock
space is constructed by means of a direct sum of symmetric tensor products of the one-particle
Hilbert space L2(R?,C) of complex valued square integrable functions on R3:

Z =@ L*(R*,C)°, (10)

n=0




A.2  Multi-Time Dynamics of the Dirac-Fock-Podolsky Model of QED

89

where ® denotes the symmetric tensor product. In our setting, we think of R? as momentum
space. The total Hilbert space, in which the wave function ¥(¢1, -, ..., tx, -) is contained for fixed
time tq,...,txy € R, is given by

H = LDPRN, 75 = 2R CF) 0 7 = L2RNY,C) 0 K, (11)
with K = 4"V denoting the dimension of spinor space of the N Dirac electrons. In view of (10)
and (11), we use the notation
for a.e. (z1,...,xN) : V(21, ..., zN) = (w(n)(l'l, ,LN)) ,
neNg (12)
so that ((ki, ... kn) = ¥ (@1, . zni ki, - k) ) € CF @ L2(R?,C)°"
to denote the n-particles sectors of Fock space .# and distinguish between functions with values

in .# and CX. A dense set in .# are the finite particle vectors .Zg,. On this set, we can define
for square integrable f, as in Nelson’s paper [21], the annihilation

()
(/d3k f(k)a(k)z/;) (ky, .o kp) = \/7z+1/d3k FR) (K, Ky, ..., k) (13)

and creation operators
(n) 1 2 —

in which a variable with hat is omitted. The field mass is u > 0 and the energy w(k) = k2 + u2,
which allows to define the free field Hamiltonian

n

(Hp) ™ (i, k) = D wiky)o(ka, ... kn), (15)

Jj=1

as self-adjoint operator on its domain dom(#Hy) C .F; see [22]. We will later use the notation

dom(HF) = ;o dom(?—[‘;).

Before we can define the scalar field, we need to introduce the cut-off as final ingredient. Let
B,(x) denote the open ball in R? of radius 7 around x € R3. For this we introduce a smooth
and compactly supported real-valued function

p € CX(R3,R) such that supp (p) C B;/2(0), (16)

which can later be thought of as smearing out the point-like interaction to be mediated by the
scalar field by a charge form factor p. The Fourier transform p(k) is an element of the Schwartz
space of function of rapid decay with not necessarily compact support. For each particle index
j=1,..., N, we can now define the time-dependent scalar field

b ) - pt ) -

<pj(t)¢ — /d3k |:( p:)l({l)() eiw(k)telk'xﬂ‘a(k) + prE{k)) eiw(k)tefzk»xjaf(k)> ¢:| (17)
for sufficiently regular ¢ € . Here, %X; is the position operator of the j-th particle which
acts on a multi-time wave function by X9 (t1,x1, ..., 5, %5, ...) = x;9¥(t1, %1, ..., tj,Xj,...). The
necessity of the cut-off function p € C°(R?) can be seen from the fact that if we had chosen
p(x) = 6%(x) which for reasons of Lorentz invariance would be physically desirable but would
imply p = (27)%/2, the domain of the second summand in ;(t) would be {0}, which is
a manifestation of the mentioned ultraviolet problem. With a square integrable p, the field
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operator is self-adjoint on a dense domain; see [22]. An equivalent definition is possible by
direct fiber integrals, see [23, 24]. Despite the notation, one should not think of the ¢; as being
N different fields, the index just denotes in a brief way that the single scalar field is evaluated
at the coordinates of particles j, i.e. at x;.

This allows to define the one-particle Hamiltonians as follows:

Hj(t) =H)+¢i(t), j=1,..,N. (18)

Multi-Time Evolution Equations and Solution Sense. As domain for our multi-time
wave function on configuration space-time, we take those configurations of space-time points
which are at equal times or have a space-like distance of at least 4, i.e.

Ly i={ (@1, mn) RNV £ b1ty =t or [|x; — xl| > |t — te] + 0} (19)

The multi-time wave function will hence be represented as a map ¢ : .75 — .FK.

The natural notion of a solution to our multi-time system (1) would be a smooth function
mapping from .%5 to the Fock space .#X. However, the above introduced Hilbert space . on
R3N allows to apply on a lot of functional analytic methods, and thus, simplifies the mathe-
matical analysis considerably. This is why it is helpful to at first define a solution as a map
P RN = A, (t1, ... tn) = P(t1, ..., tx) and require it to solve the system (1) on the space-time
configurations in .#5. The latter involves the difficulty that the domain .#5 is not an open set
in R*Y so that partial derivatives with respect to time coordinates cannot be straightforwardly
defined in this set.

Figure 1: The set .#5 is depicted in grey, for two particles in relative coordinates. Because of
the line at ¢ = ¢t; — to = 0, this is obviously not an open set in configuration space-time. At the
origin, for example, the partial derivative 9;, cannot be computed inside the set.

In order to cope with this difficulty, we adapt a method to define partial derivatives in .%
that was also employed by Petrat and Tumulka [6, sec. 4]. If all times are pair-wise different,
the usual partial derivatives exist. However, this is not the case at points where for some
j # k, tj = t, while ||x; — x;|| < 0. For those configurations we will only take the derivative
with respect to the common time coordinate. This is implemented as follows: Each point
x = (21,...,2N) € .5 defines a partition of {1,..., N} into non-empty disjoint subsets Pi, ..., P,
by the equivalence relation that is the transitive closure of the relation that holds between j
and k exactly if' ||x; — xx|| < |t; — ti| + 5. We call this the corresponding partition to x. By

!This gives exactly the partition called F P by Petrat and Tumulka.
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(19), all particles in one set P; of the partition necessarily have the same time coordinate, i.e.
Vi e {1,...,L} Vj,k € P;, we have t; = t;. We write this common time coordinate as ¢p, for
eachi=1,..., L.

The partial derivative with respect to tp, can now be defined for a differentiable function
¥ RN = A as

(atipzw(t],...,tzv)) (x1, %) = 3 <£1/1(t1,...,t1v)> (X1s s X, (20)

J

provided that the expression on the right-hand side is well-defined. By this definition, %1/) can

be obtained solely by limits of sequences of configurations inside .5, so changing the function
1) outside of the relevant domain .#5 will not matter for the derivative, and thus not affect its
status of being a solution. With this notation at hand, we define:

Definition 1 (Solution Sense) For each set A C {1,...,N}, define the respective Hamilto-
nian
Ha(t) ==Y (H) + (1)) - (21)
jeA
A solution of the multi-time system is a function ¥ : RN — 2, (t1, ...,tN) = (1, ..., tn) such
that the following hold:

i) Time derivatives: v is differentiable.

ii) Pointwise evaluation: For every (t1,X1,....tn,XN) € S5, and for all j = 1,...,N, the
following pointwise evaluations are well-defined:

(Bt tn) ) (61, x0),
<8l]d)(t17'“7tN)> (Xlr"'va)v (22)
('H]'(tj)d)(th weey tN))(Xl, ...7XN).

iii) Evolution equations: For every x = (t1,X1,...,tN,XN) € S5 with corresponding partition
Py, ..., Pr, the equations

(%Pj'l/}(tl,...,t]v)> (Xl,...,XN) = (pr(tpj)'l/) (tl,...,tN))(Xl,...,XN), ] = 1, ...,L,

where the left hand side is defined by (20), are satisfied.

Due to the unfamiliar structure of the domain .5 and our compact notation, this definition
may look complicated at first sight. However, the complication is only due to the introduction
of the cut-off p which led to the definition of .#5. The purpose of the whole effort is simply
to restrict the system (1) to those time directions in which taking the derivative is admissible
in .%5. It may be helpful to take a quick look at Eq. (30) which shows the explicit form of
the multi-time system for the special case of N = 2. We emphasize that with our notation in
(21), the index of the Hamiltonian is actually a set, for example Hy oy = H1 + Ha denoting the
mutual Hamiltonian of particles 1 and 2.

As a final ingredient, we define a dense domain in .7

2 = CP RN, CF) @ Z N L*(R*,CK) ® dom(HF). (24)

Our first main result is on the existence of solutions given initial values in 2.
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Theorem 1 (Existence) Let ¥* € 9. Then there is a solution of the multi-time system 9 in
the sense of definition 1 which satisfies ¥(0,...,0) = ¢° pointwise. In particular, there is such
a solution ¢ fulfilling

'g/}(tl,',...,tN,-) €9 V(tl,.“,t]\/) ERN. (25)

The second main result is on the uniqueness of solutions in Z.

Theorem 2 (Uniqueness) Let ¥° € 9. Let 11 and 1o be two solutions of the multi-time
system in the sense of definition 1 which both satisfy 1x(0,...,0) = ¥° pointwise for k = 1,2.
Then we have for all (t1,X1,....tN,XN) € Ls:

(01081, 0 t)) (1, ey X) = (D2t E) ) (K1, %), (26)

To illustrate that our model is indeed interacting, we provide a rigoros version of Eq. (9) for
the case of our model, in other words, the Ehrenfest equation for the scalar field operator.

Theorem 3 For every t € R and x € R3, let us abbreviate the solution to given initial values
Y0 € P at equal times as Pt = Uq,...ny(t, 0)¢° and H* := My, Ny () and write (t,x) for the
field operator acting as

(P(t?X)w — /dsk |:< ﬁu(jlzl){) e—iw(k)teik-xa(k) + ﬁzzj) eiw(k)te—ik-xaf(k)) w:| . (27)

Then, the following equation holds:

i) = = 32 (o) (29

where O = 87 — Ny, and the double convolution defined as in (75) is here understood as a

shorthand notation for
prxdi—x) = [dyi [ dya ply0)p(y2)o(e —y1 — (x = y2)).

‘ (29)
= /dsm p(y1)p(x — Xk +y1).
We observe that the Ehrenfest equation (28) for the scalar fiel features a “source term” on
the right hand side. It consists of the N electrons as sources whose point-like nature is smeared
out by the form factors p comprising the ultraviolet cut-off. The two occurrences of p in the
double convolution p * x4 arise like this: In the computation, the source term is introduced by
means of the commutation relation (8). The latter features two occurrences of ¢ whereas each
¢ bares one p in its definition in (27).

The remaining section of the paper provides the proofs of the above theorems. It is divided
in section 3.1, which explains the strategy of proof regarding existence of solutions, section 3.2,
which collects necessary results about the single-time evolution operators, section 3.3, which
constructs the multi-time evolution and provides the proof of Theorem 1, section 3.4, which
asserts the uniqueness of solutions, i.e., Theorem 2, and finally, section 3.5, which carries out
the computation for the proof of Theorem 3.
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3 Proofs

3.1 Strategy of proof for existence of solutions

Before treating the general case in the following sections, it is helpful to explain our strategy
of proof in the simplest case of N = 2 as there we can easily make the index partitions fully
explicit and do not obstruct ideas in the compact partitioning notation introduced above. For
the treatment of the general case, however, the compact notation will prove very helpful to
tackle the additional difficulties.

In the case of N = 2, we are looking for a pointwise evaluable solution v : R? — % to the
system

(10 (t1, t2)) (x1,x2) = (Ha ()b (11, 12) ) (1, )
(iatzw(tlvtz))(th) = (Hz(tz)w(tlvh))(xhxﬂ

(iazw(tvt))(xlvxﬂ = (H{1¢2}(t)W(tv t))(XLXZ) ift) =t2 =t,

where Hj 2y = H1 + Ha. Note that there is a little bit of redundancy in this system, since the
second case is implied by the first if ¢; = to and ||x; — x2|| > § + [t1 — t2|. The relevance of
the second case comes from the points where the times are equal, but the particles have smaller
distance than 0, i.e. the line in figure 1.

The first step is to show that evolution operators Uy, Ugay, Uy 9}, one for each of the
single equations in (30), exist. These evolutions satisfy the usual properties of two-parameter
propagators and, for all ¢ in a suitable domain, generate a time evolution fulfilling

if [[x1 — %2l > 6 + [t1 — taf,
(30)

FaUA(t )0 = Ha(OUA( ), A € ({11, {2) (1,2} ()

An essential property of Uy that we will need is that it makes the support of a wave function
grow only within its future (or backwards) lightcone, as it is common for Dirac propagators. A
further necessary ingredient that has to be proven is the invariance of smooth functions under
the time evolutions. This will be established by commutator theorems following Huang [25].

v G

A X t

Figure 2: Depiction of the multi-time evolution. First, the initial values are evolved from time
0 to t2 with the common propagator U(; o, then only the degrees of freedom of particle 1
are brought to time ¢; by applying U;. This works consistently because x2 is outside of the
backward lightcone of 1 with an additional distance of 4, as sketched here.

In the second step, a candidate for the solution can directly be constructed with the help of
the evolution operators U4. Given smooth initial values 9 at t; = to = 0, we define

P(t1, ta) = Uppy(t, t2)Ugy 2y (2, 0)0°. (32)

9
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The idea is: First evolve both particles simultaneously up to time ¢ and then only evolve the
first particle to ¢;. If more times are added, we need to order them increasingly such that we
do not “move back and forth” in the time coordinates. It is necessary, as mentioned above,
to prove that the Ua operators keep functions sufficiently regular to be able to define ¢ in a
pointwise sense and obtain a differentiable function.

By definition, 0, (t1,t2) = Hi(t1)y(¢1,t2) holds. If both times are equal, the equation
10y (L, t) = Hyp,03(t)1(t, 1) is also fulfilled. For the derivative with respect to ¢2, one has

(i@th(tl, tz)) (Xl., X2) = (U{l}(tl, tz)Hz(tz)U{l’g}(tQ, 0)1/10) (Xl7 Xz). (33)

To show that 1 solves the multi-time equations, U; and Hy have to commute on the configura-
tions with minimal space-like distance §. By taking another derivative, and after treating some
difficulties that originate in the unboundedness of Hs(t2), we will be able to reduce this to the
consistency condition

([Ha(t1), Ha(t2)] (t1, t2)) (x1,%2) = 0. (34)

The crucial ingredients in this step are that the commutators vanish at configurations inside
our domain of definition .#}, and that the supports grow at most with the speed of light.

3.2 Dynamics of the single-time equations

In this section, we consider a fixed set A C {1,..., N} with the respective Hamiltonian # 4(t)
defined in (21) and construct a corresponding time evolution operator U4(t, s). This is contained
in the following theorem, which uses the subsequent Lemmas 5 and 6. The subsection continues
with important properties of the operator U4 (t, s), namely the spreading of data with at most
the speed of light (Lemma 7) and the invariance of certain smooth functions (Lemma 9, Corollary
10), namely those in the important set & defined in (24). We denote the identity map by 1.

Theorem 4 There exists a unique two-parameter family of unitary operators Ua(t,s) : H# —
J with the properties that for all t,s,r € R,

1. Ua(t,t) =1,
2. UA(t7T) = UA(t7S)UA(S7T),
3. If € D, then SUa(t, s)w‘h = —iHa(s)0.

Remark: The third property in the theorem is slightly weaker than in the common case of
time-independent Hamiltonians, where one can prove that the derivative exists for all functions
in the domain of the Hamiltonian. But in our case, since we do not know whether dom(#(t))
is independent of ¢, we have to reside to a common domain like & .

Proof: We first prove the existence of Us. Consider for a fixed s € R the time-independent
Hamiltonian

Hasi=Hy+ Y (H) +¢5(9)). (35)
JEA
It is proven below in Lemma 5 that this Hamiltonian is essentially self-adjoint on the dense
domain 2. Therefore, there is a strongly continuous unitary one-parameter group U A,s With
the property that if ¢ € dom(H4.s), then %(7,4,5(15)1/) = —iH 4. We can transform back to
the Hamiltonian without tilde by setting

Ua(t,s) =M =)0, (t —5) Vi,seR. (36)

‘We have to check that the such defined two-parameter family of unitary operators satisfies the
properties listed in the theorem.

10
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1. For all t € R, Ua(t,t) = 1 follows immediately by Ua 4(0) = 1.
2. We compute for any ¢, s,r € R,

Ual(t,s)Ua(s,r) = cmf(t*s)[}Avs(t - s)emf(s*T)ﬁA,.(s —r)

_ ein(tf'r) ein(rfs)ﬁAys(t _ 5)6in(57r) [714,7“(5 _ ,’,)

=Uy4,r(t—s) by Lemma 6, part 2
= ein(t”')(}A7r(t — ) Uar(s—7)
=Ual(t,r).

3. Let ¢ € 2 and t,s € R, then also ¢ € dom(H;) N dom(Ha ), and
iU At $)V(s)],,
= [*ermf(tfs)UAys(t — $)(s) + eIy U o(t — 8)1/1(8)]
= [~Hp(t) + MR e My 1)
= [Hp 0 + Harw®)],_ = Hal9)(s),

t=s

t=s

(37)

(38)

where we used in the last line the statement of Lemma 6, part 1. This establishes the

third property and hence existence.

We now prove uniqueness of Us. Assume there are two families Ua(¢, s) and U/j(¢,s) with
all required properties. Pick some ¢° € 2, then (t) := Ua(t,0)¢° and ¢'(t) := U/ (t,0)¢°
are differentiable w.r.t to ¢ by the invariance of 2 (Corollary 10). By linearity, also w(t) :=
P (t) —1' (¢) satisfies the differential equation idyw(t) = Ha(t)w(t). Note that w(0) = 0. Because

H(t) is self-adjoint for all times, the norm is preserved during time evolution:

i0; (w(t), w(t)) = — (Ha(t)w(t), w(t)) + (w(t), Ha(t)w(t)) =0

(39)

Therefore, also w(t) must have norm zero, so ¥ (t) = ¢/(¢) Vt € R, which proves that the families

Ua(t,s) and UY (¢, s) are in fact identical.

We have used the statements of the following two lemmas:

O

Lemma 5 Let t,s € R. The Hamiltonian Ha(t) and the operator ﬁA,s defined in (35) are

essentially self-adjoint on the domain 2 defined in (24).

The following proof is a generalization of an argument by Arai [24] and a similar argument

given in 26, app. C].

Proof: Let t,s € R. We want to prove essential self-adjointness of H A,s using the commutator
theorem [27, theorem X.37], nicely proven in [28]. It is easy to see that the same argumentation

can then also be applied to H 4(t), which just has one term less. Consider

Ka=> —Dj+Hp+1.
jeA

(40)

This operator is essentially self-adjoint on 2 due to well-known results (see e.g. [27]) and
certainly satisfies K4 > 1. Therefore, to apply the commutator theorem, we need to prove:

1. 3¢ € R such that Vo € Z, [|[(Ha)d| < | Kag].

2. 3d € R such that Vo € 7, | (a6, Kat) — (Kad, Haso) | < d|K{ 0],

11
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Proof of 1. We make use of the standard estimates (see e.g. [21]) valid for all ¢ € dom(H}z)
and f € L(R3,C),

| [ @ rwaou] < s oo | [ @k ra0ataou] < ks [/ o] + 111 el
Now let ¢ € 2. We have by the triangle inequality
5o < 2 ([H90] + llesol) + 1#s0ll, (42)
jeA

so we need to bound each of the summands on the right hand side. ||[H¢| < |[Ka¢| is clear
since 1 and —A are positive operators. Next we consider the free Dirac operator,

[#96]| < m lloll + l|1~i(e; - V)01 (43)
The derivative term needs closer inspection,
I=i(e - V,)6]* = (6, —(a; - V;)*) = (6, —20), (44)

where only the Laplacian survives because the a-matrices anticommute and the derivatives
commute. Continuing with the Cauchy-Schwarz inequality and the elementary inequality vab <
1(a+b) Ya,b > 0, we obtain

[—ie; - Vj)oll < \/ \/H¢H -0l < 5 (H¢>H +lI=24]). (45)
Again, since all the summands in K4 are positive operators, this directly leads to
06] < CliKadl. (46)

In the whole article, C' denotes an arbitrary positive constant that may be different each time.
For the interaction term, we see that the factor -5 (k:() is in L? since p being a Schwartz function
w

ensures rapid decay at infinity and since the singularity at k& = 0 (present only for p = 0) is
integrable. This allows the use of (41), giving

lesoll < € ([0 ) (47)
and with one more application of Cauchy-Schwarz,
1 1 1
[ e]| < ol Imsol™ < 5 el + 1s01) (48)

we are done with the proof that there is a constant ¢ (not depending on ¢) with ||(Has)¢| <
| Ka| i

Proof of 2. As in the previous step, we can bound the summands in H 4, one by one. We first
observe that H; and H? commute with K 4. For the interaction term, we have

[@jaKA] = [WJ'? 7AJ'] + [@jale] s (49)
so let us compute

i /a  a d d
<<Pj¢, Ajd’> - <AJ¢7 Wj¢> = Z <%¢~, %¢j¢> - <%S@j¢> ﬁ¢>
J J J J

a=1

3
=239 < 5 %¢> (50)

a=1

3 I
_ o/ 9 3 —kIPK) i) k%, X
= 2 1\s<8—x?q5,/dk {(We Lk Xiq(k) +cc. | ¢l ),

a=

12
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where the last equality holds since <%¢ 05 %¢> is real; and “c.c” denotes the hermitian
J J

conjugate of the preceding term. Since p is a Schwartz function, also fik;ﬁ(k) is, so we get
from the estimate (41)

(056, 550) — (D6, 0500 < C ([0

For the second term in (49), we look at the commutator of ; and Hy. This amounts to a time
derivative of ¢;(t), which gives an expression like in the last line of (50), but where the function
—ik§p(k) is replaced by —iw(k)p(k). This is again a Schwartz function. Using estimate (41)
again for that function, we obtain

|+ llell) < 20|k

(51)

1
| (36, Hs0) — (Mo, 050) | < C | K0 (52)
This means we have shown that there is a constant d (independent of ¢), such that
(st Kad) = (Kas, Haso)| < dIK 6. (53)
This is the second necessary ingredient for the application of the commutator theorem, which
gives the statement of the lemma. O

Lemma 6 The self-adjoint Hamiltonian 7-l,4,s and the unitary group [7,4,5 it generates satisfy
the following properties for all r,s,t € R:

1. e”“f(tfs)ﬁﬁvse*mf(t*s) = NZ,t Vn € N, whenever both sides are well-defined.
2. eMs=)T, (t — 5)er™) = Uy, (t — 5).
Proof: Let r,s,t € R.

1. We have for n = 1

ein(t_s)’}-N[Ayse_in(t_S> — ei'Hf(t—S) Hf 4 Z H? + (pJ(S) e_in(t_s)
jEA
= Hy o+ SOH 4 M) (5)em M () (54)
JEA
=Hay.
The statement for arbitrary n € N follows directly from the n = 1 case, W~hich can be seen
by inserting the identity 1 = e~ "s(t=9)i#(:=9) hetween the factors of Ha,s,

n
eiH/(t—s)HT/LLSe—i’H/(t—s) _ H eiH/(t—s)rHAyse—iH/(t—s) _ HT/LW,' (55)
k=1

2. By the analytic vector theorem, the set <7 of analytic vectors for H A,s is dense. Hence
its image under the unitary map e("=5) is also dense. Let ¢ € e/tr(r=5) (/). We can
write

it —s)"

0o
ein(T_S>[7A5(t _ S)Ein(S_T)’L[} _ ei’Hf(r—s) 2 : '
’ n!

n=0

X n n
Zz(i&—s) () M (st
- n! feLHf(r S)HZ,SGLHf(S 7)w
n=0 :

X (t— s)" ~
S U 7S (56)
n—0 n!

A
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where we used part 1 of the lemma in the last step. The series converges, so v is analytic
for H 4, which proves

=T o (t — 8)eT ™ = Ug (¢ — s)p, Vp € 1079 (o). (57)

Equation (57) tells us that the bounded operators e!7"=) T 4 . (t—s5)er(5=") and Ug , (t—
s) agree on a dense set, which implies that they are equal. O

The next lemma is about the causal structure of our equations. It uses the usual definition
of addition of sets,
M+ R:={m+r|lme M,r € R}. (58)

In order to simplify notation, it is implied that vectors in R*N and R3 can be added by just
changing the respective j-th coordinate, e.g. (x1,X2) + y2 = (X1, X2 + y2).

Lemma 7
1. The evolution operators Ua do not propagate data faster than light, i.e. if for R C R3N
we have supp ) C R, then for allt,s € R,
supp (Ua(t,s)¢) C R+ Y By (%) (59)

jEA

2. Let v be the solution of 10y = H(t)y with smooth initial values given as
$(0,...,0) = 0. Then for allt € R, ¥ (t,x1,...,t,Xn) is uniquely determined by specifying
initial conditions on 3 ;c 4 Bjy (%;)-

Proof:

1. This lightcone property of the free Dirac equation is well-known (compare [29, theorem
2.20]). The claim for our model is a direct generalization to the many-particle case of the
functional analytic arguments in [23, theorem 3.4]. (Note that it is also feasible to adapt
the arguments using current conservation in [6, lemma 14] since the continuity equation
holds for our model, as well.)

2. This follows directly from 1. since if ¢ and v’ are two solutions whose initial values 1/
and 1’0 agree on Yiea Bjy (%), then
supp (10 — %) C RN\ Y By (x;) (60)
jeA

implies by (59)

supp (Ua(t, 0)(° — ) c R3V\ Z By (%)) + Z By (x5) = R3N\ {(x1,...,xn)}, (61)
JEA JEA

which is the claim. O

Another necessary information is which domains stay invariant under the time evolutions
we have just constructed. The idea is to exploit a theorem by Huang [25, thm. 2.3], which we
cite here adopted to our notation.

Theorem 8 (Huang). Let K be a positive self-adjoint operator and define Z;(t) = K9~1 [Ha(t), K] K.

Suppose that Zy,(t) is bounded with || Zy(-)|| € LE,(R) for all k < j. Then Ua(t, s)[dom(K7)] =
dom(K7).

14
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We will use a family of comparison operators for j € N, abbreviating Zszl —ANp =1 =/,
Ky = (=A)"+ (Hp)" + 1. (62)

The operator K, resembles the n — th power of the operator K4 we defined in (40) for the
commutator theorem. Its domain of self-adjointness is denoted by dom(K,).

Lemma 9 The family of operators Ua(t,s) with t,s € R leaves the set dom(K,,) invariant for
alln € N.

Proof: Let n € N. It is known that K, is self-adjoint and strictly positive. We prove the
invariance of dom(K™) using Thm. 8, hence we only need the case j = 1 and need to bound
Z1(t) = [Ha(t), K, ) K .
Note that, since K, is positive, 0 is in its resolvent set. This means that K, : dom(K,,) — S is
bijective, so its inverse K, : ## — dom(K,) is bounded by the closed graph theorem. Because
the Laplacian commutes with the free Dirac operator (in the sense of self-adjoint operators,
which can e.g. be seen by their resolvents), this carries over to (—A)™ and the commutator
gives

(A, Kn] = 3 [05(8), (=) + X [0, 17] - (63)

jEA jeEA

The commutator terms give rise to derivatives of the field terms ¢, similarly as in the calculation
(50). It becomes apparent that arbitrary derivatives with respect to time or space variables lead
to the multiplication of p(k) in (17) by a product of k* and w(k) factors, which still keep the
rapid decay at infinity. Therefore, also the derivative is a quantum field with an L?-function as
cut-off function. This means that the bound (47) can analogously be applied to the commutator
and we have some C' > 0 with

IHa®), Knlnll < C ([ Hpmll +lnll)  Vn € dom(K). (64)
By the inequality of arithmetic and geometric mean,
IHpnll = Il {/Hnll < CUHI + Inll) < CUEKnnll + [Inll) (65)
Since K, 19 € dom(K,,), we can apply this to Zi(t),

121wl = |[(Ha®), Ka) K 0| < € (1B el + 1K) = C (14 1K lop) [,

(66)
which implies that Z(t) is bounded with [|Z;(-)|| € Li,.(R). Hence, application of Theorem 8
yields the claim. O

Corollary 10 The family of operators Ua(t,s) with t,s € R leaves the set 9, defined in (24),
tnvariant.

Proof: By Lemma 9, Uy(t, s) with ¢, s € R leaves dom(kK,,) invariant for each n € N. We claim
that
dom(Ky) = dom((—A)") @ Z N LA(R¥*N,CF) @ dom(H}). (67)

The operator K, is of the form (—=A)"®1+1®H'+1, where the bounded operator 1 is irrelevant
for the domain. By [30, chap. VIIL.10], an operator of this structure on a tensor product space is
essentially self-adjoint on the domain dom((—A)")®.Z NL*(R3N, CK) ®@dom(H}). The domain
of self-adjointness arises when we take the closure of that operator. It is, however, known from
[31, p. 160] that a sum of positive operators is already closed on the domain (67). Thus, (67) is
actually the domain of self-adjointness of K.

15
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Let ¢ € 2, then also ¢ € dom(K,) for all n € N. Thus, Ux(t, s)i € dom(K,) for all n € N.
For the Fock space part, this directly gives

Uat,s)v € () L2(R*,C*) @ dom(H}) = L*(R*,C*) @ dom(HF). (68)
n=1

In the L2-part, we first note that Lemma 7 gives an upper bound on the growth of supports, so
compactness of the support is preserved under the time evolution Uy(t, s). Secondly, we have

o0
Uat,s)¢ € [ dom((-A)") @ F C C(R*N,CF) @ Z, (69)
n=1
which follows from Sobolev’s lemma as contained in the proposition in [27, chap. IX.7]. These

two facts imply that the time evolution leaves CS° invariant. Thus we infer Ua(t, s)y € 2. O

Another result that will be helpful later is that not only the time evolutions leave the set 2
invariant, but also the terms in the Hamilton operators themselves.

Lemma 11 The set 9 is left invariant by Hy, H? and ;(t) for each 1 < j < N and t € R.

Proof: 1. ’H? only acts on the first tensor component and on that one, it leaves Cg°-functions
invariant because it is a linear combination of partial derivatives and the identity.

2. My only acts on the second tensor component and on that one, it leaves dom(?—ljoco) invariant
by definition.

3. First we note that ¢; does not increase supports. Now let £ € N,t € R and ¢ €
dom(?—l’}“). Then, using the same estimates as in the proof of Lemma 5,

HHk . . k ik ) < k+1
§ o] < [lesmh] +| Sresw] < o ([H5 o] + Il +1wll) < oo, (70)

which shows that ¢;(t)y € dom(’l—[’;) for every t € R. An analogous argument can be
done for the operators ’H?, which together implies that ¢;(t) leaves 2 invariant. ]

3.3 Construction of the multi-time evolution

The construction of the solution of our multi-time system (23) relies on the consistency condition
which we prove now.

Lemma 12 Lety) € 2 and A, B be disjoint subsets of {1, ..., N}, then the consistency condition
[(Ha(ta),Hp(tp)] ¥(x1,....xn) =0 (71)

is satisfied whenever Vj € A,k € B : ||xj — xi|| >+ |ta —tg|.

Proof: Let ta,tp € R. The commutator reads

[(Ha(ta), Hp(ts)] = | Y H) +¢i(ta), > HR+eults)| = > lpi(ta),ex(ts)], (72)
JEA keB JEAkEB

since, by definition, the free Dirac Hamiltonians commute with the other terms. We will now
show that each of the summands in the double sum applied to ¢ € Z vanishes when evaluated
at (x1,...,xy) € R¥ with Vj € A,k € B ||x; — xx|| > 0 + |ta — gl

16
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It is well-known (e.g. [27, thm X.41]) that field operators as defined in (17) satisfy the CCR,
which means

[pj(ta), or(ts)] P (X1, .., XN)

3L . . . .

=i :;l(k) ﬁ(k)’fﬁ(k)ew(k)t/;—zk.xJe—zw(k)tzg-%—zk-xk-w(x17 o XN)

1 [ d%k ; ;
—— 5(k) 5(k)eiw® (ta—ts) g—ik-(x;—%k) _
=5 / o) (p(k) p(k)e A—tB) XK _ e ) P(X1, ..., XN) (73)

1 [ dk "33 —ik- ik-ys iw(k)(ta—tp) ,—ik-(x;—xk)
- 5/ (k) /d Y1d7y2p(y1)e” V! pyz)e Y2 toiaminle T T

w

—c.c >w(x1, ey XN )5

upon insertion of the Fourier transforms. We compare this to the so-called Pauli-Jordan function
[32, p. 88], i.e. the distribution

ek o/, ;
, — w(k) (t —tk) =ik (xj—xk) _
A(zj,xy) == c./ oK) (e iTt iTXk c.c. ) , (74)

where ¢ = ﬁ It is known that A(z,22) = 0 whenever z; is space-like to zo [32, p. 89]. We
define a double convolution by

(p**A)(t5, %5, tg, Xg) = /d3Y1d3Y2 p(y1)p(y2) Aty X5 — ¥1,tr, Xk — ¥2)

&’k 3y, 73 i (k ik (75)
= c/m/d‘ y1d’yap(y1)p(y2) (e““( Nt —te) =il (g —y1=x04y2) e, >7
which is a well-defined integral since p € C>°(R3). Comparison to (73) yields
2
= li(ta), en(tB)] ¥ (x1, o xn) = (P *A)(Ea, X5, t5, XY (X1, -ory X). (76)

We know that ||x; — x| > |ta —tg| + 6 and by (16), p(y) # 0 only if |ly|| < %. Thus the
argument of the function A in the double convolution (75) satisfies

% = y1 = (xk = y2)ll = lIxe = x4l = [lyall = [ly=]]
> ||x; — x| =0 (77)
> |ta —tBl,

i.e. it is space-like, which implies that (p**A)(ta, %x;,tp, X)) = 0 and hence also the commutator
is zero. O

With all the previous results at hand, the existence of solutions can be treated constructively.
We first prove a lemma which contains the crucial ingredient for the subsequent theorem.

Lemma 13 Let ¢ € 2. Let A, B be arbitrary subsets of {1,...,N} with ANB =0, let tp >
s >ta, then
([Ha(ta), Us(ts, s)] Q) (x1, ... xn) = 0. (78)

holds at every point (x1,...,xn) € R3N for which Vj € A,k € B, ||xj — xg|| > 0 +tp —ta.

The idea of the proof is to take the derivative of the commutator in (78) with respect to
tp to get an expression where the consistency condition proven in Lemma 12 becomes useful.
However, it is not immediately clear if a term of the form H(t4)Ug(tp, s) is differentiable or
even continuous in tp because H 4 is not a continuous operator. Therefore, we have to take
a detour and approximate H4 by bounded operators. A similar approximation by bounded
operators is used in the proof of the Hille-Yosida theorem in [33, ch. 7.4].

17
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Proof: Let A,B C {1,...,N} with ANB =0, s,ta,tp € R withtg > s > t4, ( € Z and
(x1,.-,xn) € RN such that Vj € A,k € B: ||xj — x| > 6 +tp — ta.

We abbreviate Y pc 4 vx(t) =: @a(t) for t € R. First note that the free Dirac terms in H4
trivially commute, so

(UB(tg,s), Ha(ta)] Q) (x1, -, xn) = ([Up(ts, 5), pa(ta)] O) (X1, - XN)- (79)

Now define for ¢ > 0,¢ € R a family of auxiliary operators

a0 = o (50)

which are well-defined since @ 4(t) is self-adjoint for all ¢ [22]. For A € R,e > 0,

‘ A
14deA

m | =

1
<z = leall <

(81)

where the implication follows by the spectral theorem. The difference of field operator ¢ 4 and
its approximation ¢% can be recast into

pa(ta) +icpa(ta)® palta) i€ 2
ta) — 5 (ta)) = - = t 82
(@A( A) LIQA( A)) 1+Z€S@A(fA) 1+15</7A(fA) 1+Z<€</7A(fA)SOA( A) ( )
and we note the bound for all € > 0:
1
— <1 83
” L+icpa(ta)ll = (83)

Because Ug(tp, s)¢ € 2 by corollary 10, we find the bound

IUs(tB, ), pa(ta) — % (ta)lCI < ll(palta) — ©a(ta))d]|
[(pa(ta) = £a(ta))Us(ts, s)C|l (84)
e (IlpaltaCll + Il ata)Us(ts, 1)

IN +

Since we can take ¢ — 0, the norm of the left hand side has to vanish. Because we furthermore
know that [Ug(tp, s), pa(ta) — ¢5(ta)] is a continuous function, the following implication holds:

([Us(tr; ), Pa(ta)] ¢) (X1, ... xn) = 0 Ve > 0 = ([Up(tp, s), pa(ta)l ¢) (x1,...,xny) = 0. (85)
Thus it remains to prove that the commutator defined for t € R,
Q = [Up(t, 5), 4 (ta)] ¢, (86)

vanishes at (x1,...,xn). Note that €, depends on €, which we do not write for brevity. As a
merit of our approximation, ¢ — €); is a continuous map R — 5. We proceed in four steps:

1. Construct an auxiliary function ¢; that solves for n €
i0; (n, ¢1) = (n, [eB(t), Pa(ta) Un(t, s)n) + (Hp(t)n, ér) - (87)

2. Show that Vn € 2 :i0: (n, ¢ — Q) = (Hp(t)n, pr — Q).
3. Show that the weak equation proven in step 2 has a unique solution, thus ¢; = €.

4. Investigate the support properties of ¢; and conclude that €, vanishes at (x1,...,Xn).

18
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Step 1: We introduce the abbreviation for ¢ € R

fi = leB(t), ¥4 (ta)| Up(t, s)¢ (88)

and recognize that the function f: R — J,¢ +— f; is bounded and measurable. Define
t
by = / dr ¢Mrt=5) =i+ M () (=) =it (7=5) £, (89)
For n € 9,t € R, we compute using Fubini’s theorem,

t . . .
0 (1.00) =i0y [ dr (oM O DDy )
S

= <@m_f<t—s>ei(Hf+HB<s>><t—t>e—m_wt—s)m ft> 0

t . . -
I / dr <emf(T75)HB(s)ez(Hf+HB(g))(tff)efmf(tfs)n’ f7'>
= <777 ff> + <HB(t)777 ¢f> .

Step 2: A calculation similar to the one above is now possible for (¢t € R:

0, (n, ) =iy ((Us (s, 0. 2 (t4)0) = (@ (ta)n. Us(t,9)C))
= (Us(s,/Hp(t)n, ¢ (t4)C) — (#ia(ta)n, Hu(O)Us(t, 5)C)
— (Hp(Om, 93 (t)Us(E 5)) + (Hpn, ¢ (ta)Us(t, 5)0)
= (Hp(t)n, Q) + (0, [Mp (), #3(£4)] Up(t, 5)C) (1)

= <HB(t)77= QL) + (777 [QOB(t)? W%(tA)] UB(t7 5)C> + Z <777 |:,H27 @i(tA)} C>
keB T

= <777 ft> + (HB(t)nv Qi> .

This together with (90) yields that the difference ¢; — 2 is a weak solution of the Dirac equation
in the sense that Vn € 2:

0y (n, ot — Q) = (Hp(t)n, o — ) . (92)

Step 3: For all s € R, Up(s,s) = 1 implies Q5 = 0 and by definition, ¢s = 0. To show that Q
and ¢; are actually equal for all times ¢ € R, it thus suffices to prove uniqueness of solutions to
Eq. (92).

To this end, let p: R — H,t — p; be continuous and for every n € 2 a solution to

7;at (777 Pt> = <HB(t)777 Pt> . (93)

We claim that then, for all ¢ € R, py = Ug(t, s)ps. To see this we consider ¢t — (Ug(t, s)n, pt),
we prove that this is differentiable with zero derivative. For h > 0, we find

%H (Up(t + h, $)n, pern) — (Us(t, )1, pr) H

< |3 Ws(t + sy~ Un(t, ), pean) — (MO Us(E,5) e |

|5 Wt )m,peen — o) — i (U (U (2, ), )| (04)
< |3 st + b, s)n — Un(t, ) — s Us (L | lpern
|3 Ut s pren — o) — (U (85I, p) |+ | OB (), — 1) |-
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The first term goes to zero as h — 0 because n € 2 and since p; is continuous, the norm pyyp,
is bounded in a neighbourhood of ¢. The second term vanishes using (93), noting that also
Ug(t,s)n € 2 by Corollary 10. The last term also goes to zero by continuity of p;. We have
thus proven that

O (Up(t,s)n,pt) =0 = (n,Up(s,t)pt) = const. (95)

This implies the desired uniqueness statement (n,Up(t,s)ps — pt) = 0 for all n € 2. Since
9 C H is dense, p = Up(t, s)ps follows.

In the special case of (92), the initial value is ps = ¢s — Qs = 0. Furthermore, t — Q; — ¢; is
continuous, hence

VtGRZgZﬁt—Qt:O. (96)

Step 4: Thanks to Eq. (89), we now have an explicit formula for ©; by means of Q; = ¢;. Next,
we investigate its support.
To treat the commutator term in (88), we insert two identities:

1

lpp(t), ¥a(ta)]l = 7)(1 +igpa(ta))pn(t)palta)

1+icpa(ta 1+icpa(ta)

1

paltalen(t)(1+icpalta) s

T T+iepalta) o7)
1

TN [eB(t), pa(ta)]

1+icpa(ta 1+7;EL,0A(tA).

The operator j does not increase the domain of functions since it is the resolvent of

1
1+iepa(ta
©a(ta) that can be written as a direct fiber integral, compare [23, thm. 3.4] and [34, thm.
XIIL.85]. Hence, Lemma 12 guarantees that f;(x1,...,xy) = 0 whenever ||x; —x|| > d+ [t —t4]
forall j € Ak € B.

The spatial support is not altered by the H; operators and their exponentials, so we have
supp (e*in(T*S)fJ C {()q7 e XN) ERN|Ij € A k€ B |Ixj —xp]| <6+ 7 — tA} . (98)

Applying Lemma 7, this support can grow by at most Y .c.p Bi—r(x;) when acted on by
e~ UM +HB()(=7) Qo this implies

B o e : GeAkeB:
supp (6 i(Hy+Hp(s))(t )e iHy( S)fT) C {(Xl,‘..,XN) (S R‘;N‘ HX jka <O4+t—ta }
j hS

(99)
Consider Qy; = ¢y,. By (99), the integrand in Eq. (89) vanishes whenever ||x;—x|| > d+tp—ta.
This is satisfied for (x1,...,xx) by assumption, which yields

Qf(xl> R XN) = ([UB(ta 5)7 LPEA(tA)} C) (X17 R XN) =0 (100)
for every positive ¢, and thus with (85) the claim of the lemma. O

We are now ready to prove the existence Theorem 1. In addition to the claim in Thm. 1 we
also prove the following extended claim that states the form of the solution.

Theorem 14 For each ° € 9, there exists a solution 1 of the multi-time system in the sense
of Def. 1 on 5 with initial data (0, ...,0) = ¥° and with ¥(t1,....,ty) € 9.

Let o be a permutation on {1,..., N} such that to(1) 2 to(2) 2 " 2 (), then one such solution
is given by

Y(t1, . tw) (101)

= U} (to): to(@)) - - - Uto ), o(N—1)} (o (v=1) to(v) ) Ut1.2,.... N} (Eo () )27
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For the proof, it will be helpful to abbreviate formulas like (101) using the ()-symbol for the
ordered product of operators, O} _; Ay, := A1 As...A;. In this notation, expression (101) reads

((OszﬂlU{o(j)\jgk} (tn(k)rto(k+1))) U{l,,“A,N}(tJ(N)vo)'l/)O) (X1, XN). (102)

Compare also fig. 2 for a depiction of the successive application of the U4 operators in a simple
case.

Proof: Let ¥° € 2, and define ¢ : RN — 2 by Eq. (101). Property Ua(t,t) = 1 stated in
Theorem 4 ensures (0, ...,0) = %, so the correct initial value is attained. ¥° € 2 implies that
for all t1,....,tx € R, ¢(t1,....,tn) € 2 since P is preserved by the operators Ua by virtue of
Corollary 10.

We now show the three points from Definition 1.

i) Since ¥ : RN — 9 C 4, we may infer by Theorem 4 part 3 that 1 is differentiable.

i) Let j € {1,...,N}. By Lemma 11 also H;(t;)¥(t1,...,tn) € 2, so both expressions
are pointwise evaluable. The same is true for 8,5]1/1(t1, ..., tN) since it amounts to a successive
application of U4 operators and of #;, which all leave & invariant.

iii) We now have to check that ¢ satisfies the respective equations (23) in Ss5. Given a
set A C {1,..., N} and a time t4 € R, consider a configuration (t1,X1,...,tN,XN) € %5 where
tj =ta Vj € A. We assume w.l.o.g. that the times are already ordered t; >ty > --- > ty, so
that the permutation in (101) is the identity. Let a := min(A) and b := max(A), then

Yty .. tn) = (Oz;?U{jng}(tkvthrl)) Ugjli<a—1} (ta—1,t)Ugjii<0 (B, toy1)
(OkN:_bth{j\jgk}(tk?tk+1)> Ug,...ny (tn, 0)0° (103)

We take the derivative of (103) with respect to ¢4 and use that for ¢ € 2,

d
iEUB(S’ t)( = -Up(s,t)Hp(t)(, Vs,teR,BC{l,..N}, (104)
which follows directly from the properties of the time evolution operators. Abbreviating
W= Upginy (tas to) (OR Uggtism (s i) ) Upn,ovy oy 06, (105)
we obtain
1o}
i—(ty, ...,
LatA¢( 1y tN)

= ((OiZiU v (. 1)) Uggamiy(tamr ) (=Hggiiza1y (24) + Higpicny (a)) o)
= Ha(ta)p(tr, ... tN) + ({OZ;%U{jugk}(tkvtk+1)7,HA(tA)} 1/}') .

(106)
We rewrite the second term as
{OZ;%U{jljSk’}(thvthrl)vHA(tA)} Y’
a—1
=> (Ok;llU{j\jgk}(%tkH)) [U{j|j§l}(tl7tl+1)vHA(tA)] (OZ;}HUUUQ}(%tk+1)> Y,
-1
(107)

where empty products such as Of_; denote 1. Lemma 13 implies that for any ¢ € Z and | < a,

supp ([Ugjijny (b1 t141), Ha(t4)] €) € {0, e xn) [T € A5 < LIy — xell < 6+t — ta}.
(108)
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The support properties of the evolution operators (Lemma 7) imply that if supp (§) C R,
then supp (O;’c_:llU{ﬂjgk}(tmtk+1)§) is a subset of
{(Y17~~-,}’N) ER ‘H(le-"XN) ER: HX]'7YJ'|| Stj*tl 1f]§l (109)

Now we see that the support growth described by (109) is exactly such that the term
[Oz;%U(jljSk}(tkvtk+1)7HA(tA)} ' (x1,...,xN) = 0, whenever ||x; —xy|| > 0+ [t; — | holds for
all j € A,k ¢ A. Thus (106) evaluated inside of .75 becomes

.0
(ZE (tl, ...,tN)> (X17 ...,XN) = ('HA(tA)’LZJ(tl, ...7tN)) (Xl, ...7)(]\/)7 (110)
which proves that v indeed is a solution of the multi-time system (23). ]

3.4 Uniqueness of solutions

Uniqueness of solutions can be proven by induction over the particle number, using the key
features of our multi-time system that the Hamiltonians H are self-adjoint and that the prop-
agation speed is bounded by the speed of light (see Lemma 7).

Proof of Theorem 2: Let v, 13 be solutions to (23) in the sense of Def. 1 with 11 (0, ...,0) =
(0, ..., 0) = 0. Due to linearity, w := 1)1 — 19 is a solution to (23) in the sense of Def. 1 with
initial value w(0, ...,0) = ¥° — ¥ = 0. In particular, the point-wise evaluations of w as in (22)
are also well-defined. By induction over L € {1,..., N}, we prove the statement:

A(L): At all points (t1,X1,...,tN,XN) € S5 with at most L different time coordinates, we have
(W(t1y e tN)) (X1, ey xn) = 0.

For the base case A(1), we consider configurations with all times equal, where w satisfies

i@tw(t, ceey t) = ﬂ{l’“wN}(t)UJ(t, ceey t) (111)
By the uniqueness statement in Theorem 4, this implies
w(tv 7t) = U{17.4.,N}(t’ O)MO =0. (112)

A(L) = A(L +1): We assume that A(L) holds, and let (¢1,x1,...,tn,XN) € 75 with exactly
L+1 different time coordinates. This means there is a unique partition of {1, ..., N} into disjoint
sets Iy, ..., 11741 which groups together particles with the same time coordinate in an ascending
way:

I = {] e{L, ...,N}‘tj = ke{r{nnz\z)tk}

11, = {j e {1, ...,N}‘tj = min tk} .

ke{L,...N)\U™ L

Denote the largest time by ¢4+ and the second largest one by t;,. We define the backwards
lightcone with respect to the particles in Il as follows,

yj =z if j ¢ Tlp 4
B := (y1,...,yN) €R4N Vj EHL+1 Zy?:TWith tr, STStL+17 . (114)
ly; = x| <tpyr—7
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We show that B C .. If (y1,...,yn) € B, consider j € II;41 and k ¢ I 41, then

R =yl +6 =7 —ti+0 = (7 —tr41) + (tLyr — te +0)

(115)
< =lyj = x5l + [xx — x5| < [xx — yj| = |y — vl

Thus, all points in B are still in our domain .%5. In particular, we have

(iaﬂ'w(y?7 yON)) (yla ey yN) = (HHL+1(T)w(y(1)7 ceey y?\/)) (y17 yN) v(yl‘, ceey yN) S B.
(116)
Since B contains the domain of dependence, i.e. the set that uniquely determines the value of
w at (t1,X1, ..., tN,xn) according to Lemma 7, Theorem 4 tells us that

w(z1, ..y TN) = (UHLJrl (tL+17tL)wt") (X1 -y XN), (117)

where w't denotes the function w evaluated at the time coordinates as in (t1, ..., tx) but where
tr+1 is replaced by tr. This only has L different times and is thus given according to the
induction hypothesis A(L) as w' = 0 in the whole domain of dependence. Consequently,

(w(th...,f/[\[)) (Xh...,XN) :O7 (118)

which concludes the uniqueness proof. O

3.5 Interaction

We now demonstrate that our model is indeed interacting, providing a rigoros version of Eq.

(9)-

Proof of Theorem 3 Let t € R and x € R3. The first step just uses that 1 solves the Dirac
equation,

0, (W', ot x)0') = (<H'W o(t,x)0") + (v et )M + (0 iat,x)9!) . (119)

We already encountered ¢, the time-derivative of the operator ¢, in the proof of Lemma 5.
Since H! and (¢, x) commute at equal times, only the third summand survives and the second
derivative is

d? <wt7 go(t7x)1/1t> = —i0, <wt, i(,'o(t,x)wt>
=i (M0 (6200 —i (v, et ) + (', plex)e!)  (120)
=i (u', [HL et 0] ) + (v, Axp(t, x)0')
Hence,
N
O(w' et x)wt) =i (v, [ etx)] 6') =i 3 (v [en(®) et 0] 0f) . (121)
k=1
So we need to compute, with the integration variable z = (x1,...,Xn),
i (", len(t), (8, V)] 4
= 7/ d3Ng ot () 223(1;)
- % / a3 Pt (2) / d*k pf (k) p(k) (e~ MOuY) o (ROumV)) gt ().

(5 () p()iw(k)e ) — c.c.) () (122)
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Denoting the function y — p(y +v — x;) by w, we have &(k) = p(k)e *»~v) Thus, the above
formula can be rewritten with the help of the Plancherel theorem,

= 5 [ w1) (46,0) 1oy + (@ s 91(2)
= f% / e () ((p,0) 2y + (@, 0) 2y ) ()
= [ % 01(@) (p,0) ) ¥ (@),

= — [ @ vi@) [ Eyiplypty - xic+ y1)ut()

(123)

We have used that p and w are real-valued. The result contains the term we wrote as pxx§(x;—v)
in (29). Inserting this into (121) gives

N .
0! et x)ut) == / d*Ne ¢t (x) /dSym(yl)ﬂ(x — X+ y1)Y' ()
k=1 (124)

N
=— Z <1/;t,p * k0 (R — x)wt> ,
k=1

which concludes the proof. O
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1 Introduction and Definition of the Model

We study the mass shell of a non-relativistic spinless guamiarticle interacting with the quan-
tized field of relativistic, massless, scalar bosons, whigednteraction is linear in the field. This
model originated as anffective description of the interaction between non-reistiiv nucleons
and mesons. It is usually referred to as ‘Nelson model’ siacélelson (see [Nel64]) showed
how to remove the ultraviolet cutfiothat turns @ the interaction with the high frequency modes
of the field. The limiting Hamiltonian is defined starting finche quadratic form associated with
the so-called Gross transformed Hamiltonian. The lattebigsined from the Nelson Hamiltonian
through a unitary dressing transformation [Gro62] aftdstmacting a constant which is divergent
in the ultraviolet (UV) limit. This means that only a grourtdte energy renormalization is neces-
sary in order to define the local interaction. This model folyane nucleon is known as the one
particle sector of the translation invariant Nelson model.

In recent years this model has been extensively studiedeggrd to quantum electrodynamics
(QED). In fact, when the bosons are massless particlesdtalar photons’) the model can be seen
as a scalar version of thefective theory (non-relativistic QED) that describes a nelativistic
electron interacting with the quantized radiation field. the study of the translation invariant,
massless Nelson model an ultraviolet cétaf the order of the rest mass energy of the electron is
usually imposed. Otherwise relativistic corrections t® ¢fectron dynamics and electron-positron
pair creation should be taken into account. In spite of tls@®glifications, the massless Nelson
model gives non-perturbative insights on the infrared proes of QED.

It is an interesting mathematical problem to clarify whetthe results concerning the infrared
region, which have been obtained in presence of an ultretviit-df, can be extended to the
‘renormalized’ Nelson model (i.e. without an ultravioletteff). As presented in [HHS05] these
questions do not in general have a straightforward answer.

For the one particle sector of the renormalized Nelson mttiestudy of the mass shell was
carried out by Cannon few years after the appearance of Nelpaper. In [Can71] it is proven
that a perturbed mass shell exists foffiiently small values of the coupling constapand in
the spectral regior, P) for |P| < 1. Here,E andP are the spectral variables of the Hamiltonian
and of the total momentum operator, respectively. In faatting from translation invariance, one
considers the natural decomposition of the Hilbert spactherspectrum of the total momentum
operator and studies the existence of the ground state dibdreHamiltoniandHp for |P| < 1. In
his paper, Cannon relies on the spectral gap of the fiber Hamahs induced by a meson mass.
The mass shell of the nucleon is then defined by analytic gEtion theory of the ground state
eigenvector fiber by fiber folP| < 1 and stficiently smallg. The interaction is in fact a small
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perturbation of type B —i.e. in the form sense — with respetihé free Hamiltonian. For this type

of perturbation it is in principle possible to control therfpebed spectral projection and to give
a meaning to the formal expansion of the ground state veétitreoperturbed Hamiltonian. The

price for this is a very cumbersome formula (see [Kat95]) imgkis result almost intractable for

applications to scattering theory. As a matter of fact, nglieit expression for the perturbed mass
shell is provided in [Can71].

Finally, for the massless Nelson model, the result conogrtiie existence of the mass shell
was extended by Frohlich to arbitrarily small infrared-ofit with no restriction on the coupling
constant. The method used in [Fro73] is based on a lattipeoapnation of the boson momen-
tum space which is eventually removed, a technique insjbiyeshrlier works of Glimm and J&e.
However, Frohlich’s expression for the fiber eigenvecisrsnly implicit. In recent years the
P-dependence of the ground state energy in the masslessniNeisdel and in non-relativistic
QED has been studied in presence of an ultraviolet regaléoiz. [BCFS07] and [Che08] use the
isospectral renormalization group whereas [AH10] reliestatistical mechanics methods.

We accomplish three main goals: (1) By using a multiscale technique for small values of the
coupling constant and for a fixed infrared cdf-o > 1 (in units where the electron mass the
Planck’s constant, and the speed of light all equal one) we first derive the results by Cannon
for the massless Nelson model. Rather than using regultrrpation theory for quadratic forms
we employ a multiscale technique for operators inspired?¥(3]. Our construction yields more
explicit expressions for the ‘renormalized’ mass shell paaticular, they are amenable to rigor-
ously control the S-matrix elements under the removal offeut-off and to compare them with
physicists’ perturbation formulae.

(2) We then show how to construct the mass shell for the realized model when the inter-
action is extended to frequency ranges down to an arbitramilall infrared cut-&. This result at
a small but fixed value of the coupling constgris beyond the reach of the method employed by
Cannon [Can71] because the spectral gap shrinks to zere afthred cut-€ is removed.

(3) The final part of our analysis concerns the propertieb®fnass shell in the infrared limit
where it is well-known that npropermass shell is present, a fact usually referred to agfrered
catastrophe Following the strategy developed in [Piz03], we implemarduitable Bogolyubov
transformation for the field variables corresponding tgfiencies below the threshotd> 1. In
contrast to Gross’ dressing this transformation dependthe®-fiber and is not unitary in the
infrared limit. Fiber by fiber, we obtain a transformed Hauoniian where the interaction is not
linear in the field anymore both because of the Gross tramsfton in the UV region (frequencies
larger thank) and because of the infrared dressing transformation {&eges smaller thag).
Each transformed Hamiltonian has a ground state in theredrbimit, the construction of which
requires a delicate control of the interplay between higth law frequency modes. The control
of the mass shell associated with thesghysicalfiber Hamiltonians is crucial to analyze the
infraparticle behavior of the renormalized electron in thassless Nelson model and to provide
an asymptotic expansion for the scattering amplitudes oniiton scattering’, free from both
ultraviolet and infrared divergences.
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Definition of the model. The Hilbert space of the model is
H = L2(R3,C; dx) @ F(h),
where¥ (h) is the Fock space of scalar bosons

— (D) © - 1._ ) | 2R3
F(h) := E@? , FO =, Fit= () h h:= L2(R®, C; dK),
=
where® denotes the symmetric tensor product. &@d, a*(k) be the usual Fock space annihilation
and creation operators satisfying the canonical comnautaélations (CCR)

[ak).a(N] =o(k-1),  [a(k),a()] = [a"(K),a"(1)] = O.

The kinematics of the system is described by: (a) The positiand the momenturp of the non-
relativistic particle that satisfy the Heisenberg comrtiatarelations. (b) The scalar field and
its conjugate momentum where

O(y) = f dkp(k) (ae +a(e™),  p(Kk) ::ﬁ '—Zi(k)’ w(K) := |K.

The dynamics is generated by the Hamiltonian of the Nelsodeho

2
HIM = % +H" + go*(x)

where
HY = f dk w()a“(Kak)

is the free field Hamiltonian, and

A . ikx ¢ —ikX . 1 1
goIN(x) =g f A\gfdkp(k)(a(k)é +ae™),  pK) = e vew @

is the interaction term for & 7 < A < oo; hereg € R is the coupling constant and for the domain
of integration we use the notatid, := {k € R®||k| < o} for anyo > 0. Note that forA = co
the formal expression of the interactid® is not a well-defined operator o because the form
factorp(K) is not square integrable.

We briefly recall some well-known facts about this model. 66t v < A < o the operator
H[* is self-adjoint and its domain coincides with the oneHaf:= % + Hf (see also Proposition

1.1 below). The total momentum operator of the system is
P:=p+Pl:=p+ fdk k & (K)a(k)

whereP' is the field momentum. Due to translational invariance ofspgem the Hamiltonian
and the total momentum operator commute. Hence, the Hifiparte{ can be decomposed on
the joint spectrum of the three components of the total maumemperator, i.e.

®
7‘(=f dP Hp
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where Hp is a copy of the Fock spacg carrying the (Fock) representation corresponding to
annihilation and creation operators

b(k) := a(k)e®, b (k) := a"(K)e ™.
We will use the same symbgt for all Fock spaces. The fiber Hamiltonian can be expressed as
Hel? = }(P - F>f)2 +H' + gf dk p(K) (b(K) + b*(K)) .
2 BA\B,

By construction, the fiber Hamiltonian maps its domaiHp into Hp. Finally, for later use
we define

_ pfy2
_PPY

Hpo : > , AHp? = Hp|? - Hpo. 2

The Gross transformation. We use a frequency
l<k<2

to separate the ultraviolet and the infrared regimes. Therrealization of the Hamiltonian must
cure the divergence which appears in the second order tiordo the ground state energy as
A — co. This logarithmically divergent term

2 1
Vearl 1= ——3 f dk——— 3
il = "2 oo, K [EE + K] ®)

can be separated from the rest of the Hamiltonian by a Bogolytransformatior ", acting on
all frequencies above whose skew-adjoint generator is given by
: . : pK)
Tie = f dkB(K) (b(k) = b*(K)),  BK) = —Gr7— 4
BA\B 7 + oK)
Note that for any 1< « < A < oo, the operatorg %, T*|* are well-defined orD(Hpy). For
1 < k < A < oo the HamiltoniarHp|? transforms as follows:

Hpl? := e Hp| e T — Vel (5)
= 5(P= P+ H + SIBLY + (B + B - B ©)
-(P-P")-B-B - (P-P"
where
e I CLC) @)
BA\B¢

It is important to note that the operator equality (6) hold€X{Hp) as proven in [Nel64, Lemma
3]. In the following sections we will study the renormalizZddmiltonian

Hpl + g@l ®)
The proofs of [Nel64, Lemma 2 and 3] imply:
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Proposition 1.1. For 0 < 7 < A < oo, the operators H* and H|* + g®[¢ are self-adjoint and
their domain coincide with the one ofphl

By [Nel64, Main Theorem] there exists an ultraviolet renalimed Hamiltonian:

Theorem 1.2. For all T > 0, there is a unique self-adjoint operator[¥ on ¥ that generates the
unitary group defined by

. o . i A A
gitHpl? . s-limy_,. € it(Hpl? Vself|,<)’ teR.

The domain of H|* is a dense subset of the domain (#j:land He[e is bounded from below.

However, we will not make use of Theorem 1.2. In the cagP|of Pnaxdefined in (9) and for
suficiently small|g| this result will follow from our multiscale analysis.
2 Main Results
Since the particle is non-relativistic we restrict the tat@mentum to the ball

1
[P| < Pmax := Z (9)

The ultraviolet and infrared scaling. We shall introduce a scaling that divides the interaction
term into slices of boson momenta for which, step by step, ppyeanalytic perturbation theory.
In the ultraviolet regime, this scaling is defined by the ssme

o= kB, 1<8, neN,
while in the infrared regime we use
1
Tm = kY™, O<y<§, me N.
With respect to these scalings we shall use the followingtiat for Hamiltonians and Fock
spaces:
IR UV Hamiltonian Fock space

K On HLIp == HEl" Fly := F(LABo, \ BY)

m o on Hlh = HAG+ @l I = F(L(Bo, \ Bry)

The normalized vacuum vector in each of these Fock spacesated by the same symbel We
shall exclusively use the indexto denote the ultraviolet cutfibo, and the indexmto denote the
infrared cut-df r, e.g.

Flhs = F (LB, \ Bo, ), Fln = F(L(Brs \ Br).

For a vectory in ;> and an operato® on # |5 we shall use the same symbol to denote the
vectory ® Q in 7|g and the operatdd ® 1#p  on¥lg, respectively.
Moreover, the Fock space slices and the related interattioms are given by
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Slice Interaction Fock space

UV | [on1.0m) AHRR = HEB—Halst FIn,

IR | (T, Tmal gomt = g™t Fm-1

Similarly we shall usdl, |_,, |™* instead of¢", |7",, |i™*, respectively, as short-hand notation to

denote the range of bosonFllymomenta associatgncil\)vith thedtitera
For a self-adjoint operatdk which is bounded from below we define the spectral gap as
Gap(A) := inf{SpeqA) \ {inf Sped(A)}} — inf Sped(A) .
Moreover, we denote
Eplm = inf Sped(Hel, 1 F17) . Eply = inf Sped(Hp [, 1 F17) = Eply — Veerls  (10)

where SpeéA | X) denotes the spectrum of the linear operaaestricted to the subspace If
Eqln is a non-degenerate eigenvalue of the Hamiltortdaf?, we shall denote a (possibly unnor-
malized) corresponding eigenvector#yl;. In this situation we have

Gap(HAl, 1 713) = inf CHER -~ R,
where the infimum is taken over the vectgrin the domain oH[, I 71, and we have used the

notation
_ WA
W)

(A)y
for any operatoA andy € D(A).

The Mass Shell ofH,[3.  The multiscale perturbation theory that we use here refig®control

of the spectral gap as more and more slices of the interattamiltonian are added. In the
construction of the mass shell eigenvectors one observega diference between removing the
ultraviolet and the infrared cutfd In the infrared limit the main problem is that the gap closes
and the infimum of the spectrum is not an eigenvalue anyme [Riz03]). In the ultraviolet
limit the main problem is that the whole spectrum moves tolwato. The latter is caused by
the well-known logarithmic divergence in (3). In order tdrgaontrol on the gap it is necessary
to extract this divergent term which, as it is also well-kmpwan be accomplished via the Gross
transformation. At first, we shall therefore apply the madsle perturbation theory to the Gross
transformed Hamiltoniantd, |3, and then use unitarity to inherit all results for the baiasformed
Nelson Hamiltonians

_Tn n
Hplh := e ToHLBe™ + Veeill, NneN.

The iterative analytic perturbation theory, which was ssstully applied for the infrared
regime [Piz03], can be adapted to the ultraviolet regimegidie following induction:

Suppose that, for a given and appropriately chosen reaksegLf,)nr bounded from below
by a positive constant, we know that the following holds fog 1 — 1)-th step of the induction:
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(i) Wl is the unique ground state bif,|5~* with energyEp[5 .

(i Gauo(H'Pw;1 P FIY) 2 Ena
In order to show the induction step<£ 1) = n, we first estimate the new spectral gap while adding
the sliceF;_, of boson Fock space without modifying the Hamiltonian. Anramp variational
argument yields Ga(xHHO‘l r G"IS) > &n-1. With this at hand we apply analytic perturbation theory
a la Kato to construct the ground stateHtff|y I 71g. More precisely, we show that the Neumann
series of the resolvent

1

-z

P|n1 Z[ AHp|n1H e (1)
is well-defined for allzin the domain

1 .
Egn < |Ep|8 1o 4 <& < épa

Step by step we show the convergence of the Neumann seriaessificiently small|g| (andg
suficiently close to one) but uniformly in. In the control of the resolvent in (11) a convenient
definition of ¢,)nen turns out to be crucial. Kato’s perturbation theory enstinesexistence of a
projection@y|j onto the unique ground staig, |3 with eigenvalueeL|g. Since an a priori variational

argument yield€,|g < E¢lg 1 we conclude that Ga(rb-lplo r‘FIO) > &
This way we construct a convergent sequence of ground statessponding té;[j, n € N,

. 1
Phlo = QploQpl ™ -+ QploQ

whereQ is the ground state dfi;,. The projectiong;|g will be given explicitly in (76). Finally,
the unitarity of the Gross transformation implies that

Pplf 1= € TOPLD neN,

is a sequence of ground statesHt|y that also converges, say tolg|; € 7. Furthermore, we
prove the convergence &f;|] in the norm resolvent sense to a limiting Hamiltonidfly’, the
unique ground state of which¥&|¢°. Precisely, we prove:

Theorem 2.1.Let|P| < Pnhax There is a constant,gy > 0 such such that for allg] < gmax the
following holds true:

(i) The sequence of operatofidply — Vserlg)neaw CONverges in the norm resolvent sense to a self-
adjoint operator B3 acting ons .

(i) The limit Wp[3* := lim,_.. ¥plg eXists i and is non-zero.
(iii) Eply = limy_c(Eplg — Vserlp) €Xists.

(iv) Eply is the non-degenerate ground state energy of the HamiltoHids with corresponding
ground state¥p|y. Moreover, the spectral gap ofdt I 715 is bounded from below byx«.
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The Mass Shell oH | for me N.  Starting from the ground stat®#4,[] of the HamiltoniarH[j,
we continue to add interaction slicg®|;™*, m € N, now below the frequencyand construct the
family of ground state¥';|;, of the Hamiltoniandd;|;, with eigenvalueEL|f, i.e.

Holm ol = EplmPplm:

For arbitrarily large but fixedn € N, we prove results analogous to Theorem 2.1: Norm resolvent
convergence ofHp[Wnay is shown in Lemma 5.2. The existence®f|;, m € N, is shown in
Theorem 5.8. In particular, the spectral gapggf;, is bounded from below by a constant times
uniformly for alln € N U {co}. This is proven in Lemma 5.5.

The Mass Shell ofH}'|2.  As it is well-known (see [Fro73, Piz03]), for evenye N U {co} the
ground statq;fﬁ weakly converge to zero as — co. This is linked to the infamous infrared

catastrophe problem in QED. In fact, in the infrared limi¢ fhteraction turns out to bmarginal
according to renormalization group terminology. On theesotiand it was proven in [Fro73] that

b(k) ¥l = 9 p(K) 12)

1 ’ |n
Epln— Kl - Hp_Jn 7™
which implies that

oK) 1s.3,,(K)

b(KWelh ~ am(VERly K'Weli,  am(Q.K) := —g o0 1-%.0

(13)

up to higher order terms &s— 0. This motivates a strategy to analyze the infrared limitibing
the Bogolyubov transformationi(VE;|%) defined as follows: fof € R?, |Q| < 1,

Win(Q) b*(K) Win(Q)" := b*(K) + am(Q.K)  b*(K) = bi(k), b (K). (14)
Instead of studyingd;|;, directly one considers the transformed Hamiltonian
HE'If = Wi VERIR) Haly, Wi (VERIR)'. (15)

Note that the transformation acts non-trivially only on ®esnomenta below. For any finite

m, the operatoiV,(Q) is unitary but this property does not hold anymore in thetlim — oo.

Furthermore, foQ # Q’ the functionem(Q, k) — am(Q’, k) is not square integrable as— oo.
Most importantly, the interaction term

Hp'In — Heo (16)

of the transformed Hamiltonian is nosuperficially marginain the infrared limit, in contrast to
the interactiorHp |y, — Hpo. At a fixed ultraviolet cut-@ and at a small coupling constagtit has
been proven in [Piz03] that the sequence of ground stais) (e, i.€.

HY el = Erlndelm: 17

converges in the limim — oo while the spectral gap closes. Consequently, infrared psytin
freedom holds. This result requires a sophisticated prgahtuction. In the present paper we
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prove the same result while simultaneously removing thewittlet cut-d¢f. Before sketching the
main technical dficulties in dealing with the construction of the stagef? let us briefly explain
their physical relevance.

With the statesppl);, and the Bogolyubov transformatioh,(VEL[T) at hand it is possible to
control the properties of the physical mass shell given leystlatest [, in the infrared limit, i.e.
m — oo, namely the dependence on the total momenunthis spectral information represents
the key ingredient to construct the scattering states fersthcallednfraparticles (see [Piz03]
and [CFP09]). The QED analogue of the transformation of #id frariables in (14) is related to
the Lieénard-Wiechert fields carried by the charged partcid to the infrared radiation emitted in
Compton scattering; see [CFP09] for precise mathematiatdraents.

More technically, while simultaneously removing the iméd and the ultraviolet cutfbin ¢p|7,

a major dfficulty arises in the induction mentioned above. In fact, ttepof the limit of pp|}, as
m — oo relies on a suitable rearrangement of the terms in the HammginHY' |7, given by

, 1
HYn = Emgz +HT = VELn - PT+CO + Relp. (18)
see (85) in Section 6, where the vector oper&tdf, has the crucial property
(¢plm Trlm¢plm) = 0. (19)

However, the operatdrply, is ill-defined in the limith — co. This suggests the following strategy
for the simultaneous removal of the cuts) for suficiently smallg but uniform inn andm:

(i) First show thatgp|l)mey is @ Cauchy sequence uniformlymn
(i) then provide bounds of the form
lgelfy, — elm I < fo(n, m), (20)

and
IVERIn — VERIL Y < fo(n, m), (21)

where f;(n, m) and f,(n, m) are such that for the scalingm) := amwith « sufficiently large
both @pln™)ner and FELIN™) e are Cauchy sequences.

This program will be carried out in Sections 6 and 7. It wikld the second main result:
Theorem 2.2. Let|P| < Pnax For gl syficiently small the following holds true:
(i) There exists ammi, > 0 such that for any integet’ > amin and n(m) = &’m, the limit
gel = lim gelp™
exists inF and is non-zero.

(i) Ep,, = limm.« Eplyy exists and is the ground state energy corresponding to tengector
¢pl of the self-adjoint operator

HE'IS = lim HE [,

where the limit is understood in the norm resolvent sense.
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At this point, we emphasize that at least within the scopb@firesented multiscale technique,
the given scaling to remove both UV and IR cufsssimultaneously is natural. The method indeed
relies on the control of the spectral gap, and as the gap<iogbke IR limit, the UV limit must be
taken at a comparatively fast enough rate.

For the notation throughout this paper, the reader is adtseonsult the list below.

Notation.
1. By convention G¢ N.

2. The symbolC denotes any universal constant. Any appeafinig independent of the in-
dicesm andn and of all parameters in the paper, i.@.8,y and/, at least in prescribed
neighborhoods.

3. The barg- |, || - || denote the euclidean and the Fock space norm, respeciifedybrackets
(-,-y denote the scalar product of vectorsfin Given a subspack € ¥ and an operatof
on¥ we use the notation

lAlx = IA T K.

4. For a vector operatdk = (AD, A@, A®) with componentaA® : D(AD) - 7, 1<i < 3, we
use the notation

3
AP = 3 IAOy|P.
i=1

3 Tools

We recall some standard operator inequalities which acuémetly used. For every square inte-
grable functionf the estimates

‘LA\&dk fk)b(K)y || < [LA\B,dk N ] I(H 222y,
* f(k) 2]1/2 f1A\1/2 (22)
dk f()b"(K dk H
Um, (" (9y 5[ fm\& | | I

12
N ( f dk|f(k)|2) M
Ba\B:

hold true for all 0< 7 < A < o andy in the domain ofHZ? whenever the integrals on the
right-hand side of (22) are well defined.

The following two results are crucial ingredients in the gfopresented in the next sections.
The first one, Theorem 3.1, is a classical result by L. Groasttirns out to be the main non-
perturbative ingredient for the gap estimates that we oligiiterative analytic perturbation the-
ory; see Sections 4 and 5.
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Theorem 3.1.For 0 < 7 < A < oo and all P € R®the ground state energiesE := inf SpeO(lei‘)
fulfill Eo|? < Ep|2.

Proof. See [Gro72, Theorem 8]. m]

The second one, Lemma 3.2, plays a role in Sections 5, 6, 7ewteconsider the interaction
both in the ultraviolet and in the infrared regime. It is adal ingredient to prove statements
(i), (ii) in Corollary 5.4 . We stress that the multiscaleliaiue which we apply in Section 4 to
remove the ultraviolet cutfbatm = 0 does not refer to Corollary 5.4 (i),(ii), and only relies on
Theorem 3.1 and on a weaker estimate given in (48) that falfoem (22).

Lemma 3.2. There exist finite constantg,c, > 0 such that

1 7 n
(¥, Heoy) < 12195 (W, Hpltwr) + lgiCo (W ) (23)

for lgl < 1, £ andy € D(HZ) with mn e N.

Proof. See Appendix A. m|

4 Ground States of the Gross Transformed HamiltoniandH |

This section provides the proof of Theorem 2.1 in Section 2. sfdrt by introducing a sequence
of gap bounds.

Definition 4.1. We define the sequence of gap bounds

_1 e _(B-17n
éni= gK[l—;A‘fJ]a A&y = 28 ﬁ (24)

for n € N with the scaling parametegg > 1. Furthermore, we impose the constraint
gl < (B-1), l<p<2 (25)
The definition of the sequence of gap bounél$.(y in (24) will be motivated in Lemma 4.5.

Note thaty, 2, A¢j =  implies

1 1
16¢ <& < 3~ (26)
Remark 4.2. In this section the constrainiB| < P and1 < « < 2 are implicitly assumed.
Lemma 4.3. For an integer n> 1 assume:

(i) Epl3-tis the non-degenerate eigenvalue ¢ [ 73~ with eigenvectoR/p[i-2.
(i) Gap(Hplg™ 1 F157Y) = éna.

(iiiy Eplp* is differentiable in P andVER|3™| < Cye = 2.
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This implies that E|)™* is also the non-degenerate ground state energygf M| 715 with eigen-
vector¥p|i™! ® Q. Furthermore,

Gap(Halg ™ 1 Fl5) > inf  (Hplg™* —6H'If, ~Eal ™), > éna @7)

Flow L ¥l eQ
where0 < 0 < % and the infimum is taken overe D(Hp).
Proof. Using (i), a direct computation yields
Hell (¥eli ™ @ ©) = Exlf (4 0 0)

as the interaction is cutbato,_;. Hence Ej[5 ! is an eigenvalue dfip|5™* 1 #15 with eigenvector
Pl ® Q. Let us consider

inf | (Hels ™~ Exlg") (28)

Ty Lyl o0 v

As the Gross transformation is unitary and does fi@ca |;_,, and sincerm_1 is positive, we
have

(28)> inf (Hp|g-1—er|g_l—Ep|g-1>w. (29)

Flow L el 00
We subtract the terreH |, for a technical reason which will become clear in Lemma 4.5.
Now, the right-hand side of (29) is bounded from below by
H 7 n-1 -1 H n-1 fin -1
mln{Gap(HPO Fal ),WLI;];”<HP|0 —6H"P_, — Epl} >w}
whereg € 71, n € FI_,, ¢ ®  belongs toD(Hpp) andy is a vector with a definite, strictly
positive number of bosons. For> 1 bosons in the vectoywe estimate

. ~ . ~
wlzrgan <HP|B F-6HT - Eely l>w

2
. 1 " N
> inf <§ [P—Pf - kj) +H' +g<I>|8'1+(1—0)Z|kj|—Epl3_1>
¢.Kj€lon-1.0m) = =

J @

m
i _ X m oy 1 n-1
- kJE[t!‘TfLo'n) (1 0) ; |k]| + EP?ZFl kllo EPlO (30)
1
> (1 -0- CVE)O-nfl > gl( (31)

where the steps (30) and (31) follow from:
1. op1>k0<6< andCye = 3.
2. The estimate
Epym « bt —Eplgt= Epym K 6 = Eolg™ + Eolg™ — Eplg* > Eol§ * — Eplg™

which holds by Theorem 3.1.
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3. The estimate
Eolo " — Eelg ' = — sup IVEGlol = —Cre
|1QI<Pmax

sinceE;,lg‘1 is differentiable irP and|P| < 1.

First, this implies that (28) is bounded from below by r{ﬁml, g} = &1, see (26). Second, it
turns out thatI”F,|g*l is the non-degenerate ground statdﬂglg*l I FIg with

Gap(Hply™ I F18) = én-a.

Remark 4.4. Under the assumptions of Lemma 4.3 it follows that forg N
Eflg = inf Speo(Hply 1 1) = inf Speq(HEIg T Fnj) -

Lemma 4.5.Letn> 1. Forn=1,set HJi™ = HL o, Eflg™ = P?/2, andé&,_; = /2. Assume
that for some universal constantGhe boundE’P|o‘1| < Cg holds true. Then there exi8fax > 1
and gnax > 0 such that, for alll < 8 < Bmax@and|g| < Omax the assumptions (i), (i) in Lemma 4.3
imply that

1 &n

Hlln_z rg_—lg’ E §|E/P871_Z‘S§na (32)
plo

is well-defined.

Proof. Let z be in the domain given in (32). In order to control the expansif the resolvent
(Helg— 27 ie.

10 1 7
——— > |-AHp ————]| 1
H'plsl—zg[ ] 17

it is sufficient to prove that

1/2 1/2
7 n-1 Pin-1 7 n-1
Holg™ -2 HLlg ™ -2

As we shall show now, this can be achieved by a convenientetafi3 andg (uniformly in n)
using the gap boundgq)..; from Definition 4.1. We can express the interaction term by

<1 (33)
71y

’ 1 * — " S 1N—
AHGI =3 ((Blﬂfl)z +(B 271)2) +Blg - Bl + Blhy - Bg
~(P—P") Bl ~ B, (P~P") 4
+Bh, B, + BB, + B, - BSh
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Hence, the left-hand side of (33) is bounded by

1 12
BIf1 (m) X (39)

P'0 r/t|3
1 1/2 1 1/2
x| 1Bl (T) +| Bl (T) (36)
HLlg™ -z o Holg™ -z o
-1 1 v n-1 1 v
+2||B"[g P +2|Bl T 37)
PO rf|8 P'0 7“‘8
1 1/2
PO 7_"8
Notice that the standard inequalities in (22) yield
1 1\
IBlrll < 1o C(— - —) [[GHESRE"H
Om On (39)
N 1 1 v finy1/2 1/2
Byl <19l Cf|— - —] I(H'IRD7¥ll + (Inow = Inom) Iyl
Om Ohn
for all ¢ in the domain oH;’j. Then expression (35)-(38) can be controlled as follows:
1. We estimate
1 1/2 B-1 1/2 1 1/2
Bm-l(T) < |g|C( ) (Hh-)Y2 (—1) (40)
Hg-2) |, o el -2) |,
Furthermore, sincelf|? ; andH/[3-* commute, we have that
1 1/2
Hfp 1/2( ) 41
) m) | (41)
v
f 1/2
<g 12 ( . oH 1|R-1 i )
HLlg™ — OHf | - ELlg + OGH |+ Eblg -2 iy
f 1/2
< g2 (GH—lﬂl) < g2
gn_l_fn'*'erlﬂ_l) Fn
0

for, e.9.0 = ﬁ This is true because of Lemma 4.3, the constraints gimen in (32), and the
boundAé&, = &1 — &, > 0 (see Definition 4.1).

2. Next we consider the bounds

1 1/2
% ()

<lgC
il

i

; (42)

1 1/2

Hf-1)L/2

(52| e
713

7 |n-1
HP'O -
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and
1 1/2 1 1/2
-1 fin-1\1/2
6 (i) |, ool (gl
Pl0 Fn Pl0 Fn
0 0 12 (43)
+ (Inﬂ”‘l)l/2 (71 ) )
H;:’ 8_1 -Z 7~‘3
Terms including-ﬂlg‘1 or (P — Pf) can be estimated as follows:
1 1/2 1 1/2
W () | < e (es) | (a4)
Plo -z F P|0 -Z F18
1 1/2 1 1/2
P-PH——— < V2|HY2 | ———— 45
© -7l e ) )
0 0

In order to estimate the right-hand side in (44) and (45), bseove that the standard inequalities
(39) readily imply that there exists a n-indepedent finitestantc,, such that, foifg| < 1 and
lgl < &, € D(H5;) andn € N, it holds

1 7 n 2
(W, Hpoyy) < TQICUV[W” Hplow) + g°cty Inan (s, l/’)]. (46)

Consequently, fojg| sufficiently small, we can estimate

Hl/z( 1 )1/2
PO 7 n—
Hplpt -z

wherey € F15. Moreover, the right-hand side of

2
1+ (2 +1g/Inoy)

<C sup<w,

=1

_— W> 47
717 Helo -z ]

12 < |Eplg ™ — 2 + [Eplp |
is uniformly bounded because, firfEp|f™ — 72 < &1 < %K, and, secondEp|i~Y < Cg by

assumption. Hence, we get
2
1 1/2 1 1/2
Hee (,f) (,%) . (48)
° ol -z Hels = =2/ |,

Finally, the remaining norm in (48) can be controlled by

(=)
HHo_l_Z

which is due to Lemma 4.3 and the domairzafiven in (32).

2

< C[1+ L +1glInoy)
Flo

2
< max{ — n_ll , - 1 n < A£ (49)
- Eplo ™ — 2" Gap(Hplg ™ I 715) - Epls ™t - 2| ~ Aén
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We recall that by Definition 4.1 the sequenc& ).y tends to zero, which is a necessary
ingredient in the induction scheme in the proof of Theorein Plence, the terms proportional to
(A&)~Y? must be treated cautiously. It turns out that the sum of tiragén (35)-(38) is bounded

by
B- 1))1/2) ((,8 -1) In,B”l)l/2 s ((ﬁ _ 1)2n)l/2
o —_— +0 _ < / C|————— 50
(lgl ( onlén o onAén lal BrAE, (50)
for gl < (8 - 1); see (25). This dictates the choitg, := ‘ﬁ;;)z & made in Definition 4.1. Hence,
for all n e N we get
1/2 1/2 a2 12
(7, n}l ) AHH“—l(%) < Igl”zc((ﬁniAl)n) <lg¥c.  (51)
Holg = -2 Helo ™ -2 - B" Aén
Therefore, (33) holds fdg| sufficiently small which proves the claim. m|

Definition 4.6. For n € N we define the contour

1
= {ze C ‘ IEplp™ -4 = Ef”}'

The bound in (50) was delicate because the outer boundalng aftmain ok might be close to
the spectrum. However, when consideririgeing further away from the spectrum we get a much
better estimate:

Corollary 4.7. Let g, 8 fulfill the conditions of Lemma 4.5 ande I, or z = Ep|g + i with
A€ R,|4] = 1for n e N. The following estimates hold true

1 1/2 1 1/2 —1n\2
(T) AHHn—l(T) < C|g|(('8 - )n) , (52)
Holg™ -z HLlg ™ -2 - B
1 1 —1n\¥?
HH' P C'g'((ﬁ - ) ' 3
plo—2 HP|0 -z 71 B

Proof. It is enough to notice that in the estimate of the left-hanle if (52) one can just replace
A&, in (50) by a constant and use thak1s < 2, see (25). Fojg| small enough, the inequality in
(53) follows from (52). m]

With these lemmas at hand we prove the induction step foetmeval of the ultraviolet cut{®

Theorem 4.8. Let g, g fulfill the assumptions of Lemma 4.5. Then f@rsyficiently small the
following holds true for all ne N:

() Epln:= infSpec(H;,lg N ¢|g) is a non-degenerate eigenvalue df{H 713,

(i) Gap(Hply I 715) > &.
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(iif) The vectors
WHP = Q,

. AR L 1 dz .
e N T B! (54)
i g

J

are well-defined an',[j is the unique ground state ofg] I 715.

(iv) The following holds:

o - 1)n\"?
[Whlo - Wols ™| < C|g|((ﬁ 7 ) ) , (55)

W53l = C (56)
where0 < Cy < 1.

(v) Eplg is analytic in P for all ne N and the following bounds hold true

-1n p?
|E'P|3 - E’P|o_l| < C|9|2(B'8—n), |E§|8| <Cg (> 7), (57)
-1)n 3
vedg - et < cgr o weg < e ) (59

where E| = 2 andVE,[S = P.

Proof. We prove this by induction: Statements (i)-(v) for-{1) will be referred to as assumptions
A()-A(v) while the same statements forare claims C(i)-C(v). Fon = 1 the claims can be
verified by direct computation and by using Lemma 4.5..et1 and suppose A(i)-A(v) hold.

1. Because of A(i), A(ii), and A(v) Lemma 4.3 states that
Gap(Hpl3™ I 710) > én-a.
Lemma 4.5 ensures that the resolvei|f — 27! is well-defined for%fn <|Ep 3‘1 -2 < én.

2. Hence, Kato’s theorem yields claims C(i) and C(iii). Asomsequence, the spectrumtdf|g |
F g is contained inEL[g} U (E’F,|3*l + &n, 00) becauseeg|g < E;lg*l by (iii) of Corollary 5.4 for
m = 0, which proves claim C(ii).

3. Next, we prove C(iv). By A(iii) we have

_ 1 n 1/2
L3 — Wol il < 1@, — @ ) ¥ol :o(|g|((ﬁ p ) ) ] (59)

where we have used Lemma 4.7 and uhﬂ;,l[‘;lll < 1 holds by construction. Furthermore,
starting from the identity

IWRIBIZ = I¥RI3H + I3 — Whly 12 + 2 Re(Ppl3 %, Wil — Wilp ™) (60)




A.3 The Mass Shell of the Nelson Model without Cut-Offs 129

The Mass Shell of the Nelson Model without C§sO 19

we conclude that

(61)

, - 1)n
I¥RIgI1° — RIS 17 = (|g|2(ﬁ ) )

B
Finally, sincell¥}/3 = 1 by definition,
IPRIGII > 1~ Zhw 6P = IRId 1P = 1 - ngZ (ﬂ >1-0(g) 2 Cy >0
j=1

for some positive constarity., and|g| sufficiently small and subject to the constrajgt <
(B - 1); see (25).

4. In order to prove C(v), first by using (52) and (56) we caineste the energy shift as follows
(oI5, AHEI ¥ol5 )

(ol ¥ol )

—-1)n
IEQl] — Eplg Y = =0(|g|2(ﬁ ))

ﬁn

This readily implies

B- 1)1

e < =+ cigr Z (62)

for some constar@e..
Since HLIp)pi<pne IS @n analytic family of type A an&[j is an isolated eigenvalugg|j is an
analytic function ofP and

VEHIg = P - ([P" + B§ + B'Ig]) (63)

7 n*
¥olo

By using equations (40), (41), (42), (45), (46) foe T, (see Definition 4.6), and (59), fog|
suficiently small one can easily prove that

VERIS — VERIG! = = ([BI"_; + BN 1)y o

+([P- P+ BG4+ B),,, — ([P— P+ BE+ BI)

Velo wHlg
—-1)n
= O(IQIZ—(B 7 ) )
and finally the boun¢VEL|j)| <3 7 =Cve. m}

We can now prove the first main result.

Proof of Theorem 2.1 in Section 2.
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(i) Recall that¥ply := *T‘S‘I”P|3. By unitarity of the Gross transformation
INplg — Prlg I = 1515 — € Whlg I

Tn -1 -1
< [I(e"mr — WHITHI + %515 — Wrlg I

holds. The convergence off|))new t0 & Nnon-zero vector (see Theorem 4.8) and

lI(e"s — 1)l < fo " [CRES i iy
< ITRPRlg P 0
imply the claim.
(i) Again the unitarity of the Gross transformation and ifplies
Erlo — Vserlg := inf Spea(Help I 715) — Vserly = Eplo. (64)

Since the right-hand side of (57) in Theorem 4.8 is summaldesequences[j) is conver-
gent.

(iiiy By Corollary 4.7 the resolventHp[g — 7)™t forz = Eplg +id, 4 € Rand|Im4| = 1, con-
verges as1 — co. Furthermore, for evern the range of i,/ — 27" is given byD(Hegy)
which is dense iF. Hence, the Trotter-Kato Theorem [RS81, Theorem VIII.223wes
the existence of a limiting self-adjoint Hamiltoniad#(,| on . Because of the unitarity
of the Gross transformation, the family of Hamiltoniats|] — Vserlg, n € N, converges to
Hply := e T Hy|$e™™ in the norm resolvent sensems co.

(iv) By (iii), Wply is a ground state dflp|;. Moreover, Theorem 4.8 ensures
Sped(Hplo — Exlo) T 715) € {0} U (én, ).

Since¢, > £k the set {0, 0) U (0, ) is not part of the spectrum oH(|3 — EL[) 1 715 for
anyn € N. As the spectrum cannot suddenly expand in the limit [RS8&ofem VIII.24],
this proves the claimed gap bound. The gap bound and thevegg@onvergence imply that
ELI5 is a non-degenerate eigenvalue.

5 Ground States of the Gross Transformed HamiltoniandH7|;
for me N

So far we have studied the Gross transformed HamiltoRigip for an arbitrary largen. In the
following we want to add interaction slices below the fregeyex. As a preparation for this we
state some important properties of the Hamiltonian

Hil = Hplg + 0®lf,
for anym € N U {0} andn € N. Note that for all such cutfs the operatoH|, is a Kato small

perturbation ofHpo and therefore self-adjoint oB(Hpp). We collect these facts including the
limiting casen — o in the next lemma.
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Remark 5.1. In this section we implicitly assume the constraiffs < Pnax and1l < « < 2.
Furthermore, g ang are such that all the results of Section 4 hold true.

Lemma 5.2. Let |g| be syficiently small. For ne N, m € N U {eo} there existst € R such the
operator
1
Hpl, — Eplf +id
has range [Hpo) and converges in norm as-# co. Therefore, the sequence of operatorg
n € N, converges to a self-adjoint operator acting #nin the norm resolvent sense.

Proof. Letm € N U {co}. The only non-straightforward caseris— . First, we show the validity
of the Neumann expansion

1 1 = :
’ ’ H = ’ ’ 1 = Rn S R] . 65
Holm — Eplf 04 HElG+ g®l9, — Eplp +id ;( ) (65)
for
Rim o= and S = —gof
T HLR - Eplpxia m
With the standard inequalities (22) we estimate
1 1/2 1 1/2 1
SRl <Clgl [|H)Y? | —=——— = Clgl=. 66
IRI =G0l |40 gz | () +co (66)

Fix a@ such that - # — Cye > 0. From an analogous computation as conducted in the proof of
Lemma 4.3 one finds

H ' _ of0 _ Ern
it (u, (HElg - 'R - Eplg)y) > 0
where the infimum is taken overe D(Hpp). Consequently, we get that

2
1

S J—
|4

H/Hflgn 1/2
HLlp — /HTIS — ERlg + 0 HTG i

holds becausegl |, and Hplg commute. Fofd| sufficiently large this gives

y—1/2
gCs 2 +1gC _,

(66) < i

(67)
so that the Neumann expansion in (65) is well-defined fonalIN. Moreover, the limit of (65)
for n - oo exists because:

1. The sequencedR(),, converges in norm; see Theorem 2.1

2. IRS|I,IISRIl < 1 foralll € N, see (67)
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3. For anyj > 1 we have
IR(SR)* = R(SR)™*I < IISRIR(SR)' = Ry(SR)Il + IR.SI' IR = Ryll.

For alln € N the range of the resolveritig|y, — E;lh+i1)~* equalsD(Hp) and therefore it is dense.
Finally the Trotter-Kato Theorem [RS81, Theorem VIII.22keares the existence of a self-adjoint
limiting operatorH | bounded from below. m|

For the HamiltoniarH|;,, where the infrared cutfbrr, is arbitrarily small but strictly larger
than zero, we construct the corresponding ground gk For this construction we introduce a
new parametef and provide necessary constraints on the infrared scatirgnpetery depending
on the coupling constaigt

Definition 5.3. We consider an infrared scaling parametethat obeys
O<y<i ol <2 i%(1+')<3 (68)
Y >’ ag=7, 1:17 1—2»

Furthermore, we fix the auxiliary constadi< { < £ such that
1-0-Cye > 2{
where0 < 6 < £ and Ge = 3.

As we shall see later, the upper bound/ois constrained by the ultraviolet gap estimate; see
(iv) in Theorem 2.1.

In the iterative construction of the ground state we use [Go¥05.4 below that relies on
Lemma 3.2 and on Theorem 3.1 for statements (i),(ii). Thenege in (iii) is based on a sim-
ple variational argument.

Corollary 5.4. Let|g| be syficiently small. For all nm € N the following holds true:
(i) —ldlc, < Egly, < %PZ, where g is the constant introduced in Lemma 3.2.

(i) There is a ghax > 0 such that foi0 < |g| < gmaxand all ke R?

Eb_lm — Eplm = —CrelKl. (69)

(iii) Assume that B, EfI7..,, and E.|7, are eigenvalues of Hit [ |0+, HolR, 1 FIR.,, and
Hplh, T F 10, respectively; then B, EfIR,., < Eplf.

Proof. See Appendix A. m]
Lemma 5.5. Let|g| be syficiently small and re N U {co}. FOr an integer ne 1, assume:

(i) Epln_, is the non-degenerate eigenvalue ¢iH, [ 717, ; with eigenvecto®; " ;.

(i) Gap(Hplp,y 1 71, 1) = {rma.
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This implies that E|" , is also the non-degenerate ground state energy gf H [ 7, with

eigenvectol’,|n _, ® Q. Furthermore, it holds:

Gap(Holh s 17 2 it (Helha — IR ~ Eplha),
> 2Tm (70)

where the infimum is taken owgre D(Hpp).
Proof. Mimicking the steps in the proof Lemma 4.3 and the inequaiit69) we get the bound

HElg + g0l y — 6H I ~ Eplfy), > (1~ 6~ Coe)tm = 27in

inf -~ (
Flhow LYHP 00
This gives the estimate
Gap(Hpl, 4 1 Fln) = Gap((Hplg + g®I%, ;) 1 Flh) = Min{tm 1, 20t} = 27

where in the last step we have used that %; see (68). This proves the claim for any finitam.
But the resolvent convergence proved in Lemma 5.2 ensuaéthth statements remain true in the
limit n — co as the spectrum cannot suddenly expand in the limit [RS8&ofidm VII1.24]. O

Lemma 5.6. For n e NU{oo} and m> 1there is a g« > 0 such that, foig| < gmax @andy fulfilling
the constraints in (68), the assumptions of Lemma 5.5 inmglythe resolvent

_1
Hol — 2’
restricted toF |7, is well-defined in the domain
1 7 n
Z{Tm <|Eplh1—2 < Lt (71)

Proof. It is suficient to show that

1 )1/2 ) 1 1/2
] 9h o — (72)
(Han—l_Z " Hngl_Z i,
is less than one for aflin the given domain. Fag suficiently small this is true because:
1. By standard inequalities in (22) the estimate
1 1/2 1 1/2
0o (o) | <ec@-m e () 73)
Helt1 =2 I Helth1 =2 T

holds true. Sincéd f|"! commutes wittHp|?_, and using (70), the spectral theorem yields

1 12
B ()

Al
HPln’Fl

<C. (74)
Fln
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2. Using Lemma 5.5 we get

1 1/2
Crver

Combining (73), (74), and (75) we find

2

SV 75
n Z{Tm {Tm {Tm

1/2
(72)< Clg (%) - Clgy ™2 < Clgi*™
m

where we have used the constraints in (68). This proves #iecl m]

Inside the domain where the resolvent is well-defined, lehas introduce the integration
contour that is used to iteratively construct the grountestactors in Theorem 5.8 below.

Definition 5.7. For m € N we define the contour
. 7 n 1
Am:=4zeC||Eph -2 = Egrm .
Theorem 5.8.Let n € N U {0} and gy syficiently small such that the constraints in (68) are

fulfilled. Then for all m> 0 the following holds true:
(i) Eplf = inf Spe((Hélnm r Tl%) is the non-degenerate ground state energy f.H 711

(i) Gap(Hply, 1 FI) 2 {Tm.
(iif) The vectors
Prlo := Polo,

1 dz
o = Qun Wt 4, ASE ——.95 - , m>1, 76
Pim Pim* Pim-1 Plm 27i AmHP|nm_Z ( )

are well-defined and non-zero. The vectdy, is the unique ground state of i, I 711,

Proof. The proofis by induction and it relies on Corollary 5.4, Lemb5, and Lemma 5.6. Since
the rationale can be inferred from similar steps in the pasdtheorem 4.8, we do not provide the
details.

The main diference with respect to Theorem 4.8 is the fact the sequeneectdrs does not
converge. Moreover, here we only prove that the norm of tlisove; |1}, is nonzero for all finite

m that follows from the boun¢/¥',Inll = CII¥5ID, 4l The same type of argument is shown for the
vectorsgp|n, (With n finite) in the next section. We refer the reader to equati@f8)Y-(106). O

An auxiliary result needed for the next section is:

Lemma 5.9. Let|g| be syficiently small. Then for allyme N

0)
|Erlfes — Exla| < Cg?y™ n
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(it)
[VERIn| < Cve (78)
hold true, whereVEL|, is given by

VEpIn =P —([P" + By + B'lg]) (79)

LA
Proof. (i) The claim can be seen from:

(a) The gap estimate (70) and (i) in Corollary 5.4.
(b) The bound

(k)2
OH'I™ .+ gD, + Zf dk? > ¢
mi1 T 9Pl + 0 s, O0(R)

which can be inferred from completion of the square.

p(K? _C
dk < —y™
f&m\&w gk = 87

(i) Since Hplm)ipi<Pmae IS an analytic family of type A anét;|f, is an isolated eigenvalue, equa-
tion (79) holds by analytic perturbation theory. Moreou@8) follows immediately from
Corollary 5.4 (ji).

(c) The inequality

]

6 Ground States of the Transformed HamiltoniansHY' |1, for
neN

This section provides the key result for Section 7 where weore both limits simultaneously.

Here (Section 6) we generalize the strategy employed i@ io perform the limit of a vanishing
infrared cut-df r, uniformly in the ultraviolet cut-& o,

Remark 6.1. In this section we implicitly assume the constraiffs < Pnax and1l < « < 2.
Furthermore, gB, andy are such that all the results of Sections 4 and 5 hold true.

Preliminaries. We collect the definitions of the transformed operators agxtors, and we ex-
plain some of their properties:

Hamiltonian Fock space

HE' I = Win(VERIR) Haly Wnl(VERR)" F1h == F(LA(B, \ Br,))

HY 0 == Win(VERIR, 1) Hpll Win(VERPR, 1) v
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Notice that
HE' 1 = Win(VERIR, ) Win( VR HE” [ Win(VERIm)Win(VERIR, ;)" (80)

The transformatiomVi,(Q), Q € R3 and|Q| < 1, was defined in (14) and it is unitary for all finite
m. Forn, m € N we iteratively define the vectors

Wolf
= PO
Pelo = gy
~ ~ —~ 1 dz (81)
n._ o |n n N = R
deln = Qelgeln s Qelni= -5 imﬁym-z

oelm := Win(VERI)Win(VERIR,_ 1) drl

where the contoun, was introduced in Definition 5.7. This family of vectors is lladefined
because of the unitarity of the transformatidiig and of the results of Section 5. If the vectors
#pl" andgp|, are non-zero they are by construction the (unnormalizemi)ryt states ofty’ " and
ﬁgV’|nm, respectively. Assuming that these vectors are non-zeiatweauce the following auxiliary
definitions:

AD = f dk kem(VERly, Kb + b* (K], ChD o= f dk kem(VERIf, K2,

(82)
Cln = f dk w(Kam(VERIR, K2 CE =29 f dk p(K)am(VERID, K).
where the function
, K Lgas,, (K
(k) 1-k- VE,,
was introduced in (13). Furthermore, we define
’ * 1 * 3k
Rel, := —~VER[% - (B + BY) — > ([B|3, P-P+[P-P', B +[Bl,B |g]),
My, = P*+ AD) + BJj + B'[g (83)
= Win(VEIR) (P' + BIS + B'[3) Win(VERI)" — CL,
Tply, = Tlply, = (Tpln)opn » (84)
P2 1 ’ 7 w.
ch = 5 - 5P- VERIn) — VEpIn, - Chm + Clot 4+ C).

Using these abbreviations and a formal computation caaigih Appendix B, one can prove that
the identity

L1
HY P = Erpwf +H" — VELIR - PT+CE + Roll, (85)

holds onD(Hp) for all n,m € N. As in [Piz03] the ‘normal ordered’ operatde|, will play a
crucial role in the next steps.
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Analogously, one can verify that d(Hpo) and forn, m € N the following identity holds true:
. 1 2
HYn = (mm + A —AD L+ Chn - cgt;:gl) +H - VE .- PT+CY) + Rl ;; (86)
here we have similarly introduced, for any fixed N,

RO = f dK kon(VE[T, . Kb + b (K], CX0 = f dk ken(VES[, 1. k)%

(87)
Clm = f dk w(K)am(VERlL, . K2 CYP = 2g f dk p(K)am(VEsI?, 1, K),
which differ from those in (82) only in the argument@f. We also define
el = P' + ALY + BIg + B'[j
= Win(VEpln, 1) (P" + BIj + B'I§) Win(VERIT, )" — Cler,
Tely, = Ipy, - (Hp| . (88)
_ p2 —
CO = (P VEIN 1) = VERIR, ;- CXY 4 Cl + CL)
Notice that using (79) we have the following identities
(TpfpYyp = P — VERIN — CHP, (89)
Lol = Win(VERIR) (P' + BIS + B'[) Win(VERIR)" — P+ VELIT, (90)
Tl = Win( VERIf, ) Win(VERIR) TrlpWin( VERIR) Wi VER I, 1), (91)
Telp, — Tlny = (VERIL — VERIR ;) + (AT, — AD )+ (CEY —c& ). (92)

To start with, we show that for any finita, the vectorspplp, and’q§p|“m are non-zero. Namely,
by starting frompp|j, we estimate the normfiierence

ligel, — el all = H i HWT”— Bplm 1 — Pplma (93)
In (93) we expand the resolvent with respect to
AR I = HY I~ HE s - CO, 4 C (04)
= 5 (A - A+ -l ) (5)
+ 2 [AD, - A, Toln |+ (96)
(R A ) Tl (G ~ ) ol ©7)

Given the form ofAﬁ‘,éV'|gF1 it is convenient to replace the integration contayr with Zm
defined below:
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Definition 6.2. For m € N define
A o= {z— (co “T”) )| zeaA }

Pm-1 "

In the same fashion as Theorem 5.8 we ensure the bounds

—me < |Eplyy -2+ CTH) g?n—ll < {Tm. (98)
for zin the original integration contouxy,. For this we observe that
ICo, — C | < ¢°Crps, (99)

and hence, folg| suficiently small,
1 1
{Tm= ng +40 °Ctim1 > |Epl1 — 2+ 6'(n) Cg?ml 2 Eng - ngTm—l 2 Z{Tm

where in the last step we have used the constraints in (68.upper bound (98) follows from
(99) by a similar argument. Hence, we can use the shiftecbocosw\,, instead ofA,, and estimate

o0

1 1 172 1 172
dz 100
2ni 9§m Z(E;’ m1 Z) (Hgvllgkl_z) 8 (100)

1 1/2 1 1/2

.

=) el =) o
m-

ligplm — prlm-1ll <

1/2 1 1/2
<Cy" sup B (HW' T z) (101)
zeAm | —PIm-1 m-1 FIn,
. 1/2 1 1/2|[i-1
W’ m-1
Z (HW| ) ARV ™ (HW'|” - Z) x (102)
=1 P m-1 7,
1 1/2 o 1 1/2
x| = AHY ”Fl(,i) plm_1 (103)
(HW 21-1 Z) nm H\Fl’vlnm—l_z ™
Firstly, the gap estimate in (75) immediately yields
1/2 1 1/2 c
sup|—=; ( - ) < —
zeZm EF’In HW nm—l z Fn ,ym

so that (101) is bounded by a constant. Secondly, we showtt@ateries in (102) is convergent.

We remark that&y, — AL ) commutes withWi,_1(VER?, ,) so that

1 1/2 o 1 1/2
n,
() ) s )

m-1

F I

s

1 \” Q 1\
=ls—] (AD - Al P'+ B+ B+ VEL, , - P (7)
H(H{Dlﬂkl_z ( Pm—l) ( 0 0 Pim-1 ) H|/>|n —z o
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where we used again the unitarity W, ;. Since &by — AD ) commutes withB|}, B'[] it is
enough to bound

1 1/2 1 1/2
(72) (At = Aoh) - [P" = P+ Bl (—Z)

Hé’lnm—l - Hé’lnm—l - 1
1 1/2
<C ('&(Pr?n - Ag.?ml) : (H/ [ Z) X (104)
Pim-1 Fiin
1 1/2 1 1/2
1/2
X Hgg(va——:—) + BB(FF1——:—) (105)
le—l z 7 le—l z Fa

The factor (104) can be bounded Big|y™ Y2, similarly to (73). Both terms in (105) can be esti-
mated a<C|gly~™? using inequalities (22)-(23) and the uniform bound i} given by Corollary
5.4; see an analogous argument in (48) that exploits thecbiou@6). All the remaining terms can
be controlled in a similar fashion. Hence, fgf suficiently small andy satisfying the constraint
(68), we conclude that

ligelmll = Cligeln, |l (106)

for a strictly positive constar@.

Key result. Theorem 6.3 below is the key tool needed for proving the sgcoain result of this
paper, namely that the ground states|l)may converge to a non-zero vector. This theorem relies
on several lemmas (Lemma 6.4, Lemma 6.5, and Lemma 6.6) thaewroven later on.

Recall that the symbdl denotes any universal constant. Throughout the compatétieill
be important to distinguish the constaf{s1<i < 7.

Theorem 6.3. For |g], y, and{ syficiently small and fulfilling the constraints in Definitior3&he
following holds true for all re N, m > 1:

() ligplt, — gplnil < my# andligplt, — gell, Il < ¥%,
(i) lgelnll = 1— XM y5(1+)) (= D),

(iii) Letz € A ands = $ then

g’ <y?Z,  i=123.

) 1 )
<r2)|&¢p|&, W_ngnwpm}
P Im

Proof. We prove this by induction: Statements (i)-(iii) fan¢ 1) shall be referred to as assump-
tions A(i)-A(iii) while the same statements farare referred to as claims C(i)-C(iii).

A straightforward computation yields the case= 1.

Let m > 2 and suppose A(i)-A(iii) hold. We start proving claims C{i)d C(ii).
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1. Due to the inequality in (101)-(103), the estimate

_ 1 1/2 . 1 1/2
ligelm = peln 4l < Co (7) AH 'I’H(,i) dpln 1
" ™ H\lévﬂkl_z e H\lévrnml_z ™
holds true forig| suficiently small, uniformly inn andm. Furthermore, Lemma 6.5 states
that
S MAPWW“ e l/2¢p|"
HYR.-2) =" WY, -2)

3

< 191Gy 7" (1 )

i=1

|

rmmpm}

TR el 1 e
<Pm—1 m-1 H\Sl|nm_1_z
which together with the induction assumption A(iii) yields

Bely — dplh4ll < 16IC1Cay ™ (1 + 3l 3y~ ™").
For|g| sufficiently small andy satisfying the constraints in (68) we have

lgpl%, — pplf ol < 7. (107)

Finally, from (107), A(ii) and (68) we conclude

m-1
_ _ P |
eIl = pelfy oll = 9ol ~ elfyall 2 1= 3 v @+ )=y 25 (108)
j=1
2. We observe that
ligeln, — delmll < IWm(YERIWin(VERIm1)" = Lr] el
i i Velm
< [IWin(VEpln) = Win(VEpIn-)] — = (109)
IWon

holds because the vectob |, andWm(VE;,l”wl)’ﬁplﬂ1 are parallel angigp|l| < 1. Lemma
6.6 yields

(109)< Igi Cam [In y||VE'p|”m —VEL,|

(110)

The diference of the gradients of the ground state energies in {(§E3Yimated in Lemma
6.7 which states that

1 1/2 1 1/2
(V\/’i) A"_T\anlm_l (Wi) ¢P|2y1
HP |nm -Z HP |nm -z
L cleelh s - Selnl

ligels, alPliplil®

IVERIn, - VER 1| < ¢°Cay™? + sup

zeAm
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Hence, using Lemma 6.5, (107), (108) as well as assumpti@isaAd A(iii), one finds that
llgeli, = Belpll < 1GICsmi INy| (gCay™ ™ + 1IC2y ™" (1 + 3lgl 2y~ + Csy¥)
which implies
gl — el < my? (111)
for |g| sufficiently small andy fulfilling the constraints in (68).

Estimates (107) and (111) prove C(i). C(ii) follows along 8ame lines as (108) using the bound
in (111). _

Finally, we prove claim C(iii). Lez € A, andi = 1,2, 3. Using the unitarity of the transfor-
mationsWi,, we get

r2>|%¢p|rn> =

s

) . 1 e
Krgwpm, <r9|&¢p|?n, Wzr9|&¢p|&>

H\PN"nm -z P Im™
see identities (80)-(91). Fdg| suficiently small, i.e.|g| of orderyz,Awe can expand the resolvent
(HY'n — 27 by the same reasoning as for (100)-(103) everzforn.; because of the bound on

the energy shifts

Eplnes — Epln| < CEY™ (112)

given by Lemma 5.9, and because of (71). Hence, using (94)nae fi

S 1 =
<r2)|&¢p|&, Wrg)|g¢p|&>

P Im

oo 1 1/2 _ 1 12 -1
) Rl —y) | <
j=1 P Im1 P Im-1 o
2
1 v
X (|| ———— TOPgm
(H\év mkl _ Z) P |m¢P|m
1/2 2
<Cl||——— TN
(Hgv mFl _ Z) P |m¢P|m
Furthermore,
12 2 1 w2 )
e TIra— F(l) nz n ]| ——— F(I) n n 4 114
(H\FI’V |nm_1 _ Z) P |m¢P|m H\F/’\/ nm_l —z P |W1¢Pln’kl ( )
2 ‘ 2
+2 (W) T hdeln — T el )| - (115)
P |rml -z

Term (114): Exploiting the property

(Pplm-1, Tplm_1plmq) =0
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and the spectral theorem, one can show that the term on thtehd@ond side of (114) fulfills

2
1 vz , ,
(g ms) B = (1B ol 1)
<C <rg)|n _1¢P|n_1v W_ng)r] —1¢P|rr]n—1> (116)
P Im1
On n 1 On
< C{TF m-19Plm1s W_yrﬂm-ﬂﬁﬂm-l (117)
P Im-1
SUR/EE ZeA, 1|Z_y| <
C— e Dol 18lm 1> Trm =L Plm-18lm1
dist(z SpedHglf, , T 710 ) \ERn 1) IV el g =y T
(118)
1
<G <FP|R._1¢|nm_1, mrP|n_1¢|nm_1> . (119)
Pim-1

fory e Am (recall thatz € Xml). In passing from (116) to (117) we have used the property
(Teln_1l, 1. ¢elf, ;) = O which implies that the vectdrd[7 ¢l ; has spectral support (with
respect tH?' " _,) contained in the intervaE(, | , + {Tm 1, ), and hence:

m-
a)
1
<FP|RF1¢|EF1, m FP|2F1¢|EF1> <C l<rP|2F1¢|PTF1, merFl(plgF»
b)
1 1
r n n , F n n
K F’lrm1¢|n%l H’F,I”wl—ZH’F,IﬂH—y P|w1¢|ml>
1
< Trl18lm1s || TPlim-14ln >
dist(z SpedHglf, , T 717, ) \ {Epl, l})< I -y

In the step from (116)-(118) we used inequality (112). Tfaee we can conclude that

1
(114)<C; <FPI”_1¢I“M,|_|,”7FPIL¢|”_1> : (120)
PlnFl -y
Term (115): We first observe that

1 12 _ _ 2

(115)< 4 (HW—_Z) 21, — TR, ekl + (121)
P Im-1
1 12 _ 2
+4 (W—Z) r(pl,)|nm_1(¢P|ﬂq — dplma)|| - (122)
P Im-1

In order to estimate (121) we use the identity in (92) and tlewing ingredients:
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¢) The bound ofVEg|y, — VELIN, ;| from Lemma 6.7
d) The estimate in (99), i.¢CYY — Ch7) | < g?Cy™?

e) The bound
2

< g?Cy™3,
Fh

1/2
(W) | (TR 1.0~ ama(TER 1 01K + b 0)

Hence, we obtain

1 1/2 ) 1/2
(121)< [ngl/2 +sup (7) AHY| '1(,7) Pelmall+  (123)
Tl ™ yehm HY Ih. -y AR -y P
n 2
el - FeI 7, 12
||¢P|n 1||2||¢P| 12
= [y (125)
Tm+l
+gfCy™? (126)

where (123)-(124), (125) and (126) are related to ingredie); d) and e) respectively.
For the remaining term (122) we use analytic perturbati@oty to find

1/2 172
V(122) < Cro sup ( - )/ ("Im(%)/
vean [IVHP o Hp'| Y
. 1/2 1 1/2|[i-1
) ey ) A ()
=1 HW Pl’kl y nm HW Ekl y FIn,
1 12 1 12 1 12
x (W) ARY IR (W) belma|| |5m—
He' i -y He'lhi -y Eoln1—Y
c1 1 ve 1 1z
< —— Su Py ae—— AFPN m-1 — N
yiv? yeK:) (HW m-1 _Y) i (HW m-1 _y) #eln-s

where we have used the estimates in (101)-(1039!&)&“, and, using the identity in (90)

( 1 )1/2 () 1 .
1V I”_l(f—) (127)
HYIn -z P He I -y Fii
1 1/2 1 1z
Tt e oo salt]
n . -z plm-1 =Y Tl
<Crily 2, (128)

The inequality in (128) can be derived by combining the fingiguality in (39) with Lemma 3.2.
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Using Lemma 6.5, Assumption A(iii), the estimates (107)8JLland the constraints (68) we

get
(121)< Clgy 2+ gy 2 (1+y 7 g7) +y % + gy + g™ < y; :
(122)< Cy (1 +y 7 1g™) < y; ;
and hence,
(115)< yci (129)

Finally, we collect inequalities (120), (129) and make usassumption A(iii) to derive

m1 Cs
<Ciy 7 +lgf—5 <y

mz
’)/2

_m
2

g’

) 1 )

(i) (i)
<FP [Pl A= e |ﬂn¢P|rn]q>
for y and|g| sufficiently small and fulfilling the constraints in (68). Thisywes claim C(iii). O

We shall now provide the lemmas we have used.

Lemma 6.4. Let|g| be syficiently small. For nm € N the following expectation values are uni-
formly bounded:

oy, THelgelr)] | (Bel TTelndely)| < C.

Proof. We only prove the bound for the first term. The second can bededianalogously. Let
n,me N. By definition of the transformationaf, and using the fact that the vectors

ol  Win(VERIR) el Win(VERI_1) el
are parallel and their norm is less than one, we have

[(@elr, Tl dplm)]

\P/ |n \{JI |n
< C|{ =2 [P + B + By — ckm| _Em > < C[IP| + [VERIR| + [C&M.
|<”\P;:>nm” [ 0 0 P,m] ”lp;:nm” ‘ [ Plm Pm ]
where the last inequality holds by Lemma 5.9. m|

Lemma 6.5. Let|g|, Z, y be syficiently small. Furthermore, leta N, m> 2 and ze Zm. Then

1 1/2 o 1/2
= | ARV n
(prl|%_1 — Z) n Im (H\é\/rlnm_l _ Z) ¢P|m—l
3 1
n2 . 1 ?
<lgICy? [1+ >, <F9|h¢plﬂw W_ng)lpml(ﬁﬂ%-» ] (130)
i=1 P m-1

holds true, whereHY |1 is defined in (94).
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Proof. Recall the expression fokﬁ},""lﬁl given in (95)-(97) . With the usual estimates one can
1 1/2 ]
HY L~z ®Plm-1

show that
<— |g| 21
7 Cy .
HW n 1

12
) ((95)+ (96»( (131)

( 1
HYI -z

Next, we control the first term in (97). First, observe that

1 1/2 1/2 2
——| A -AD )Tl 1(7) Pplm 1
(Han_1 Z) P.m-1 m- Han_l z m-
1
|E <(Nn) A(nrH) Teln el 1, HW| (Nn) A(nm—l) l"p|m¢p|wl>
Plm-1 "~

(132)

Second, we recall thah}) — A% | contains boson creation operators restricted to the range

(Tm, Tm-1] i momentum space Therefore,

<¢P|rm1’ AD, Ag?n—l FP|nrm1¢P|nw1>:

which implies

(133)

1
(1522 (A~ Ay )Tl sl A ) Tl vl )
P Im-1
by using the spectral theorem and the gap estimatblﬁél’;‘wl I FIm- Note further that

(A = A 1) - Trl el 1 = f dK (am(VERIR, ) = @m 1(VERI, ))b* (K- Toly, 16pl7, 1.

Using the pull-through formula we get

1 1
————b(K) = b"(K
HY -2 ® ()HW|” N+ k2 + kTl + K = VER,

k-2

so that we can rewrite the right-hand side of (133) as follows

(133)= = f Ak [an(VERL 1) — am A(VER, 1)

1
HY' o+ 3k +K-Tpln , + K - VERIR , -k—2

k-rplg_mpm_l}.
(134)

X <k “Teln 1¢pln 1

In order to expand the resolvent in (134) in term&of [l |

1

we have to provide the bound

1/2
k'rPln 1( i
) ket g

W n
(HP -1

+ me—l(k) -Z

1 )1/2
rnn—l + me_l(k) —-Z

<1 (135)
Fln
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fortm < |kl < -1 @andze Xm, where we have defined
1
fpm-a(K) == =K* + [KI(1 - VERI?, , k)
Recall that
IﬁF"Fn—l = A(F?Zn-l + Blg + B*lg - (HP|21-1>¢p|pn_1
The necessary estimates are:
1. For]g| sufficiently small, the lower bound
feum 1(0) ~ [Epll 5 — 2 > K (1 Ve, K- 30-gyC)>0  (136)
holds becausebelongs to the shifted contomn so that

1
|Eplpy — 2 < §§Tm + ¢?Ctm1.

The inequality in (136) implies

2
1

< — .
K (1-VEpR ;- k=3¢ - gy 'C)

1 1/2
(Hfaln 1+ fema(K) - Z)

n
¢lrrkl

2. By the unitarity oM, 1(VELIL, ;) and using B, Wi-1(VELIN_)] = 0 as well as the standard
inequalities (22), we have
1 1/2
i |

1 1/2
k- B] -
|0 ( HW n + wal(k) ) H;:ln_l + fP,rrkl(k) -z

3. By definition of the transformatiow, . (VEZI", ;) and the transformation formulae (198),

<lglki C

n
lel

n
7:‘ITFI

Win-1(VERIy, 1)(P = P)Wana(VERI )" = P P* = AQL | - CED,
holds onD(Hgp). Hence, we have the bound
1 1/2
k-(P"+AD
( ”“)(HW’W L fp,wl(k)—z) o
m-1
1 1/2
<K [(P-P' ( )
KNP = PO R+ om0 =2 »
|m—1

1 1/2

+KI(IP| + g°C ( )

[KI(IPI + g°C) AT A 7 g .
m-1
1 1/2
< vz )

| | PO H|’)|nm_1+ fp,rTF]_(k)—Z n
1 1/2

+KI(P| + g°C ( )

[I(IPI + g°C) Hol L+ fama(K) — 2 .
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4. Using the a priori estimate (23) in Lemma 3.2 one derives

1/2
i
PONHLR L + fom-1(K) — Z

Tl
2

1 1/2
Holn g, + fom-1(K) - Z)

1 S0 \1/2
Siﬁgm&” (e 0 |

Pl
2

1/2
+[glcs ( L )1/2
Holps + foma(®@ =2/ | |
lwl
Collecting these estimates, we find:
1 1/2 1 1/2
7 k-TplR ( - ) 137
(Hgv [y + fom-1(K) - Z) Pim-1 H\év m T foma(K) - 2 L ( )
1 1/2
<K ( ; ) 138
H\Fl,v |P1%1 + me_l(k) -Z i ( )
m-1
2
2 1 vz
« V2+|giC (Hol )2 ( - ) +
Vi-lgica Helpa + foma(k) =2/ |,
2 /
1 1/2 1 1/2
+lalc + (Pl +g’C ( )
e (H;mm ) n } P+ o) N o ¥ foma00-2) |
T‘n’kl T‘wl
Note that

1 )1/2

e 1 )“2
Aot fna®@-2) | U R®@ -6, -a)

Plm-1 "~

1/2
C (
F i1

Finally we obtain

(137)< 1 X
(1-VEp, k- 3- &y 'C)
V2 +lgC ~ 1 112
| T (1l + a1~ Vg K- 5 - Cy ) +w) 4 (PL+ 0|
v1-lglca
so that
. 2Pmax 2
lim sup (137)< <=
9l.7.{—0 1-Prax 3

or Prax < %. By continuity, inequality olds fag, £,y in a neighborhood of zero.
for P, iB lity (135) holds f i ighborhood of
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Going back to equation (134) we can proceed with the expaursid-I'p|;,_,) of the resolvent:

*

ror el ., (139)

3 1 1/2
(133)< Cg?y™?* sup Z“(len )
P Im-

Tm<IKI<Tm-1 il=1 1 + me—l(k) A

oo 1 1/2 1 1/27
[N S M
¢ HP | 1t fpm_l(k) —-Z HP | .t fpm_l(k) -Z

j=0 m- m-

1 1/2

x F(l) n n

(H&V’mH + foma(K) — z) plm-1feln-2
3

< CoPy™2 Z sup

-1 Tm<IKI<Tm-1

2
1

(ng|nw1 + fom-1(K) - 2

(140)

2
) Fg)|nm-1¢|>|nw1

Sincefpm_1(k) > 0 and because of the prope(typlnml, Fpl{'n_lglﬁplﬂH) = 0 it follows that

2
1 V2 . 1 .
0] 0) 0)
(H&’|&1+fp,w1(k)—z) e st SCI<FFI"R”¢P'R”’ H.!V’l“m—zrg"rnr”"sp'p“>'
Combining the estimates in (140) and (131) yields the cldith®lemma. m|

Lemma 6.6. Foralln,me N and Q Q' € R®with |Q|, |Q’| < 1 the estimate
IWin(Q) — Win(Q)] Whlnll < 19ICIQ — Q'llIn 71
holds.
Proof. The Bogolyubov transformation#,, defined in (14) can be explicitly written as
Wn(@) = exp [ dkan(Q KO0 -5 X))
so that

IIWm(Q) — Win(Q)] Wlnll <

f dk [am(Q. K) — am(Q'. K)(b(K) — b*(K)) ¥5l,

(141)

In order to estimate this term we employ:

1. Theidentity (12) in [Fr673, Equation (1.26)] that relen the bound;,_,|n—Eplt, > —CvelK,
|P| < Pmax from Corollary 5.4¢iii).

2. By definition ofay, it holds

| dan(@ K - an(@-K| 5 <19CIQ - Q1 Ink = Inty

3. ¥plpll < 1
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With these estimates, the claim is proven. m|

Lemma 6.7. Let|g| be syficiently small. For nm € N the following estimate holds:

IVERIm — VEpIn 4l
ligeln 1 — dplnill

2~_1/2
<g°Cr;5 +Csup —
A el 1Illpell®

26Am

1 1/2 1 1/2
— = | ARV nll+c
(H&V’wﬁ n z) " Im (H&V’lpﬁ n z) Prl-2
Proof. Letn,me N. Using Lemma 5.9 we have

VEpIn — VEpIR, 1 = (P + BIp + B*|3>W,Pm - (P"+Blg+ B*|8>%‘nm

which by unitarity of the transformatioWm, 1(VELI,_,) andWi(VEL[;, ;) can be rewritten as

VERI — VEpl 1 = (Mol 1)yp , — (Thelf). +CYY —CD)

$plm

We have already noted th@ — C&” | < g?Cry 1. Moreover, we observe

_ <¢P|PTF1,HP|RH¢P|RH> <$P|Pmﬁp|?n5p|nm>

-
(016830, ~ (o -

ligeln, 112 ligelnlI2
< 11gplall 2 (el Mol 16pl 1) — (el TTolidoly)| + (142)
+ |(@eln, Tielngelm)| ey 412 = [Belpl-2] (143)

We know that the normiselry || and||$p|21|| are by construction smaller than one and non-zero.

Using Lemma 6.4 we find

(143) < ¢ 0ol = Fell
~ el PldeRIP

In order to bound the term (142) we use

llgpln, 117(142) = | {(¢eln, 1 — ol el 1ol 1) + (144)
+ <$P|nm7 [HPmH - ﬁpwn] ¢P|Pm1> + (145)

+ <5P|ﬂv Telp, (¢P|nm_1 - aPInm)> . (146)

The term (145) is bounded by

(245) < (el [AL, — AD, ] ol )| < 10ICTy
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because by the standard inequalities (22)

H f dk Kam(VER, 1, K) — am 1 (VEIY 1, K)Ib()Se, ;

o [ o 2)”2

Terms (144) and (146) can be treated in the same way, and welemlonstrate the bound on
the former. Using analytic perturbation theory we get

Klam(VEL. ., K) — ama(VEL" ,K)

Plm-1° Pim-1°

|k|1/2

1/2
m-1°

<lgCr

1 12
(H Y (—) ool s

W n
HP A

(@0l — Feln)  TTol ool ) (147)
) 1 1/2 e 1 1/21]
’m- n
<omsund | (=) R () | ool
m j=1 P Im-1 P Im-1

5

1 1/2 1 1/2
MNows—— Oplpy | p
[(H‘F’,V [ Z) } P'“(HK" M1 Z) ¢le>

12 1 12
< Ctpm SUp (7) ARY m‘l(,i) ®pln_q|l %
mzeEm HPW|Pn—1_Z n H\I;\llnm—l_Z "
1 1/29* 1 12
<= | Telfys| m—— 148
) | ) .

T
The term in (148) can be controlled similarly to (127) in thgaviolet regime so that we finally
have

s

ot o
H\Fl’wlnm—l_z P H\Fl’wlnm—l_z

Combining these results, we obtain the estimate

< Crl (149)
Flhn

‘<(¢P|nm_1 — el)- Hp|nm_1¢P|"m_1>| <Csup

ZeAm

1/2 1 1/2
gqwW m-1 n
) AHn m (HW’n —Z) ¢P|m_1 B
P Im-1

W n
(HP Irml_z

which concludes the proof. m|

7 Ground States of the Transformed HamiltoniansH‘F’,V'@

In this section, we finally remove both the UV and the IR cfit(o, andry, respectively). In our
study of the removal of the IR cutfiin Section 6 we have proven that

llgpl, — pplfy all < (M+ 1)y %

holds for anyn € N. We shall now provide the analogous bound

1/2
— n
ligelf, — gely I < CMKI™ 4 Iny™ (ﬂ—ym) (150)
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as the UV cut-€f is shifted fromo,_; to o,. The constanK > 1 will be introduced in Theorem
7.5. The latter bound, derived in Corollary 7.6, holds foy #R cut-of r,, and uses a particular
scalingN > n := n(m) > amfor

-1
pLLl)i N (151)
Ing
These two estimates will enable us to prove the second msiit FEheorem 2.2 at the end of this

section.

Remark 7.1. In this section we implicitly assume the constraiffs < Ppacandl < « < 2.
Furthermore, g8, andy are such that all the results of Sections 4, 5, and 6 hold true.

In order to control the norm fierence|¢p|t, — ¢p| 1| we notice that fom > 1 the vectorgp|P,
can be rewritten in the following way

ool = WhlTEHE) QU “(VELE " QHW(VER) Qo WECTEG) o
whereQg[h, is defined in (76) and
WIT(Q = Wn(QWin(Q.  WIQ)" = Wa(Q).
The following definition will be convenient.
Definition 7.2. For n e N and m> 1, we define
1plm 1= Wi VEpIm) @l (152)

andaplg := ¢ply = Prlg/I¥elgll in the case m= 0.
Note that by construction we have the identity
MPlme1 = Qplme 1 Win 1 (VERIR) el (153)

and moreover, since the transformatidf is unitary and due to Theorem 6.3, the bounds

1
1> ligelmll = lplmll = > (154)

hold true for allm,n € N. First, we prove two a priori lemmas that can be combined &bdyi
Theorem 7.5.

Lemma 7.3. For any me N, letN > n > am > 1. There exists a constant;Kuch that forig|
syficiently small the following estimates hold true:

1/2
- - n , ’ -
lI7plmes = 77P|nm+11 | < lInelm = neln i+ Ky (W) + |VEp|nm ~ VEplm ll - (155)
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Proof. By using (152) and (153) we get the bound

7ol = el ] < ([ (@l — @plis) Wi, (VIR el (156)
+ [l @bl (Wi (VERR) — W, (VERIR ) ) el (157)
+ @i win. (VB (el = el )| (158)
Furthermore, the expansion
1 1\
“ai- i f el )
blncs 27 Japa {(H’F,Q;ll—z)
00 1 )1/2 ( 1 )1/2 i
X ——| AH| | ——F7— X (159)
;(HPEH]EL_Z " HPﬂwll_Z
1 1/2
X( n-1 ) }’
Holi—2
can be controlled by noting that
2
1\ 2
(T) < (160)
Hpm+1_z Tl?ml ng+l
(see Lemma 5.5), which yields
1 1/2 1 1/2 n 1/2
sup (7/ - ) AH'|D (7) C|g|( ) (161)
Z€Amy1 Hpﬂp}l—z n-1 HPm+1 z ., ﬂ”{‘rrm

by a similar computation as for (50). Now, by the choice- am and|g| sufficiently small, the
right-hand side in (161) is strictly smaller than 1. Hence,get

n 1/2
s |n—1 < C .
”QP m+1 Qp mrl” = |g| (ﬁnng’H-l)
Moreover, under the constraint in (68) we get the bound
(157)< ClgllIny1 |VERI, - VERIN Y| < C|VERI, - VERIL |

by a similar procedure as used in the proof of Lemma 6.6. Theimng term (158) can be
estimated using the unitarity &ff,. This concludes the proof. m|

Lemma 7.4. Forany me N, letN > n > am > 1. There exists a constantksuch that forig|
syficiently small the following estimate holds true:

1/2
n
‘VEHPn—VE§>|pn_1|SKz[(ﬁnym) + el = 7ol 1l + [VERIR, -, — VERIRE| |- (162)
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Proof. Let us start with the equality
[VERI ~ VERIN | = ’<Pf +Blo+ B*|B>w;,mn ~(PT+BE+B 3_1>~P'P|P;1 : (163)
As Yi|n, andrpeln, belong to the same ray iHp, we obtain
_ f n # N f n-1 #N—1
(163)= |(P" + BE+B), , —(P"+ B+ B |-
In order to shorten the formulae we define
Vi :=P'+Bj+ B[}
so that
163)< —— N Vareln WY/ n-t 164
(163)< [N ‘(ﬂplm, el = (mel ™, V-1l >| (164)
1
+ | — ————| (mplny Vizelm)| - 165
'nnpwnnz e | el Voo (169)
Furthermore, by the definitions in (82), (83) and (152) weehav
(el Voreln| = [(gels Telgelny + CE ekl < C. (166)
where we used Lemma 6.4. Hence, by (154) we get the estimate
lInelm, — 70l -1
165)< C-—————"1-— < C|lnp[n, — 170l - 167
(0)< Ol el e < C17olm ~ el (e7)
Next, we proceed with
(169)= | (et~ 1l Vo) (168)
+ (el (Vi = Vi 2ol (169)
+ (el Vo atrely = ol )| ] (170)
First, we observe that
n-1 n #(N n aul |11/2 n-1 n 1 v n
(169) < C'<77P|m .(Bli+B |n_1)77p|m> < ClEpln —i[""|(nelm . Bl A i 7eln
plm
holds. Invoking the standard inequalities in (39) and therfaledness of
1 1/2
1/2
HRO(H'|n_i) <C, (171)
plm
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which holds by Lemma 3.2, one has

1 172 1\¥2
n
(i) |, <90

Hence, since the ground state energies are bounded frore andvbelow by Corollary 5.4,

7,

1 1/2
(169) < C(E) (172)
holds true. Terms (168) and (170) can be treated similanyregalling the identity in (153) we
can write
(168) = |((@pln Wi H(VERIR1) 1ol o — Qblyy *WIR (VEGIS) 7ol ), Vel

< (@l - @l YW (VI 1) npmvnnpm\ (173)
'(Q’I“(WI””(VE 1) = W (VERL)) el 1, Virel)| (174)
+ (@l Wi VBRI )" (np|al—np|;1),vnnp|g>|. (175)

Observe that

(Qpl ™ WIRH(VERIRA)" (mel s = melnr) Vel
(W|””(VE )" (7ely = el el Varrel)

L (W VELY) (el — ol el (el Vel

el 12
1 1/2
<an” : H“Z( o _i) np|ﬂq>
pim

1 1/2
<7IP ?n_l, (W) Hé,/ozﬂP|pn>
m
and (171), we obtain the first estimate

(175)< Clinelpy.1 — el Al [{mel ™ Virel)

Furthermore, (174) can be bounded by

With

_ ||1/2

[ (el Visneli)| < C |l

+ClEpL i

< Cliel-1 = nelpill

(174)<CH Wi H(VERI-1)* — WIR (VERI 77P| |H ’7P|m L Vel >
< Clgll In Y |VERI, 1 - VERIRS| < C |VEP n o VERML

where the constraints (68) has been used again. Finalhg tisé resolvent expansion in (159) we
get

12 172
S (RVAY DR S R
Hplt -z Hpln, — i m

s 1/2 )
(173)< CT%(Bn m) |EID, [ sup

ZeAm
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and the standard inequalities in (22) and Lemma 3.2 yield

n 1/2
173)<C )
(r3)< (,B“Vm)

Carrying out the same argument for term (170) one obtains
n
By
which, together with estimate (172), proves the claim. ]

12
(168)+ (170) < c[( ) + el = el + [VEBE, , — VEBEY

Theorem 7.5. There exist constants k& maxKi, K, 5), g. > 0 and% > . > 0 such that for
lgl < g. andy < v, the following estimates hold true for all finiteenN andN > m < n/a:

() [VEplR - VEplR Y < K3 (5:)".

. 1/2

(i) limelf, = meliy < K3™2 (585)
Proof. Letn € N and fixK > max(K, Kz, 5). We prove the claim by induction im for m < n/e.
Statements (i)-(ii) fom will be referred to as assumptions A(i)-A(ii) while the sastatements
for m+ 1 are claims C(i)-C(ii). We recall thag|g = ¢ply = PHlg/II¥5I0ll SO that C(i) and C(ii) for
m = 0 are consequence of (58) and (55) fsuficiently small. The induction step = (m+ 1)
for (m+ 1) < L is a straightforward consequence of inequalities (162) @58): For C(i) we
estimate

12
’ 7 n— n — , 7 N—
|VEP met ~ VEP|nm+11| <Kz [(ﬁ—”yml) + 1mples — melmall + 'VEPlpn - VEpln 1|]

12
n ’ 7 |n—
< Kz (W) + |VEP|nm - VEplnm 1‘

1/2
n 4 ’ —
(ﬁnym-é-l) + |VEP|nm_VEP|nm 1|]:|

-1
+ el = mely 1l + Ky

n

ﬁn,ym+1
4.

1/2
<K(K + 1)( ) +K(K + 1)|VERIn — VER[ !

+ Kllely = 7ol
Hence, A(i) and A(ii) and/ <  imply
1/2
/ /= " n 1 1 1 1 1
|VEbIme1 — VERIms| < K3 (W) [(@ + @) + (K + @) + @]
which by the assumption dk proves C(i). For C(ii), using (155) again, we get

1/2
_ _ n , J e
176l = eIl < lmely — el I + Ky (W) +|VERIn - VERIN 1I]

1/2
n 1 1 1

3(Me1)+1
=K *(ﬁ—w) [Wﬁ*@]’

which by the assumption dk andy < % proves C(ii) and concludes the proof. m]
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Corollary 7.6. Let n> am > 1. For|g| andy as in Theorem 7.5 the estimate

1/2
-1 ames [ _N
oy — el < CmiE™ (W)
holds true.
Proof. By Definition 7.2 and the unitarity of the transformatiofg, we have that
ligeln — pelm Il < IWm(VERIm) — Win(VERIn elmll + linels, — 7ol - (176)

The lower bound on the norm gf|7, in (154) together with Lemma 6.6 and the constraints (68)
yield the estimate

IWi(VERIn) — Win VER I D] 7elpll < Cm|VERI, — VERIRY .
The claim then follows from a direct application of Theorerf.7 m}

Before we can prove the second main result, we must show thermgence of the fiber Hamil-
tonians under the simultaneous removal of the UV and IR muﬁv’mﬁ“‘) — HYY|%. For this, we
need a slightly faster scalingm).

Lemma 7.7. Under the same assumptions of Theorem 7.5, there @xiste such that for any
N> o > aand (m) = ’m, the HamiltoniangHY’ [X™) .., converge in the norm resolvent sense
as m— oo,

Proof. The convergence of the resolvent Hg‘"|”m(m) consists of direct applications of results of
Section 4, Section 6 and the present section. zZLetil with |1] > 1. First, we observe that for
all m e N the range of (1% |X™ — 21 equalsD(Hpg) which is dense inF. By the Trotter-Kato
Theorem [RS81, Theorem VII1.22] it fiices to prove that the family of resolventsiff |i™ —
7 Ymew is convergent. We begin with

Hol,—z  Hpll-z

| |
1 1

Win(VEp ) ol Win(VEpl) =2 Win(VERI D) Hpl ™Win(VER [, — 2
where we used unitarity &, in the first line. Mimicking Corollary 4.7, the first term is bioded

1 1
HY -2 AVl -z

1 1

+

above by
| 1/2
only) "
With the standard inequalities, the second term is boungled b
1 f\1/2 1 1 7l 7 1-1
= ‘(le'n:l -9 "(H RRCEEER el

which can be further bounded by

1 21 3 I vz
—mzeamil|
Cllfimz” X (ﬁ'ym)
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with the help of Lemma 3.2 and Theorem 7.5. Hence, it holds

1
HYRD -z HY ™ -2

)m 177)

TS
< a'ClglK (¢’'m) (Vﬂ"’/z

where 5
K
— <1
,yﬂa /2
for @’ > @ anda suficiently large.

Moreover, using the explicit expressions (85), (86), Len&a the bound
[VERI = VERI, o] < Cy™* (178)

at fixedn from Lemma 6.7, and a resolvent expansion one can show that

1 1
HY R -z HY R -2

<-C ( 1 ]1/2 [ﬁW'|”(m—l) —HWY n(m-l)] ( 1 ]1/2 (179)
T imZ | Yy _ ) DR P YD _ 2
where the right-hand side in (179) can be controlled in tesfr(478).
Furthermore, we observe that
1 1 Cigy™>r2
AW ™D _ 7 HY D || = [ImZ (180)

by operator estimates similar to those used to control (102)

Finally, for @’ > a anda suficiently large, the estimates in (177),(179) and (180) inthbt
the family of resolvents Y ™ — 21y is @ Cauchy sequence in the norm topology, which

concludes the proof. ]

We can now prove the second main result, namely the conveggefithe ground state vectors
¢pl7, asn, m — co with n = n(m).

Proof of Theorem 2.2 in Section 2.

(i) Define

6InK —1In _
Apmin = max{‘TM’ ,a’} . (181)
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For anyN > & > amin, letn(m) = &’'m. By Theorem 6.3 and Corollary 7.6 we can estimate

a’'m

lleeli™ — el Il < lgelp ™ = geli™ PN+ > lielry — el

I=a’(m-1)

, 12
CmK3m*1(7am ) ]

&l ’
<My T +a BT

3 m
m1 /2 13/2 o /2 K
oo G
n(m)

Due to (181) the tern&#ﬁm < 1 so that ¢plm )meav IS @ Cauchy sequence. We denote its
limit by ¢p|2. Finally Theorem 6.3 ensures that the veatglf? has norm larger tha%n.

(i) Let ELIX = limyoe E'[5 which exists by Corollary 5.4. By Lemma 7.7 and @[ is the
eigenvalue corresponding to the eigenvegig, of HY' [ Furthermore,

SpedHp'If) = Sped(Hzlp) < [Eply, ).

By the nonexpansion property of the norm resolvent convergéor self-adjoint operators
[RS81, Theorem VIII.24], this implies thatp| is ground state ofHY' | and E,[S is the
ground state energy.

m}
A Proofs of Lemma 3.2 and Corollary 5.4
Proof of Lemma 3.2Lety € D(H5Z). We start with the identity
(W, Heow) = (0, Helps) = (w, AHEIGY) = (. g@low) (182)

where
1 .
(W AHplgw) = <w, [5 ((BR)?+ (B'I)?) + By - Blg— (P— P") - By — B} - (P— P')] w>
= Re[ (v, (BI)*) + (Blgw Bl — 2((P - P")y. Blty)].
We denote the number operator of bosons in the momentum fangg by

NTH :=f dk bk)"b(k)
Bon\ B

and express the vectgre F as a sequence{);so of j-particle wave functiong’ e L3[R, C),
j = 1, andy® e C. Following [Nel64, Proof of Lemma 5] it is convenient to caer an estimate
of the following type
Re(y, (BI)?w) = Re((NIj + 3)"2y, (NI} + 3) *(BI)?w)
<IN + 3) 2y [ [|(NIG + 3) (B (183)
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We consider the two norms in (183) separately. FarRj let 1, (k) = 1,(/k|) denote the character-
istic function ofl. Schwarz’s inequality gives

_ 2
lNIg + 3)™2 (B |
< &g Zfdkl fdkﬁ J+1)(j +Z)w(k,+1)l/211[Km)(k1+1)w(kj+2)1/211[Km)(kHz)
j=0 Z| 1]]-[koo)(k|)+3
x [+ Ky ... j+2)|
= Clg4i fdkl c.. fdkp, (J + 1)(J + Z)w(k”l)l/zw(kl*2)1/2]1[K °°)(kJ+l)]1[K m)(k1+2)
j=0 Z| 1 Il[/<c><>)(k|) +1
X |W(j+2)(k1~-- j+2)|

S . o1
<ag' )] f dky . .. f dkjz(j + 1)(j + 2)3 [(€1:2) ey (Ki2) + @(Kji2) Loy (j12)] X
=0

[+2(kq . .. kj+2)|2

_ . (184)
1 Loy (k) + 1
for ann-independent and finite constant
CERPRCIAN
. 14 [k,00)
¢ :=| | dk k——"—
' U K 4 (k) @M ]
Using the symmetry we get
i+2 (i+2)
YAk +
(184)= gclz f dk; .. f dk“zZZw(mn[m)(km)' ,+2(1 .of
=1 mel 1 Teeo(k) +1
j+2
< dk dk;, M (e, ki)
gcl,of o f ”[. 1“’(@} St k)
<g'c, H Hf 1/2(//H :
For the remaining term in (183) we compute
(W, (NIg + 3)) < = (w Hiy) + 3. (185)
Moreover, we estimate
(. (P = P")BIRY)| < (P — Pl IBIGwII < V2IHECwIl IBI3wI (186)

where by the standard inequalitites in (39)

IBIgwl < lglcall(H )2yl (187)
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2]1/2

(. 00| < 2gics W1 ICH Y2l < Igics (0 Hoow) + (1 u9) (188)

for anmrindependent and finite constant
)1/2

holds true for am-independent and finite constant

Cz::(fdk k

Finally, using the standard inequalities in (22) again, wd fi

PE) Lok
K 1 w(k) w2

(K Lj0.9(K)
(fdk ‘p (k[;1/)2

Hence, forg| < 1 the identity (182) and the estimates (183)-(188) yieldabend

[, MM+ [, 0015w < 1l [ea w Heop) + 6 ()] (189)

for m and n-independent positive constarggandc,. For|gl < é inequality (189) proves the
claim. ]

Proof of Corollary 5.4.

(i) We note thaEj|, < <Q Holm > 72 and, furthermore, by applying Lemma 3.2 we observe
that for anye € D(HL2), ll¢ll =

0 < (1-lgica) (¢, Hpot) < (4, Hpln) + IQICo.
(i) First we study the casi < 1 where we follow a strategy similar to [CFP09, Section VI]:

Ep.ff— Epli = Inf [(v. (Hp-ofh, ~ HolR) + (v Hplte) — Rl

k2 I ’
= =K 1{¢. (P = P" + B + B'ID)¢) | + (o, Hplne) — Eplhy

> inf
llell=1
where the infimum is meant to be taken oyer D(Hl/z) N FIn, only. By the standard
estimates (39) we get
(¢, (P =P+ Bl5 + Blg)¢) | < (V2+ 29IO)lHz ¢l (190)

whereC does not depend amsinceB’|j can be seen to act to the left B and the integral
in (39) converges for ang € N U {co}. Using Lemma 3.2 it turns out th&, |, — Ebln, is
bounded from below by

k2 \/5 +2C|g|

inf LHLR o) + |glcy + (@, Hph o) — Ep|D
nf 1% Tk, (0. Helno) + laico + (o, Hplne) le}

k2 \/§+2C|g|
>|nf AJA+EpR +glc, + 2| =
[2 \/1 lolca Pim 19

|r;1; f(2)
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where , V3
k 2+2C
f) = g Y2 e gy + 4 (191)
2 V1-ldica
The infimum can be attained either#t= 0 or at4* such thatf’(1*) = 0, i.e.
. _ K (V2 +2Cig))? /1
=7 1. (Eplm + I9icp) (192)

Caset* = 0: Since

V2 + 2C|q|
f(0) > —|kl———= /E5ln + ldics
Vi-lge, ¥ 7

and, by claim (ii),

2 2

P
0 < Eply +ldicp < 5 Fldios < % +1gICp,

we obtain the lower bound

~ \/i+2C|g|(Pﬂx )__
f(0) > Ikl—\/rgICa 7 +0(19)) | = ~IKIPmax (1 + O(Ig))) - (193)

Casel* > 0: To evaluate

1(V2 + 2C|g))?

NS 0
f(ﬂ)—f(l—i 1-(dc ]_(EP|m+|g|Cb)

we consider that* given in (192) is assumed to be larger than zero. This im{iiat

K2 (1 (V2 +2Cig))?

Ny K - _e(t Kt
f(2") > 5 T-19% ]_ k(2+0(g))> |k|(2+0(g)) (194)

where we have used thit < 1.

Recall thatPnax = ‘—11 Therefore, taking the minimum of both lower bounds (193] é&194)
for |g| sufficiently small proves that, for all| < 1,

Eb_lm — Eplm > —clk, (195)
for anyc > %, and in particular foc = Cyg := %
For the casék| > 1 Theorem 3.1 implies:
Eb_ilm — Eblm = (Ep_dm — Eolm) + (Eoly — Epl) > Egly, — Eply (196)
> —Cve|Pmad = —CyelK, (197)

where the step from (196) to (197) is justified by invoking thsult in the casi| < 1, i.e.,
by replacingk = P in (195) .




162 A Electronic reprints

The Mass Shell of the Nelson Model without C§sO 52

(iii) Let Wiy, be the eigenvector correspondingggly, then we get

E; “+1<< Folm ® Q, [Hplp + AHL + go|S] ol ®Q>—< ol plo ol > pln
S VI AT Pl R ARk F’°||\IJ nll P
as well as
A P|“ Ll wiln
Epln _< P @ Q, [Hplh + goIT, ] —PM @ Q) = (P EL.
ISR [T P AR (RN T 7N P

B Transformed Hamiltonians: derivation of identities (85), (86)

and (92)
Derivation of identity (85).Let n,m € N. Recalling (6) we can start with the expression
1 2 1
Holl = 5 (P=P') + H' + SI(B)? + (B + B3 - By

- (P-P")-Bp- B3 (P~ P") +g0f.

This Hamiltonian can be written in the form
Hufy = 5 (P~ P~ B~ B5)" + H' + g0l% + Sey
where we collected terms acting in the ultraviolet region in
Spn = —% (IBlg.P—P']+[P—P". B3] + [BI5. B']).

The conjugation by,(VEL|r,) on these various terms reads

Win(VER[7) P Wi(VER[D)" = PT+ AD +cln

Win(VER[R) H Win(VERD)* = H + LD +Cln

Win(VERIR) @IS, Win(VERI)" = @ff, + CE)
Win(VERIm) Spn Win(VERIR)" = Sen

(198)

for
Lo f dk w(K) am(VERIR, K)[b(K) + b*(K)].

andAR c&n cm ct) given in equations (82).

Pm ~Pm > ~Pm >
Using these formulae we find

) 2
Win(VELIR) Hol™ Win(VELIL) = (P P — Al - By - B'fj - CKY)
+(HT+ LS+ Cld) + (g@lf, + CH) + S
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Applying the identity (79) we further have

P = VEL, + ([P + Blg + BR]),,, = VERI + (P" + AD + Blg + BYIf) +cly

W,

= VERID, + (TTp[) g + CEY (199)

Win¥p [,

so that we obtain
Win(VERIm) Hpln Win(VERIR)"

1 ) 2
_1 (VE’P|"m+ (PT 4+ AD + B+ B — (P +AD + By + B*|3))

2 >m #plh »m
+H + LD + Y 4 gl + CY + Spy
1 1__

= Erpmz + EVEF,|3,2

L VELD - ((Pf +AD +BR+ B — (P AD - B+ B*|3))
+H + LY+ + go + C(Ff;;‘) + Spp.
The transformatiohV,, was designed to yield the following cancellation
— VERIR - AD + L + g, = 0. (200)

Hence, using the abbreviations introduced in the beginafrgection 6, we finally arrive at the
form

4 ’ ’ ’ * 1 ’
HY N i= Win(VERIT) Hpll Win(VERI%)* = Erpmf +H - VELn P +CO +Relh,  (201)

By analogous methods as in [Nel64] for the ultraviolet regibcan then we verified that this
equality actually holds o®(Hp). m|

Derivation of Identity (86).From the definition oﬁ‘é"'l“m, we can write
HE'Ih = Wan(VERIT, 1) Win-1(VERIR 1)* [HE 1 + OOIR] Wana(VERI, 1) Win( VERIG, o)°
which by virtue of the formulae (198) as well as identity (20lves
~\ 1 po 2
HYIh =3 (Telyy + AD - AD +CED - )

+H + L~ Lpmy + C) - C(F‘,j’r;:‘_)l

’ f o A (n) ~(n) (kn)
= VEbln 1 - (P +Apm = Aot + Com — CP,nH)
+ g®|21 + C(PP,F:) - ng&?l + C(Pr,?ml + RPmFl

for

[y f dk w(k) am(VERIR, 1, K)[b(K) + b*(K)].
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Due to the cancellation (200) and
C(k”) C(k“) A (6‘(kn) C(Kn) ) ég),n) clen C _cln

Pm-1 Pm-1

we finally obtain
HY' P = _(rp|w1 +AD —AD L+ CEY -k 2+ HT - VEL, - PT+ CY) + Rell,
One can verify that this identity holds @(Hp). m|
Derivation of Identity (92).By definitions (84) and (88),
Lol = Telf s = (Melndyn | —(Tel); , + Tl — TTely,
so that (199) yields
Tplp, — Tel 4 = VERI, — VERIR o + ADL — AD + CXD —cln

One can verify that this identity holds @{(Hp). m|
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THE SPINLESS, ONE-PARTICLE Y UKAWA MODEL
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Abstract

We consider the one-particle sector of the spinless Yukaademwhich describes the in-
teraction of a nucleon with a real field of scalar massive begoeutral mesons). The nucleon
as well as the mesons have relativistic dispersion relgtibmthis model we study the depen-
dence of the nucleon mass shell on the ultraviolet ¢liho For any finite ultraviolet cut
the nucleon one-particle states are constructed in a bduredgon of the energy-momentum
space. We identify the dependence of the ground state enar§yand the coupling constant.
More importantly, we show that the model considered herefes essentially trivial in the
limit A — oo regardless of any (nucleon) mass and self-energy renamatialn. Our results
hold in the small coupling regime.
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1 Introduction and Definition of the Model

The Yukawa theory provides affective description of the strong nuclear forces betweersivas
nucleons which are mediated by mesons. The nucleons as svieamesons have relativistic
dispersion relations. It is well-known that the Yukawa ttyes plagued by ultraviolet divergences,
and so far the fully relativistic model has only been coratzd in 1+ 1 dimensions; seell] and
references therein for the details.
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In this paper we consider a toy model of the Yukawa theoryerrefl to asspinless, one-
particle Yukawa modebbtained by neglecting pair-creation and spin, and weicesihe analysis
to the one-nucleon sector. In order to yield a well-definechitanian for this model one usually
introduces a cut4 which removes the problematic meson momenta from the ictieraterm
above a finite threshold energy While for non-relativistic situations one may argue thatieoff
A of the order of the nucleon rest mass should render a satigfyiedictive power of the model, a
finite cut-df is not justified in the relativistic regime. Though the modeldeal with is a caricature
of the relativistic interaction between nucleons and mssae address the mathematical problem
how to control the model uniformly iA beyond perturbation theory.

More specifically, we analyze thefect of self-energy and mass renormalization in the limit
A — oo. Itis a common hope that at least for non-relativistic QEB,, ifor the Pauli-Fierz
Hamiltonian, the ultraviolet cutfdcan possibly be removed by introducing a suitable mass and
energy renormalization; se&J. The believe is that, in contrast to classical electrodyita where
the electron bare mass is sent to negative infinity, in néativéstic QED the bare mass should
tend to zero ad — oo to compensate for the growing electrodynamic mass. Oultsestuwow that
because of the relativistic dispersion relation of the eaclthis is not the case for the spinless,
one-particle Yukawa model. Namely, in a neighborhood ofdhigin of the (total) momentum
space and for small values of the coupling constant, we lestiatwvo goals:

1. We identify the dependence of the ground state energy and the coupling constagt

2. We show that the nucleon mass shell becomes flat in the Ami# co up to corrections
estimated to be)g_)o(|g|%), irrespectively of any scaling of the (nucleon) bare masse.,
m= m(A) > 0.

Our analysis is based on a multi-scale technique which wealalged in [L2] to treat the infrared
divergence of the Nelson model, and which was recently réfing¢1] to simultaneously control
the infrared and ultraviolet divergences of the same modkel .extend this multi-scale technique
further and apply it to the spinless, one-particle Yukawalaelo

It is interesting to note that for this model the self-enedigerges linearly foh — « as it is
the case for its classical analogue.

Definition of the Model.  The Hilbert space of the model is
H = L2R3,C;dx) @ F(h),
where¥ (h) is the Fock space of scalar bosons
Fh) = PFo, FO:=c, Fi=:= (Oh, h:= L2(R3,C; dK)
j=0 =1

where® denotes the symmetric tensor product. &@d, a*(k) be the usual Fock space annihilation
and creation operators satisfying the canonical comnartaélations (CCR)

[ak).a@]=dkk-a),  [ak).a@]=0=[aK.a(@], VkqgeR>
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The kinematics of the system is described by: (a) The positiand the momentunp of the
nucleon that satisfy the Heisenberg commutation relatiqiy The real scalar fiel® and its
conjugate momentum.

The dynamics is generated by the Hamiltonian

HIY := Vp2+ m2 + H' + g2 (X) Q)
where:
e mis the nucleon mass;
e g€ R is the coupling constant;
.
H = fdkw(k)a*(k)a(k), w(K) = w(K) = VK2 + 2,
is the free field Hamiltonian witjp being the meson mass;

e the interaction term is given by

; 1 1
DM (X) 1= g2 (X) +8* M (%), |ﬁx::f dkp(k)a(k)e, K= ————
(3 =l (N +¢" (X Pl (%) s, p(K)ak) p(K) 2 2w((l§))
for 0 < «x < A, and for the domain of integration we use the notafiyn= {k € R3| |k| < o}

for anyo > 0;
e We use units such that=c=1.

Note that forA = oo the formal expression of the interactidr(x) is not a well-defined
operator orH because the form factan(k) is not square integrable. It is well-known (see also
Proposition 1.1 below) that for & x < A < oo the operatoH|? is self-adjoint and its domain
coincides with the one dfi©@ := /p2 + m2 + Hf

We briefly recall some well-known facts about this model. Tdtal momentum operator of
the systemis

Pi=p+P :=p+ fdka*(k)a(k) 3)

whereP' is the field momentum. Due to translational invariance ofspgem the Hamiltonian
and the total momentum operator commute. Hence, the Hifipexte/{ can be decomposed on
the joint spectrum of the three components of the total mdomemperator, i.e.,

‘H:ﬁdP‘Hp

hereHp is a copy of the Fock spacg carrying the (Fock) representation corresponding to anni-
hilation and creation operators

b(k) := a(K)e, b'(K) = a'(K)e ™.
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We will use the same symb@T for all Fock spaces. The fiber Hamiltonian can be expressed as

Hpl® := V(P - P2+ + H' + go*
where
S S . O )
BA\B
and
H@i[WwMWMM@ szfmwﬁwum

By construction, the fiber Hamiltonian maps its domainHp into Hp. Finally, for later use we

define
HO = HRwe 4+ KT, Hp* = V(P - P2 + e,

We restrict our study to theodel parameters
1
m> 0, u>1 O<lg <1, O<k<l<A<oo, O<Pmax<§, IP] < Pmax

The choiceu > 1 andPp,o«less than one is only a technical artifact of the crude esérfid) in the
proof of Lemma3.1which provides an easy spectral gap estimate in Ler@@#at we employ
in the multi-scale analysis.

Concerning previous results on the spinless, one-paiigt@wa model we refer the reader to
[2, 3, 4, 14]. In [2] Eckmann considers the spinless Yukawa model without aiation with a
regularization of the meson form factor. In contrast to dwice given in ) the interaction term
in his Hamiltonian is given by

) n'(p - K a' (k) n(p)
V(o= R+ 12720 + i + 12

wheren*(p) andn(p) denote the nucleon creation and annihilation operatdris implies that the
Hamiltonian renormalized by means of a mass operator (fiaildesee 2]) converges in the norm
resolvent sense & — oo. Furthermore, in%] the one-particle scattering states are constructed in
the small coupling regime. Also Fréhlicd][studied the spinless, one-particle Yukawa model but
with the meson form factqﬁ%, for which he showed that the Hamiltonian including a lotfamii-
cally divergent self-energy renormalization constant é&lwdefined in the limitA — oo and that
the nucleon mass shell is non-trivial.

The behavior of the ground state energyfor o has been addressed 0] and [6] for non-
relativistic and pesudo-relativistic QED models. In pautar, in [10], for the relativistic dispersion
relation the electron self-energy has been proven to oblegdme type of dependence Aras in
our model, but without the restriction to the small coupliagime. Perturbative mass renormaliza-
tion in non-relativistic QED has been addressed7in Furthermore, mass renormalization based
on the binding energy of hydrogen has been discussed in mofiguantum electrodynamics in
[9].

We also want to mentior8] for a recent application of the iterative analytic peratibn theory
to the so-called semi-relativistic Pauli-Fierz model tleusses on the infrared corrections to the
electron mass shell.

dp
|PLIKIIp—KI<A
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Notation.

1. The symboC denotes any positive universal constant and may changalite from line to
line.

2. The components of a vectoe R3 are denoted by = (v, Vy, V3).
3. The barg|, ||-|| denote the euclidean and the Fock space norm, respectively.

4. The bracketg., ) denote the scalar product of vectorsfin Given a subspack C # and
an operatoA on ¥ we use the notation

Al = 1A T Kl -

P

5. A hatover a vector means that the vector is of unit Iength,@e; T

6. For two vectorg, y we writey || y if they are parallel ang L y if they are perpendicular.

7. We denote the spectral gap of a self-adjoint opefdtoestricted to a subspadé c ¥ with
unique ground stat® and corresponding ground state enefglyy

Gap(H | k) := infspec(H | )\ {E} - E = m <w, (H- E)@

where the infimum is taken over the domaintbft K.

8. We use the short-hand notatigni¢ defined in 4))

b
. Ay™
Heni=Helty 0= 00, fdk:f dk
a Bp\Ba

2 Strategy and Main Results

1
of the cut-df A. Note however that unless the coupling consigig of order(%)2 one cannot

fineness parameter
% <y<1l 4

Neumann expansions uniformly ikn With respect to this slicing we define the Fock spaces:

Our computations are based on von Neumann expansion fosroitlae ground state of the Hamil-
toniansHp|* by iterative analytic perturbation theorghat means by a multi-scale procedure that
relies on analytic perturbation theory. Indeed, in ordestiedy theA-dependence of the mass
shell, we need to construct the ground states for a fixed an&zam value of) that is independent

add the full interactiorg®|* to the free Hamiltoniarh-lg’) in a single shot of perturbation theory.

Therefore, instead of adding the interaction in one shottved do many intermediate steps in the
expansion by slicing up the interaction term of the Hamilorinto smaller pieces, namely slices
corresponding to momentum range@g[-, Ay") that can be made arbitrarily thin by adjusting a

It turns out that in this way one can maintain control over toavergence radius of the von
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Definition 2.1. Forn € {0} U N, we define the Fock spaces

F 7 (L?(%%,C; dK)).
Fo = F(L2(R3\ Bap. CrdK)),
Fivt = F(L(Baer \ Bayn, C dK)).

In all these Fock spaces we shall use the same syfboldenote the vacuum. For a vectpin
Fn-1 and an operatoD on ¥,_; we shall use the same symbol to denote the vegt®rQ in 7,
and the operatd® ® 11 OnFp, respectively, wheré -1 is the identity operator o 12 (e.g.,

fAAyH dkp(K)b(K) I Fn = fAAym dkp(K)b(K) ® 1£r-1).We adapt the notation for the Hamiltonians

Hen = Hel o = V(P— P2+ mP+ H' + ngAn dkp(K) (b(K) + b*(K)) .

and note

Ayn—l

Hom = Hens + GO0L O =gl e g ot f dkp(KID(K).
A

,yﬂ
Furthermore, for simplicity of our presentation we keeprerared cut-&
K= AyN =1,
and in the following, for fixed\, the fineness parametgmwill be chosen in such a way that

InA
N =
“iny (5)

is an integer. Note that by constructiok1Ay" < AforO<n < N.

Remark2.2. We warn the reader that, though it is not explicit in the riotatthe definitions ofF,
andHp, areA—dependent as well as for other quantities introduced lat¢eq.,Epp, Wer).

We introduce:
Definition 2.3. For P € R® and integers & n < N we define the ground state energies
Epn = inf spec(HF’,n r Tn)~

The desired expansion formulas are a byproduct of the agstgin of the ground states of the
HamiltoniansHpn [ #n, [Pl < Pmax At the heart of this construction lies an induction argutnen
Suppose that:

0] At step f1 — 1) the vectolP'p_; is the unique ground state of the Hamiltontdpn_1 |
Fn-1 With corresponding ground state enefy, ;.

(i) For some’ > 0 the spectral gap can be bounded from below by

Gap(Hpn-1 I Fn-1) = {w (AY").

6
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Given the assumptions (i) and (ii) we can derive the impiicet reported below.

1. In Lemma3.3we show through a variational argument that

Gap(Hpn-1 1 Fn) > {w (AY").

2. Next, we justify the Neumann expansion of the resol\@h% in terms of
slice interactiorHp,, — Hpp-1 for ze C in the domain deflned by

> and the

%{w (Ay”*l) < |Ep,n—1 - ZI <lw (Ay"*l)

by a direct computation; see Lemr@al. We find

1 12 1 12
P E— ot (7) <Cldl
(HP.n—l - Z) 9% Hen1-2) || g

uniformly inn and inA. The reason for this is that we add interaction slices siguftiom A
down toAyN = 1 in decreasing order so that the contribution of

o 1 1/2
e (]

is compensated thanks to the spectral gap estimate anddkercHomain foz which gives

1/2
HRn—l_ Z .

. Finally, Theoren8.6 ensures the existence of a unique ground state

1 dz
Yoni= —— —‘I’ _
PN i Séﬂn Hen — Pn-1

0w

of the HamiltonianHp, [ #, by analytic perturbation theory for ficiently smallg| uni-
formly in n andA < oo, where the contourp, is appropriately chosen arouttt},,_;; see
Definition 3.5.

< Clgl (A1 - 7)™
Fn

(i)

1 i
~(Hen - HP,n—l)m] Wpn1 (6)

. Furthermore, another variational argument guarariiggs< Epn-1 and, hence, by Kato's
theorem
Gap(Hpn I F7) 2 {w(Ay™?).

Along this construction we gain the expansion form@pdf the ground stat®p, in terms of the
previous ground statép,,_; for each induction step. The above induction is based orotlefing
well-known results:
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Proposition 2.4. For P € R® and any intege0 < n < co the Hamiltonians 3, Hf, HS’), Hpn
acting onf are essentially self-adjoint on the domair@l-ﬂfz)o) and bounded from below.

Theorem 2.5. For P € R® and integers < n < oo the ground state energies fulfill
Epn > Eqp. ©)

The inequality in 7) is due to p].

Remark2.6. We remark that the construction of the ground state can béeimgnted fory arbi-
trarily close to 1. This feature of our technique will be dal¢o derive the results on the limiting
regime, as\ — oo, of the ground state energy and of thEeetive velocity stated in Theorenm.7)

and @.8), respectively. Indeed, by it allows us to control any error term that can be bounded by
O(N(1 - y)***) with & > 0.

Main Results. As a direct application of the established expansion foasuwe can bound
the ground state energy from above and from below. The boar&sharp in the sense that they
identify the order of dependence of the ground state enenghe ultraviolet cut-& A and the
coupling constang:

Theorem 2.7. Let|g| be syficiently small andP| < Pmax. Define Ex = infspe({lekA). There
exist universal constants > 0 such that for alll < A < it holds

VP2 + 2 — g?bA < Epp < VP2 + 2 — g?aA (8)
The proof will be given in the end of Secti@n

In our second main result we give an estimate of tiieative velocity of the nucleon in a
one-particle state:

Theorem 2.8. Let|g| be syficiently small andP| < Pnax. Then, there exist universal constants
¢1, C; > O'such that the following estimate holds true

OEpN Pl
aP; [P2 + m?]"?
The proof will be given in Sectiord). A direct consequence of the bound 8) (s

-g’c

lim sup_1 + Cylg*?, i=123 9)

OEpa
P
In order to interpret this result consider that in the fregec&e.g = 0, one finds

9Epa
P

< Clgl% (10)

lim supy e

|Pil
VPZine

Therefore, Theorerf.8 states that if the interaction is turned on, even for an &by small but
non-zerolg|, the absolute value of the gradient of the ground state griggreases to an order
smaller or equal t¢g|*? in the limit A — co. The physical interpretation of this result is that the
mass shell essentially becomes flat and the theory trivigdédimit A — co. Moreover, our proof

8
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shows that not even a suitable scaling of the bare masani=m(A) > 0, may prevent the mass
shell from becoming essentially flat.

A crucial tool for the above results comes from the non-pbetive estimates that we derive
in Theorem 8.7) and Theorem3.8), respectively:

aAy" M (1-y) < <@P,n—1s ol o ¢*|271@F’.nfl> <bAY"H(1-7), (11)

Pn-1— EPA,n—l

1

2
a(l-y) <apliti= <\PF’,n—1s ¢|ﬂfl(m) ¢*|ﬂfl‘l’an71> <c(l-v) (12)
- -

which hold for some universal constants<a < b < 0, 0 < ¢; < ¢; < 0. In order to get the
bounds in 11)-(12) we make use of the spectral information obtained duringctirestruction of
the ground states.

The strategy of proof in Theore8 consists in re-expanding back the vectors in the matrix
element yielding theféective velocity. This means that, iteratively, the matiereent

— = _ (9ERn L l:)i - Pif
<‘PP,n, Vi(P)‘PP,n> = Vi(P) = m
will be expressed in terms of:
1. The analogous quantity on scale 1, i.e.,
<@F{,n—1, Vi (P)@F’,n—l> (13)

2. The scalar products

Appy = 92< ¢7*|2_1@P,n—1s Vi(P) ¢*|R_1@Rn—l>

HP,n—l - EP,n—l HP,n—l - EP,n—l

and

— 1 1 — —
Bpn-1 1= 20°R (Qp -t W1, Vi(P) e
Pn-1:= 29 ‘R< Pl Ep’n,lqj " Homao EF’,n—1¢ In ~¥en-1. Vi(P)¥pn-1

Whereéﬁ,nf1 is defined in equatior2d).

3. Aremainder that can be estimated tock{g|*(1 — y)?).

The hard part of our proof is showing that some a priori essmanAp,,_; andBgp,,_; hold so that
they shall not be re-expanded like the leading tet3) put their cumulative contribution can be
estimated to be of ord¢g|% as in @). Two substantially dferent arguments are devised to control
AP,n—l and BP,n—l:

e As for Ap_1, due to the velocity operatdf;(P) we can show summability in after con-
tracting the boson operatagy|n-t.
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e As for Bpp-1, by exploiting the presence of the orthogonal projecﬁl‘j_tgfl and a suitable
one-step, gdependenbackwards expansiowe can improve the crude estimat¥g?(1 -
v)), that follows from the operator bounds derived in SecBdoy, at least, an extra factor
lglz.
The product of the cdBcients{(1 — g?apl)}1<n<n that are generated in front of the leading term

(13) at each step of the re-expansion gives rise to a dampingrfaounded above b&rgz‘:l asy
tends to 1.

3 Construction of the One-Particle States

We begin our discussion with the construction of the grouates corresponding to the Hamilto-
niansHe;, | Fn, 0 < n < N. This construction is based on an induction completed iroféra3.6.
Next, we collect helpful estimates and expansion formulaikvalso will be used frequently in
Section4. This section ends with Lemn#8 where we derive some upper and lower bounds on
the ground state energies.

The first lemma provides some a priori estimates on the gretete energies. In particular
claim (iii) of Lemma3.1will be crucial for the gap estimate in Lemma3.

Lemma 3.1. For P € R% and any intege® < n < N supposéPp,, is the ground state of g} | %,
and B, is the corresponding ground state energy. Then:

(i) Epns1 < Epp.
(i) —g?CA < Ep, < VP2 + 2.
(i) Yk € R®, Ep_yn— Epn > —|Plw(K).
Proof.
(i) By definition of the ground state energy we can estimate

(Por, [Hont = Honl Wor)  {Fen GO, ¥en)
(¥, Yrn) (Fpn Pen)

EF’,n+1 - ERn <

(i) It suffices to observe that

Epyn < <\’I7pp, HRn@F’,0> = VP2 + I'T]2

and

A A )
0< m+f“dkw(k)( §+g%)(bk+ %):Hp’”ng“dk%
where

A k)Z
2 dk'(L < g°CA.
g f (g =9

10
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(i) Inequality (7) implies

Ep_kn — Epn = Ep_kn — Eon + Eon — Epn = Eon — Epn

and
<\P0 ns [HOn - HP_n] \IJO n> <\P0~”’ [HSUC B HSUC] \Ijo‘n>
Eon—Epn2z —— = = > —|P| > —|Plw(K
on Pn (Pom ¥or) (Pom Pony [P [Plw(K)
(14)
because
” VP21 2 - \(P—PTy2 + mZH <P
andw(k) = k% + g2 with u > 1.
m]

In our construction we shall single out two parameters neé¢aleontrol the gap of the Hamil-
toniansHp, I Fn, 0< N < N:

Definition 3.2. Defineg < 6 <  and{ > % such that
1-6—-Prax><.

Later the following lemma will be invoked from the main indiea in TheorenB.6to provide
the gap estimate that is used in the inductive scheme.

Lemma 3.3. Let|P|] < Ppaxandl < n < N. Assume:

A(i) Epn-1 is the non-degenerate ground state energy ef l | #,-1 corresponding to the
ground state vecto¥p,_;.

Ail) Gap(Hpn-1 | Fn-1) = Lw (Ay").
Then:

C(i) Epn-1is the non-degenerate ground state energy gf_H | ¥, corresponding to the ground
state vectolp,_; ® Q.

C(ii)
Gap(Hpn1 1 ), inf (@ (Hen1— 0H'N! = Epnoa) B) > Lo (AY")
p=yen

where the infimum is taken overe D(H,(DO)) such thaty € F,_; andn € F|°-! contains a
strictly positive number of bosons.

11
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Proof. A direct computation using A(i) shows th#p, ; ® Q is eigenvector oHp,_1 [ ¥, with
corresponding eigenvalugs,,_;. SinceH'|"! is a positive operator one has

inf <a, (HP,n—l - EP,n—l)@ > inf o <Z/3, (Hp_n_]_ - erln_l - EP,n—l)@) ) (15)

¢LW¥pp10Q ¢L¥pn-18®

we subtract the terréiH |1~ for a technical reason which will become clear in Lem3oé
Now, the right-hand side oflf) is bounded from below by

H H — fin-1 —
min {Gap(HF’.n—l M Fn-1), ¢|:T;,7 <‘ﬁ, (HP.n—l —OH [~ EF’,n—l) <ﬁ>} , (16)

wherey € 7, 1,7 € 7L,y @ belongs tdd(HY), andy is a vector with definite, strictly positive
number of bosons. For a vectpiith | > 1 bosons we compute

inf <¢ (HP.n—l —gHPt - ERn—l)¢>

e=yen
|
2 inf <$ [HPZ'j_lkJ.nl +(1-0) Z w(kj) - EP,nl] $>

B x//,Ay”SlkJ |5Ay"’1 =1

|
> inf [EP—z'llkJ.n—l —Epn1+(1-6) Z w(kj)J .

V/,Ay”ilkl |§A7"’1 =1

Furthermore, Lemma.limplies

w(k).

|
EP—Z'Flkj.n—l — Epn-12 —Prax
j=1

Hence, by Definitior8.2the inequality

inf (@, (Hea1— 0H'IN = Epn1)B) 2 {0 (AY")

p=y@n
holds. Now by A(ii) we also get

(16) 2 fw (AY"). 17

From the estimate in equatiofiq) we can conclude th&¥p, ; ® Q is the unique ground state of
Hpn-1 | Fn with eigenvalueEp,,_; and

Gap(Hpn-1 I Fn) = {w (AY").

This proves C(i) and C(ii). m|

The second ingredient needed for the main induction in Téra@&:6is a control of the resol-
vent expansion of the Hamiltonians:

12
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Lemma 3.4. Let |g| be syficiently small andP| < Pnax. Suppose further that fat < n < N
Epn-1 is the non-degenerate ground state energy ef l [ #n-1 corresponding to the ground
state vectoi¥'p,_; and that

Gap(Hen-1 [ Fn) 2 {w (AY"). (18)

Then, for ze C such that
1
(e (Ay™) < |Epns - 4 < Co (A™?),

the resolven;# is a well-defined operator off,, which equals to

1 S 1
- —got——
HP,n—l_ijzo[ 9%l Hpp1 -2

| 19)

Proof. We start with the estimate

( 1 )1/2 1
HP,n—l -2

- B Vdist(z speHpn-1 | Fn))

2 c 1/2 c 1/2
< |max , <|l—
( {§w (Ay™h) fw (Ay") = {w (AV””)}) (4/\7”*1(1 - 7))
where we made use of the assumptionli&) ( Next, we estimate

1/2 1/2
T GU 1Y
n HP,n—l -7 n z 7

HP,n—l -
The operator$i ™! andHp,,_; commute, and we may apply the spectral theorem and Le@gna
in order to get

(Hf|n71)1/2 1 12
n Hp,n,l -Z

In consequence, we can estimate

) o )
Hpn1 -2 " Hpp1-2

Sincey > 1,7 > 1 andg > % the coupling constang| can be chosen independentlyrofand of
A) such that

1/2

<lgiC[Ay" (1-) (20)

Fn

n

<072

(Hfln—l)l/2 1 v
n Hp_n,l—erlﬂfl—Z+ GHf|271 -

n

Fn

< lglC(gy?) o2
fﬂ

lgIC(eLy?) ™ < 1

which implies the convergence of the power series on thd-hghd side of 19) and, thus, the
claim. m|

We will now prove that the vectors in the following definitiare the unique, non-zero ground
states of the Hamiltoniartdp, I' ¥, 0 < n < N. (We warn the reader that the spectral projection
in (21) will be shown to be well defined in Theorednb.)

13
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Definition 3.5. For 1< n < N we define

1 dz 1 e
Qpni=—5- ﬁ T ' Tpni= {ze c' |Epni-7 = ng(/\y 1)} (21)

and recursively
lPRn = Qp’nl{"p.n,l, \PF’,O = Q. (22)

Note that¥p,, are in general unnormalized vectors wWit#p,|| < 1.
Theorem 3.6. Let|g| be syficiently small andP| < Ppax FOr0 < n < N it holds:

(i) Wen is well-defined, non-zero, and the unique ground state veétblp, | #, with corre-
sponding eigenvalue
ERn = inf SpeqHP,n r ﬁ)
(i) Gap(Hpn I F2) > {w (Ay™?).

Proof. A direct computation shows that the claim holdsfiot 0. Let us assume it holds for— 1
withO<n-1<N-1:

1. The assumptions allow to apply Lem®&which states that

Gap(Hpn-1 I Fn) = {w (AY").

2. Hence, Lemma&.4ensures that fdg| small enough but uniform in (and inA) the resolvent

o0

1 1 17
HRn_Zrﬁ—Hm_zZ[ gop HP‘M_Z] I Fo

=0

is well-defined for 1
E{w (Ay"*l) < |Egn,1 - Z| <{lw (Ay'”l) . (23)

3. For|g| small enough but uniform in (and inA), ¥p, defined in 22) is non-zero. Indeed for
0<n< NandzeTlp,we have

E—
HF’,n—l_Z n HRn—l_Z

because forin the domail's, defined in 1) we get

e (5
Hpn1 -2 . BRVIVA

that we can combine with the bound 20j. By Kato’s theorem we can conclude that it is
the unique ground state bfp, | #, with corresponding ground state eneipy,.

<Clgl(1-y)"?

Fn

14
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4. Lemma3.1(i), Kato’s theorem, and the domain nfiven in 23) provide the estimate

Gap(Hen | Fa) 2w (Ay™).

]

Next we provide expansion formulas which will be used freglyein our computations in
Sectiond.

Theorem 3.7.Let|g| be syficiently small andP| < Pax For 0 < n < N the following statements
hold:

(i) The following equality is satisfied:

1 e
B gm¢ I Wpn1
n— n—
~ 1
2L n-1 #N—1
+0°Q ¢’ln " Fen-
g P Hpn1 — Epnt " Hpn1— Epnt ¥t
~ 1 1
2L * -1 *N—1
+0°Q Yo
g P Hpn - EP,n—1¢ I Hpp-1 — EP,n—l¢ InFen-1

- " Qeratly ¢l Wen1+0(10P(1 - 7)*?)

2
(HRn—l - EF’,n—l)

for
1

2ni
wherelyg, is the identity operator off,.

— 1 — —
QP,n—l = é dzm I Frs Qén—l = Ilﬁ - QP,n—l (24)
Pn Ol

(i) The norm of the ground state vectors fulfills the relatio

2

[Eenl* = (Fon Pon) = (1 - Pl ™ + O (161*(L ~)*2)) [ Fona] (25)

where

2
aplft = <‘I’P,n_1,¢|ﬂfl (m) ¢*|:7llllp’n_1>.
n— n—

(iii) There exist universal constan@s< ¢; < ¢, < o such that

al-y) <aplit<c(l-7).

Proof. Claim (i) can be shown by a direct computation using Definic. Likewise claim (ii)
follows from Definition3.5by exploiting the relation

(¥pn, Ppn-1)

Wen = Qpn¥pn-1 = Wom P
Pn» TPn

\PPﬁn

15
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that holds by construction.

Next, we prove claim (iii). The bound from above is obtaingdibing the pull-through formula
and Lemma.1(jii), i.e.,

oo . 1 PR
aplpt = <‘PP,n—1a Pln 1(prn_l - EF’,n—l) ¢l l\pF’,n—1>

Ay"1 e 1 2,\
= dk k2<‘i’ _,( )‘P _>s—CIn <c(1- 26
L e e e e y<e(l-y) (26)

for an appropriately chosen constagtrecall that% <y<1l
With respect to the bound from below we consider the speotqalesentation for the self-
adjoint operatoHp_y -1 + w(k) — Epn-1 and define the spectral projections
X (K) = X(0().+00) (Hpkn-1 + W(K) = Epp-1), X (@) =1g, —x* (@)

wherey s..+0) IS the characteristic function being one on the interval(i, +c0) and zero oth-
erwise. We also define the function

1
Hp_kn-1 + w(K) = Epn1

09 :=p<k)2<@p,nfl,( ) (09 +x*<k)>@p.n,1>

that we study for two complementary cases:

— 2
(@) Inthe cas#,y*(k)‘l’p,n_1| < 3 we get

5 1 e p(K)?
f(k) > k2<*k'{’ _,( ) ~(KY¥ _>z—. 27
(92 o0 (6 00Fons | o= | ¢ WFena) 2 g0 @D)
—_ 2
(b) Inthe other case, i.eﬂy*(k)\l’gn,l' > % we start with the trivial inequality
f(k) > (k)2< 1 ¥ *(K) 1 7 > (28)
=r Hp_kn-1 + w(K) = Eppa Pn-1:X Hpkn1+@(K) - Epna "
and consider the resolvent formulas
1 _ 1
Hp_kn-1+w(K) —Epn-i Hppe1 + w(K) — Epna
1 1
- Ap(K 29
Hen-1 + w(K) — Epn-1 ol )HP—k,n—l + w(K) — Epp-1 (29)
and
1 3 1
Hp_kn-1 + w(K) = Eppy Hppo1r + w(K) = Eppa
1 1 (30)

- Ap(K
Hp_kn-1 + w(K) = Epn1 2 )HP,n—l + w(K) — Epp-1

16
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where

Ap(K) 1= V(P —k=PNZ+n¥ — (P~ P)Z+ ¥

Then we apply the expansions 28] and in B0) to the resolvents on the left and on the right
in the scalar product oP@), respectively, and get

_ 1 1 —
f(k) > p(K)? (Ppn_1, (K Yo
02 o0 (Too s o= O g B )
—~ 1 1
- 2Rp(K* Pen_1, Ap(K x
# < pn-t Hpn-1 + w(K) — Epn1 pl )HP—k,n—l + w(k) — Epp-1
1 —
X x (K Yoo
A e 1>
+ p(k)? <@ P(k) 1 Ap(K) 1 2@ > (31)
P i Hpkn-1 + w(K) — Epns ) Hpn-1 + w(K) — Epn-a Pt
Note that
lAR(K)I < IK]
so that neglecting the last positive term 81 we get the estimate
PRI e (7P 220K v
(02 0 e W%en| - 0 [ 00Fens
PR o | [ — 2 B 2V2K7
zw(k)zl)((k)\yp,n,lj 575> T 1mr - @

Combining the bound{) and 32) we obtain

Ayt = 1 2
dko(K)* { ¥Ye -1, Yo, 1)>-Clny>cy(1-
[ L dow < - (Hp,k,n,ﬁw(k)—Ep,m) o > y=al-y)

that gives the bound from below erp|"~! for an appropriately chosen constant This together
with the bound from above2g) proves the claim. m]

With the help of these expansion formulas we get upper andritaunds on the ground state
energy shifts:

Lemma 3.8. Let|g| be syficiently small andP| < Ppax. For 1 < n < N the following holds:
0}
Epn—Epn1 = —AEpl;'+0(lg*A(L-1)*?), (33)

AEpF = 92<@P,n71,¢|271 ¢*|271@Rn—1>~

HRn—l - EP,n—l
(i) There exist universal constantsta> 0 such that

g’aAy" M (1-y) < AEpl " < g?bAY (1 - ).

17
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Proof. Claim (i) follows from the expansion formula of Theoreh¥ applied to

-1
(¥en [Hen = Hena] Pen1) <\PR”’ goI; ‘PP*”‘1>

S~ Bene= (Wen, Yen-1)  (Yen Yen1)
Next, we show claim (ii). The bound from above follows by wsthe pull-through formula,
ie., e ~ . -
ABpl =" fAyn dko(k)* <IPP’"_1’ Hp_in-1 + w(K) - Ep,nfl\yp'n_l> 34)

and the estimate

Ayn—l . 1
¢ [ dkp(k)2<%,n_1,
Ayn

Hp_kn-1 + w(K) = Epna

@p,n_1> <fbayiA-y).  (35)
that uses Lemma.1 (iii). The bound from below of34) can be shown by a similar argument as
in (iii) of Theorem3.7. Therefore we omit the proof. m|

The established upper and lower bounds given in LerBr@anable us to prove the first main
result.

Proof of Theorem 2.7. Using (i) of Lemma3.8we find

N
Een = Epo— ) AEpl ™ + O(NIgi*A(L - 7)"?) ,
n=1

where by constructio&pg = VP2 + ne.
The inequalities in (ii) of Lemm&.8imply

N
Epn < VP2 + P - g?aA(1-7) )| ¥ +gI*CAN(L - 7) (36)
n=1
as well as N
Epn > VP24 1P - g?0A(1-7) ) »" ™~ 1gI*CAIN AL - 7). (37)
n=1

Notice that by the same argument used in Len3m3@ne can conclude th&py = infspec(Hp,N P ?',-)
forall j > N. SinceN = _"}—nAy and the estimates ir86) and @7) hold for y arbitrarily close to 1,

they imply the inequalities ing). m|

4 The Effective Velocity and the Mass Shell

In this last section we provide the proof of Theor@r8, the starting point of which is the expres-
sion of the first derivative of the ground state enerdigs that follows from analytic perturbation
theory inP as stated in the proposition below:

18
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Proposition 4.1. Suppose k, is the non-degenerate isolated eigenvalue correspondiniine
ground stateélp,. Then, the equation

OEpn T 7 . Pi— Pif

P (‘PP,n, Vi(P)‘"PP.n> , Vi(P) = m (38)
holds true for components4 1, 2, 3.
Proof. See Lemma 3.7 ird]. m]

In order to control the scalar product i88) the following definition will be convenient:

Definition 4.2. For eachAy™! we consider the energy level

n-1

min{A, Agﬁ } O<e<12, (39)

andl € N U {0} such that .
ne

. A
Ay < mln{A, ;f } <Ay,

We define
n-1 .= A7| . (40)

(1]

The energy scalg,_; will be used in a convenietiackwards expansido gain a certain power
of |gl in some estimates. From now on, we use the notation

Hez, , := Hel} Wpz,, 1= Wp).

n-1°
The following lemma gives a justification for this type of exysion:

Lemma 4.3. Let|g| be syficiently small|P| < Pyay and0 < € < 1/2. For ze T'p_; the bound

1 1/2 _ 1 1/2 ¢
_ ot | — <lgPC, 0:=1-—, 41
(prsn—l - Z) g |Aynil (prsn—l - Z) lgl 2 ( )
Fn-1
holds true. Consequently, the expansion formulas
\I"(s,?:ll) = Qpn-1¥rz, 4
1 dz
G- i
Pn-1 2 P Hona -z I Fna 42)
1 56 dz < [ - 1]
=-5= I QO | | Fn-
2ni pn-1 prsnfl -z ]Z(; Ayt HPEn—l -z "t
hold true and ~
IS > (1- O(gl™)IPes, . (43)
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Proof. With the help of Lemm&.8we infer the bound

< CgE, 1. (44)

|Epn-1— Eez,,

Hence, by the definition &&,_; in (39) and 0< € < 1/2, |g| can be chosen ficiently small but
uniformly in n such that both ground state energigs,-; andEpz,_,, lie inside the contourp, ;.
We estimate

1 1/2 _ 1 1/2
su _ o5 | ——
zerp,fl (HP,EH - Z) Il (HP,EH - Z) e
n-1
<2gl sup ( = )1/2 sup ||gf3 ( L )1/2
- zelpn-1 HPvEn—l -Z . zelpp-1 At HREn—l -z For
A similar computation as in Lemnta3gives
Gap(Hpz, ; I Fn-1) = {w (AY") (45)
such that for sfiiciently smalllg| one has the bound
1 1/2 c 1/2
- < 4
(HP,EM - Z) B (/\7") (40)
(anl

by using inequality (i) in Lemm&.1 Furthermore, one can bound

12 1/2
‘ o ( 1 ) (HEw,)? ( 1 )
M \Hepg, , -2 i -z

Hez, .
Hence, we may conclude that

1 1/2 o 1 1/2
HPVEnfl -Z 9 Ayt HREn—l -z

This ensures the validity of the expansion formuké® @s well as the relation imQ). ]

< czl2

=12 912
< cg¥? <CzY212,

Fn-1 Fr-1

(A’/—"’l)l/2 for 222 < A

< lglC{MArey, g <lg’C.
A Ayn—l
- (A—yn) for 22— > A

We can now prove our second main result:

Proof of Theorem 2.8. The strategy of proof is an expansion using the formulasigealby The-
orem3.7. As a first observation we note that by the spectral theorenbdunds
oE
VPl <1 VPeR?, ‘6—;"“

<1 for |P|< Pmnax (47)

hold. These inequalities will be employed frequently withfurther notice.
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With the help of Theorer3.7 we find the following expansion for al > n > 1:

Yon, Vi(P)¥
(Fon (P Tr) =L ) (a8)
ns L Pn
1+ gPapllt + O(l0l*(1 - 7)*2)
= Yon1, Vi(P)¥Ypn1) +
<\PPn 1, Ppn-1) [< po-1: Vi(P)¥rn-1)
1
+ 2< nl\I] ,VP *n—l\I] _>
\n; o Epn, ¢l Wen-1, Vi( )7,_'%71_ Ep,n71¢ v ¥rn-1
2 [ AL n-1 #n—1 2
+o < b B o B TR”*l’V'(P)TR"*1>+ he
1 2
92< Pr-1ln 1(H E ) ¢ o1, Vi(P)\PP,n—1> +hc (49)
Pn-1— EPn-1

+0(lg*(1-7)"?) ]

We observe that

(49) = —20%apl ™ (Pen-1, Vi(P)¥pn-1)
because

_ 1 2
o <QP,n—l¢|271 (m) & " Wen 1, Vi(P)\PP,n—1> = gzclfp|27l (Ppn-1, Vi(P)¥pn-1) -
n— n—

Hence, we can rewritelg) as

(Pon. Vi(P)Prn) = (1 - gPapli™ + O (1911 - %)*?)) (Pen-1, Vi(P)¥Pen-1) (50)
1 —~ 1 —~
2 *N=1 A #N=1i
+9 <7HP,n—l — EP,n—1¢ I ¥rn-1, VI(P)iHP,n-l — EP,n—1¢ In ‘PP,n-1> (51)
1 1 —~ —~

+ 22%< n-1 1P, 0, Vi(P)W ,>

g P.n— 1H - Epn 1¢|n HRn—l— EP,n—1¢ |n Pn-1 |( ) Pn-1
(52)

+0 (gL -7)*?).
Next, we proceed iteratively by expandif¥e., Vi(P)¥r,) at each step from = N ton = 0.
Meanwhile, we define
AF’,nfl = (51), Bp,n,l = (52) .
As a result of the iteration we find the following expansion

N
<(I;P,N, Vi(P)@P,N> = l_[ (1 - gzaplm:};l) <@P,o, Vi(P)@P,O>
j=1
N-1

+ (1 - 920P|m71) e (1 - gzaplmjﬂ) [AP,N—j—l + BP.N—j—l]
=

+ (1 - gzaplmil) [AF’,N—Z + BF’,N—Z] + [AF’,N—l + BF’.N—l] + O(|g|4N(1 - ’}/)4/2) . (53)
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Let us assume one could show the bounds

1-y

2

'AP,N—j| < QCW, (54)
[Beai| < 19°2C(1-y) (55)

where we stress that the universal const@ris independent of the mass. Then, using the
following ingredients

e (iii) of Theorem3.7,
o N=

Iny

¢ the basic estimates

N N
[ [(-goalig) < | [(1-gPea-») < AT,
i=1 =

N-1 N-1 )
Z (1 - 9201P|“_l . (1 g CYP|N J+1) (1 g aP| 1 9201(1 - 7))J
.=2 =0
j j )
< - -
T ga(l-vy)’

and usingA\yN = 1
N-1

1-y o 1-
1:21 FaplN?). (1 g“P|NJ+1)ANJ (1 oPaply 1)W+A_)/’\‘

<Cll-y) ¥ <C
j=0

the bounds ing4)-(55) are seen to imply
) [P

= = oo, 00
[(Pon, Vi(P) Py )| < AT T Clg/2 + Clgi* InA(1 - ), (56)
where we recall theK@RO, Vi(P)$90>| = ﬁ.

As the fineness parametgican be chosen arbitrarily close to one the boun®jng proven.
We show now that the bounds4)-(55) hold true.

Bound (54): Defining P, := AP and its componentB,; := AP;, 1 < i < 3, we start with the
identity

1 —~ 1 —~
Appn- 1—f d/l < P e P Vi(P/l)7¢*|ﬂ_1TPA¢n—l> (57)

Hp,n-1— Epyn-1 Hpn1— Epyn1
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that holds because of analytic perturbation theory {see Lemma 3.7 ird]) and

1 = 1 —
<7¢*|271T0.n—17 Vi (0)7¢*|271\P0.n—1> =0
HO,n—l - EO,n—l

HO,n—l - EO,n—l
by symmetry under rotational invariance 6,1, Eqn-1 and @o,n,l. In order to estimate the
integrand
d 1 — 1 —
2 = N—1 = N—1
— Yo o1, Vi(P) —————— Wp 1) =
9@ <HP,4,n—1 - EP,I,n—lqﬁ I Feun-1. Wi( A)HPA,n—l - EP,i.n—l¢ I Feun l>

g2

1 —~ 1
=lm=|{—— ¢|"y -1, Vi(P.
im 5 [<HP/Hh,n " —En. n71¢ Ih e nn-1, Vi(Pasn)

He -1 — Epppnt

-1y
¢l lPP,1+mn—1>

1 -1y 1 -1\
N "W 1, Vi(P) ——— " " Wp 58
<HP,1,n—l — prnil(l’ [h " Prun-1, Vi(P,) Hoooa— prn&(ﬁ lh¥run 1” (58)

we first observe that in expressiosg], at least for smallh|, the vector‘?pmn_l can be replaced
by the vector(p,,, -1 Where

) 1 dz
TPM.,n—l =T 7\{JP4,H—1 .
27” T'pn-1 HP/Hh,n—l -z

Notice thatYp,,, n-1 || ¥p,n-1 and‘rp/,mn,l]hzo = W¥p n-1. Hence, we need to estimate three types

of terms:
gz<|: 1 1 ] L
lim - In"Ppun-1,
h-0 h\|Hp,n-1 = Epynn-1 Hpyn1— Epyn-t o Feuns
1 —
Vi(P)o———=——¢" " Wp 59
i(P,) ot — prn_l¢ In"¥pr.un 1>, (59)
. 92 l s in-1 [~ < 1 *N-177
im>—{—w«——— T . n1—Tp ntl, Vi(P)—————— Tp 1), (60
ILn h <HPA 1 EP/{,n—l¢ |n [ Paih,n-1 Pa,n 1] I( ﬂ) HP/{,n— — EP/lﬂn—l(p |n Pn-1 ( )
lim =~ ¢ ;ﬁﬁ*ln'@p n-1: [Vi(Pasn) = Vi(Pa)] ;Wln'l‘?p n-1), (61)
h-0 h \Hp,n-1 - Epypa " o “Hpyn1—Epin1 " v

In order to estimate ternb@) we observe that the expression is well defined because therve

¢*|271@p/!.n,1 is orthogonal to the ground state vector of both the HamidtosHp, ., -1 andHp, 1.
Hence, we verify that

1 [ 1 1 ]
lim = -
h-0 h Hp,on-1— Eppn-1 Heuno1— Eppnct
1 1 1
=lim-(— (Hp, .1 —H -1—Epn1+E )
Mh [HP{ e EPM . ( Pun-1 Pahn-1 Pun-1 1 Epin 1) HPA.n—l — EP/I,n—l]
1 d 1
= V(P —PH2+m+ —E _—
Hp.n-1— Ep.n1 ( dz (s ) da o l) Hp.n1— Epn1

1

6EPn 1 )
P=P; HPA,n—l - EPA,n—l

mzpu( Vi(Py) + (62)
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holds true when applied to the vectp’rlﬂ*@pm,l. At first we treat the term proportional to
>3, P,iVi(Py). Using (iii) in Lemma3.1, the estimate in47), and the pull-through formula, we

get the estimate

1 _
2(Vi(P)—— 1,
g K i A)lehnil — EP(n 1¢ lh " ¥pun-1,

1 —~
S S SRVA(: S W S—
HP[I’] 1— Epln— Z ] ]( 1) el — EPA,n_1¢ |n Pin l>

/\y"l 1 .
d k2<ViP,—k( )\y_,
f/\ Wl P—k Hp kn-1 — Epyn-s + w(k)) "

),n
3 1 .
P,iVi(P Yo oo
Z 1ViPa = HPA—k,n—l —Epn1 + w(K) Pun 1>

(HPifk,n—l EP¢ n-1t w(k)) =1
A‘y" 1 1 C(l _ )
<g’C f dk— < ¢ 2
g Ay ki =9 Ay"

2

=9

The remaining term infQ) being proportional tg?; P, (5552, F,l) can be estimated in the same

way. In consequence, we get

c@a-
691 < @G-, (63)
Ay"
Next, we consider term6(). Using the diferentiability inA again we find
- Ypon1— Tpon1 1 1 1 1
lim —m s~ d - ¥p, n
hl—% h 2ri hl—% h et z [HP/“h,n—l -7 Hpﬁyn_l - Z] Pan-1
1 1 1 1
=——1i dz|———(H -H — (¥p,n
27” hILTg) h Ton s z |:HPA ht— Z( Pin-1 P/Hh.n—l) HP{ o1 — Z:| Pan-1
1
== S PuVi(P) | ———— | ¥p
o é;‘p,“dz[HPxn 1_2( Z Vil 4)) Hoon 1_2} Pun-1
-Qs 1 ZS: PLiVi(P)Y (64)
P/{'n_lHP,l,n—l_EPA,n—l - AVINFA) TP n-1
and
1 1 1 . T 1— Tp,.n
lim = [ ] =- o < Panid —_Pun 1,'Y’P/,.n—l> =0. (65)
(T o [ oo | R h
Equations §4) and 65), the pull-through formula, and the gap estimate in Theddedigive

601 < <L), (66)
Ay"

In the estimate of the third term, i.e., terBif, we exploit the additional decay which we gain

through the derivative o¥;(P,), i.e.,
Pai = Vi(P2) 231 Vi(Py)Pu;

1
= [Vi(Pan) = Vi(Pa)] =
m 1 Vi(Paun) = Vi(P2)] NOEET
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Thus, we can rewrite and estimagd) as follows

o f v dk (k)2<@ 1 X
Ay r P He k1 + @(K) — Epyna
Pai = Vi(Py = K) 23, Vj(P1 = KIPy 1 @
[ VP, =P K2+ n? ] Hp,-kn-1 + w(K) = Ep,n-1 P*’”’1>

1
Hp,-kn-1 + @(K) = Ep,n1

Ayn*l .
< ngpma4 f dkp(k)2<"yP,n—1,
A

N

(67)

1 1 _
% Yo no
(P —PT—K2+n2 Hpkn1 + 0(K) — Eppna P l>
where we have used the pull-through formula. Next we comgtte spectral measudyy(¢) =
f(£)d¢ (wheref(¢) > 0 a.e.) associated with the vector

1
Hp,—kn-1 + w(K) — Ep,n-1

W n-1

in the joint spectral representation of the components efdperatorP’ whereé is the spectral
variable. The measure is defined by

1
Hp,—kn-1 + w(K) — Ep,n-1

o7 C
09 lia Tol? = [ deh@ra® <

for every measurable s& ¢ o(P") whereyq(¢) is the characteristic function of the €@tandyq,
is the corresponding spectral projection. Thus we can \8ifgas follows

A 1 ; 1 5. P
67 = C dk— Yo o
©7 ng/\y" |k|H[ V(P =PT—K?2 + n12] Hp 1+ @) —Eppa " |
et [ f Ak f At (&) ! (68)
= - & (€
Ay" « |k| a(Pf) “ \’(P/[ - E - k)2 + e
By knowing that

1

d¢ f
LP*) AN e

we can interchange the integrationdgiwith the angular integration in the variatkei.e.,

—+00

Ayn—l

1

2 T
(68 = C¢? Kdk [ de f do f d0sinot (&)
Ay" (T(Pf) 0 0

whered denotes the angle between the vedtand the vectoP, — &£ andg the azimuthal angle
with respect to an arbitrarily chosen vector orthogonaPic- £. We split the integration in the
variable into two regions:6 € [g,n] andg € [O,g]. Forg e [’—s‘,n] being co® € [—l, %] we

observe that

(Py— &) + K —2cosfIP, — €K = (Py = &) + K = P — &l IK > gkz

25
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and, consequently,

27 T 1
d d do sing f 69
fa(P') fﬁ i £/3 Sin? 1de) V(P = €)2+ k2 —2codIP; — ||kl + m2 (69)
21 T
SCf dgf d(pf dé sing f (&) 1 (70)
o(P") 0 0 k|
C
<t oo [ due® (71)
|k| o(Pf)
C
SW (72)

Notice that the constai@ in (72) can be chosen to be independent of the nmasklext, we treat
the integration ovef € [O, g] where co® € [% l] and

(Py— &)+ K= 2costIP, — £ |k = [(P, — €)% + K] (1 - cosd)
we find

21 /3 l
d [ d d6 sing f
Lpf) gfo ¢fo siné 1(¢) V(P27 + RI(L - cosd) + i?

d - d " do si 1 f !
< 6 sing— S —
L(Pf) ¢ f(; v Js 1N ) V(T - cosf) (73)

2 73
SCI dff d(pf do— fi ()
o(PT) 0 ) K|

C

G

Notice that also the consta@tin (73) can be chosen to be independent of the magSombining
the results for the two integration domains, i.69)(and (73), we arrive at

Ayt 1 1-
2 = 2 Y
(68 <g wa d|k||k|2 <gC A (74)

Hence, we have proven the bound &1,
With the three bounds ir6@), (66) and (74) we can control the integran89)-(61), and hence,
the integral given ing7) which proves the bound ir54).

Bound (55): As a next step we proceed with the bound 5%)(where by using the pull-through
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formula we get

|BPn 1|
Anl 1 1
= 29&[ dk k2< . T_,V~P@_>
=< 7K P Hpn1 — Epnt Hpoent + 0(K) = Bpnoy (PY¥en-1
< ZCfAynldkl 1 Q5. Vi(P)Y
=9 Ay k? ||Hpn-1 — Epn-1 Pn-1 71 Pt

b0 1Vi(P)Pendl[. (75)

2 n-1
<gCAY(1- 7)|—Hpn1—Epf

We shall now show that

1/2
<l
Ay"

(76)

1
_ Vi(P)¥Y
HHF’,H—l _ EP,n— Pn 1 ( ) Pn-1

holds true, so that, by inserting this bound b)Y, we get the desiretrindependent estimate in
(55).

In order to gain a certain power (g} we re-expand the left-hand side %} backwards from
energy levehy" ! to 2,_4, as defined in40), with the help of Lemma.3for ane, 0 < € < 5, and
6 = 1 -5 which will be fixed later. We know that

1/2 1/2
1 g |-—-n 1 1
Hp=, -2 Ayt \Hez, -2

o P& and¥p, 1 are two vectors belonging to the same ray W™ 2|2 > (1-0(1g1®)) ez, ,I12

<|gPC  forzeTp,_y (SeC 1)),
Fn-1

Pn-1
(see ¢2).
Thus, denoting the length of the contdig, 1 by [Ten-1l, we find for|g| sufficiently small
1 1
- V(P)¥ P V: (P)PEn-v
‘HP,n—l—EP,nf Pn 1 I( ) Pn-1 ‘ P’n_lHP,nfl—Ep,nf Pn 1 |( ) Pn-1
1
<C|Qppai———=—@Qb, V(P
- P Hppg — Epnt -t Mi(P)¥ez,
+c‘ 1 & INi(P)ll Tpn_al SUP Z _t [—9¢* = ;]J .
HF’.n—l - EP.n—l Pn-1 Frt I Pt 2elpp-1 =1 HF’_n 1 Ayt HP»En—l -Z PEn-1
1 Iglﬁ
Pn-1 Her1— Errs o1 Vi (P)¥psz, .| + C 77)

where we have used the bound4ri), the inequality in46), and the gap estimate given in Theorem
3.6. Using the same ingredients, we estimate

n 1

_ Vi(P v
Pn-1 HP,n—l _ EP,n— Pn 1 ( ) PEn-1

(78)
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by expanding the spectral projection on the right, i.e.,

1 —
78 < ||@s 5= Vi(P)Pes
(78) < | Qpn1 Hent — Epnt Pz Vi(P) ez,
1 -t 1 _ 1 ]
+C Qs 1i0———= [Tenal su —[— o ——— IVi(P)I
. lHP,n—l— Epn-1 Fo1 Pt zefpng; HREn-1 -Z g AY 1HP-En-1 -z Fr-1 I( )
1 g’
< En,lm éEn 1V(P)lpp__n 1 +C n (79)
whereQg- = @Qg, , for somel < N specified in 40). Next, we study
T S Y Vi(P)¥pz (80)
Pn-1 HP,n—l _ EP,n—l PEp1 V1 W2n-1
by applying the resolvent formula
(80) < ! Vi(P)¥
Pn—lHPHH —Epns P”n 3 Vi PEn-1
T e [T & Vi(P)¥ (81)
Pn-1 HP.n—l _ EP,n—lg Ayl HF’,E,H _ EP,n— P"n L Vi PEn-1
In order to estimate81) we make use of the following intermediate steps:
¢ ézJP--"'*]-("‘F‘,n—leF{n—l) Fr1 < %’
o
Hg¢ T " Vi(P) ¥z
Ay 1 P — ERn— PEn-1 »=n-1
Ena 1/2 1
= dkp(k — QL. Vi(PY =
o [ dkot) | g b, e,
< C|g|5n—1._.
—=n-1
following from
1 C g .1
by ———————— < = = Cmax 82
PEn-1 HP,En,l _ EP,n—l - Eno1 (A n’ A) ( )
=n-1
that holds because of Theoréand inequality (i) in Lemm&.1
This implies
. 1 Igl
(80) < || @b 1i7——=—Qpz, ,Vi(P)¥es, . : (83)
HP.En_l - EP,n—
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Next we consider .
5 bz Vi (F’)@F’,s,,,1

-1y = Pz,
Hez, .y —Bpoa 77"

and re-expand the first spectral projection. Hence, by ugifigand 82) we can conclude that

(84)

[}

+C .
Ay"

e Vi(P)¥ps, ,

84) < [l@s. i
&4 =1Hpz , — Eppg o

(89)

As a last step, for the first term on the right-hand side88j (ve have to regard two cases:

1. CaseE, ;1 < A. In this case we exploit

|| <55
L HPA,Enfl - EP,n*l (Flénfl A;yh
2. Cas€=,_; = A. In this case we have
= V(P)@p: = L . @p: = 0
PEp1 V1 »2n-1 m PEn-1 =n-1
For both cases the estimate
1 — Co
e ——————@Q5= Vi(P)Ppz | <
PEn-1 HF’,En,l _ EP,nfl Zn-1 |( ) PEp-1|| = A)/n
holds true.
Choosinge = % and collecting all the remainders the bound76)(is seen to be true. Hence,
we have also proven the inequality B5). This concludes the proof of the bound B6]. m]
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RELATION BETWEEN
THE RESONANCE AND THE SCATTERING MATRIX
IN THE MASSLESS SPIN-BOSON MODEL

Miguel Ballesteros? Dirk-André Deckert! Felix Hénle*

February 27, 2019

Abstract

We establish the precise relation between the integral kernel of the scattering
matrix and the resonance in the massless Spin-Boson model which describes the
interaction of a two-level quantum system with a second-quantized scalar field. For
this purpose, we derive an explicit formula for the two-body scattering matrix. We
impose an ultraviolet cut-off and assume a slightly less singular behavior of the boson
form factor of the relativistic scalar field but no infrared cut-off. The purpose of this
work is to bring together scattering and resonance theory and arrive at a similar
result as provided by Simon in [39], where it was shown that the singularities of the
meromorphic continuation of the integral kernel of the scattering matrix are located
precisely at the resonance energies. The corresponding problem has been open in
quantum field theory ever since. To the best of our knowledge, the presented formula
provides the first rigorous connection between resonance and scattering theory in
the sense of [39] in a model of quantum field theory.

1 Introduction

In this paper, we analyze the massless Spin-Boson model which is a non-trivial model
of quantum field theory. It can be seen as a model of a two-level atom interacting
with its second-quantized scalar field, and hence, provides a widely employed model
for quantum optics which gives insights into scattering processes between photons and
atoms. The unperturbed energies of the two-level atom shall be denoted by real numbers
0 = e < e1. It is well-known that after switching on the interaction with a massless
scalar field, which may induce transitions between the atom levels, the free ground state
energy eq is shifted to the interacting ground state energy A\g while the free excited state
with energy e; turns into a resonance with complex “energy” Aj.
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One of the main mathematical difficulties in the study of the massless Spin-Boson
model is the absence of a spectral gap which does not allow a straight-forward application
of regular perturbation theory. Several techniques have been developed to overcome this
difficulty. There are two methods that rigorously address this problem: The so-called
renormalization group (see e.g. [8, 10, 9, 6, 11, 2, 26, 27, 38, 21, 15]) which was the
first one used to construct resonances in models of quantum field theory, and further-
more, the so-called multiscale method which was developed in [33, 34, 4, 5] and also
successfully applied in various models of quantum field theory. In both cases, a family
of spectrally dilated Hamiltonians is analyzed since this allows for complex eigenvalues.
Our work draws from the results obtained in a previous article [14] which is build on
the latter technique mentioned above. Beyond the construction, we obtained several
spectral estimates and analyticity properties in [14] which are crucial ingredients for this
work.

In addition to the resonance theory, also the scattering theory is well-established in
various models of quantum field theory, e.g., in [23, 22, 16, 25, 24], and in particular
in the massless Spin-Boson model, e.g., in [17, 18, 19, 20, 12]. The purpose of this
work is to bring these two well-developed fields together and to arrive at a similar
result as provided by Simon in [39]. Therein, it was shown that the singularities of
the meromorphic continuation of the integral kernel of the scattering matrix are located
precisely at the resonance energies. To the best of our knowledge, this question has not
yet been addressed in models of quantum field theory, which is most probably due to
the fact that quantum field models involve new subtleties as compared to the quantum
mechanical ones. These can however be addressed with the recently developed methods
of multiscale analysis and spectral renormalization (while we rely on the former in this
work). We provide a representation of the scattering matrix in terms of an expectation
value of the resolvent of a spectrally dilated Hamiltonian; see Theorem 2.2 below. The
relation of the scattering matrix and the resonance can then be read of this formula; see
Egs. (2.3) and (2.4) below. Loosely put, our results imply that, for the photon momenta
|K'| in a neighborhood of Re A\; — Ag, the leading order (in g for small g) of the integral
kernel of the transition matrix fulfills

Tk, K 2 Ho’ (1)
’ (|k/‘ -‘1—)\0—Re)\1)2-i-_{]‘lE'iz7 '
where we define
-2
1= ) .
E g "ImM\ (1.2)

and it turns out that there are constant numbers E; < 0, a > 0 and a uniformly bounded
function A = A(g) such that £y} = Ef + g*A. Heuristically, for an experiment in which
a two-level atom is irradiated with monochromatic incoming light quanta of momentum
k' € R3, the relation (1.1) states that the intensity of the outgoing light quanta with
momentum k € R? is proportional to |T'(k, k'), which is given as a Lorentzian function
with maximum at |k'| = ReA; — A\g and width 2Im A;. This relation is already found as
folklore knowledge in physics text-books. In this work we give a rigorous derivation in
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the model at hand. On the other hand, the relation between the imaginary value of the
resonance and the decay rate of the unstable excited state was established rigorously in
several articles [1, 29, 37, 13].

In [7], a rigorous mathematical justification of Bohr’s frequency condition is derived,
using an expansion of the scattering amplitudes with respect to powers the finestructur
constant for the Pauli-Fierz model. In particular, they calculate the leading order term
and provide an algorithm for computing the other terms. In [12], the photoelectric effect
is studied for a model of an atom with a single bound state, coupled to the quantized
electromagnetic field. In their work, they use similar techniques for estimating time
evolution as the ones presented in this manuscript.

1.1 The Spin-Boson model

In this section we introduce the considered model and state preliminary definitions and
well-known tools and facts from which we start our analysis. If the reader is already
familiar with the introductory Sections 1.1 until 1.2 of [14], these subsections can be
skipped. The notation is identical and these subsections are only given for the purpose
of self-containedness.

The non-interacting Spin-Boson Hamiltonian is defined as

€1 0

Hy:= K+ Hy, K::(O e

) . Hp= /d%w(k)a(k)*a(k). (1.3)
We regard K as an idealized free Hamiltonian of a two-level atom. As already stated
in the introduction, its two energy levels are denoted by the real numbers 0 = ey < e;.
Furthermore, Hy denotes the free Hamiltonian of a massless scalar field having dispersion
relation w(k) = |k|, and a,a* are the annihilation and creation operators on the standard
Fock space which will be defined in (1.12) and (1.13) below. In the following we will
sometimes call K the atomic part, and Hj the free field part of the Hamiltonian. The
sum of the free two-level atom Hamiltonian K and the free field Hamiltonian H will
simply be referred to as the “free Hamiltonian” Hy. The interaction term reads

X 01
Vi=oi@ @) talf)), o= (1 0) , (1.4)
where the boson form factor is given by
3 R
f:R°\ {0} = R, ke AZ|k|T2TH (1.5)
Note that the relativistic form factor of a scalar field should rather be f (k) = (27)~ 3 2|k~ %,
which however renders the model ill-defined due to the fact that such an f would not

be square integrable. This is referred to as ultraviolet divergence. In our case, the gaus-
sian factor in (1.5) acts as an ultraviolet cut-off for A > 0 being the ultraviolet cut-off
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parameter and in addition the fixed number
ne(0,1/2) (1.6)

implies a regularization of the infrared singularity at £ = 0 which is a technical assump-
tion chosen for this work to keep the proofs more tractable. With additional work, one
can also treat the case p = 0 with methods described in [3]. The missing factor of
27%(27{')7% will be absorbed in the coupling constant ¢ in our notation. Note that the
form factor f only depends on the radial part of k. To emphasize this, we often write

f(k) = f(IK]).

The full Spin-Boson Hamiltonian is then defined as
H:=Hy+gV (1.7)
for some coupling constant g > 0 on the Hilbert space
H:=KaFh, K:=C% (1.8)
where
Fly) = EQJ Falol,  Falb]=0"",  b:=LR%C) (1.9)
n=

denotes the standard bosonic Fock space, and superscript ®n denotes the n-th symmetric
tensor product, where by convention h®° = C. Note that we identify K = K ® 1rp and
Hy = 1x ® Hy in our notation (see Remark 1.2 below).

Due to the direct sum, an element ¥ € F[h] can be represented as a family (¢ ),en,
of wave functions (™ € §O". The state U with ¢(©) =1 and ¢ = 0 for all n. > 1 is
called the vacuum and is denoted by

Q:=(1,0,0,...) € F[p]. (1.10)
We define

Fo = {\1/ = (™) nen, € F[b] | 3N € Ng: o™ = 0V¥n > N,¥n e N: 9™ e S(R®", C)},
(1.11)
where S(R3",C) denotes the Schwartz space of infinitely differentiable functions with

rapid decay.
Then, for any h € ), we define the operator a(h) : Fy — Fy by

(a(R)®)™ (ky, ... ky) = \/n+1/d3kmw("“)(k, Eiy o kin) (1.12)

and a(h)Q = 0. The operator a(h) is closable and, using a slight abuse of notation, we
denote its closure by the same symbol a(h) in the following. The operator a(h) is called




A.5 Relation between the Resonance and the Scattering Matrix in the massless Spin-Boson Model201

the annihilation operator. The creation operator is defined as the adjoint of a(h) and
we denote it by a(h)*. For ¥ = (),en, € Fo, we find that

(a(h)*O) ™ (ky, ... ky) = % i Rk D (ke oo K, o), (1.13)

where the notation ~ means that the corresponding variable is omitted.

Occasionally, we shall also use the physics notation and define the point-wise creation
and annihilation operators. The action of the latter in the n boson sector is to be
understood as:

(a(k) )™ (ky, .. k) = Vi + 1D (b, ky,y oy k), (1.14)

for ¥ = (¢),en, € Fo. The operator a(k) is not closable. The point-wise creation
operator a(k)* is only defined as a quadratic form on Fy in the following sense:

(P, a(k)" V) = (a(k)®,T), Vo, ¥ € Fp. (1.15)
Moreover, we define quadratic forms:
Fox Fo—=C, (@,0) /d%@(@,a(km (1.16)
and
FoxFo—=C, (®,0)r /d3kh(k) (@, a(k)*T). (1.17)

It is not difficult to see that these quantities are equal to (®,a(h)¥) and (®,a(h)*¥),
respectively. The point-wise creation operator a(k)* is not defined as an operator but,
formally, we can express it in the following way:

1 n i 5
(a(k) ®)™ (ky, ..o k) = NG STk — k)" D (ke i o). (1.18)
i=1

This is the usual formula that physicists use. Here, § denotes the Dirac’s delta tempered
distribution acting on the Schwartz space of test functions. Note that a and «* fulfill
the canonical commutation relations:

Vhileb,  [a(h),a" ()] = (hl)y,  la(h),a()] =0, [a"(h),a*(D)] = 0. (1.19)

Let us recall some well-known facts about the introduced model. Clearly, K is self-
adjoint on K and its spectrum consists of two eigenvalues eg and e;. The corresponding
eigenvectors are

eo=0,1)T and ¢ =(1,007  with K¢ =eq;, i=0,1.  (1.20)

Moreover, Hy is self-adjoint on its natural domain D(Hf) C F[h] and its spectrum
o(Hy) = [0,00) is absolutely continuous (see [36]). Consequently, the spectrum of Hy
is given by o(Hp) = [eg,o0), and eg,e; are eigenvalues embedded in the absolutely
continuous part of the spectrum of Hy (see [35]).

Finally, also the self-adjointness of the full Hamiltonian H is well-known (see, e.g.,
[31]) and it can be shown using the standard estimate in Lemma A.1.
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Proposition 1.1. The operator gV is relatively bounded by Hy with infinitesimal bound
and, consequently, H is self-adjoint and bounded below on the domain

D(H) = D(Ho) = K @ D(Hy), (1.21)
i.e., there is a constant b € R such that
b<H. (1.22)

Remark 1.2. In this work we omit spelling out identity operators whenever unambigu-
ous. For every vector spaces Vi, Vo and operators Ay and Ao defined on Vi and Vs,
respectively, we identify

A=A ® ]]-V27 Ay = ]].V1 ® As. (1.23)

In order to simplify our notation further, and whenever unambiguous, we do not utilize
specific notations for every inner product or norm that we employ.

1.2 Access to the resonance: Complex dilation
It is known (e.g., [31]) that the only eigenvalue in the spectrum of H is
Ao = info(H) (1.24)

while the rest of the spectrum is absolutely continuous. This implies that there is no
stable excited state in the massless Spin-Boson model. Heuristically, the reason for this
is that the atomic energy of the excited state e; turns into what can be seen as a complex
“energy” A1 with strictly negative imaginary part once the interaction is switched on (see
e.g. [4, 5]). This complex energy A; is referred to as resonance energy and its imaginary
part is responsible for the decay of the excited state (see e.g. [1, 29]).

Note that the ground state Wy, of H corresponding to ground state energy Ao, i.e.,

HUy, =T, (1'25)

has already been constructed, e.g., in [31, Theorem 1], [28, Theorem 1] and [3, Theorem
3.5]. Since H on H is a self-adjoint operator, \; should rather be thought of as a complex
eigenvalue of H on a bigger space than 7. This prevents us from being able to calculate
the resonance energy directly by regular perturbation theory on 7. The standard way to
nevertheless get access to such a resonance without leaving the underlying Hilbert space
is the method of complex dilation which will be introduced next. We start by defining
a family of unitary operators on H indexed by 6 € R.

Definition 1.3. For 6 € R, we define the unitary transformation
up:h—b, (k) e Ty(e k). (1.26)

Similarly, we define its canonical lift Uy : F[h] — F[b] by the lift condition Uga(h)"U;1 =
a(ugh)*, h € b, and UpQ = Q. This defines Uy uniquely up to a phase which we choose
to equal one. With slight abuse of notation, we also denote 1 ® Uy on H by the same
symbol Uy.
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Thereby, we define the family of transformed Hamiltonians, for 6 € R,

HY = UpHU; ' = K + H} + gV, (1.27)
where
HY = / Che’ (k)a* (Ralk),  V? =01 @ (a(f?) + a(f)") (1.28)
and
) = ek, PRI\ {0} 5 R, ko e 00 AT b (1.29)

Egs. (1.29), (1.28) and the right hand side of Eq. (1.27) can be defined for complex 6. If
|6] is small enough, K + H ? +gV? is a closed (non self-adjoint) operator. However, the
middle term in Eq. (1.27) is not necessarily correct because although Uy can be defined
for complex 6, it turns out to be an unbounded operator, and UpHU, ! might not be
densely defined.

We say that ¥ is an analytic vector if the map # — WY := Uy¥ has an analytic
continuation from an open connected set in the real line to a (connected) domain in
the complex plane. In general we will not specify their domains of analyticity (it will
be clear from the context). It is well-known that there is a dense set of entire vectors
(they are analytic in C). This result has been proven in a variety of similar models, for
example, in [4, 32]. For the sake of completeness, we provide a proof in Appendix B.
Furthermore, we define the open disc

D(z,r):={z€C:|z—z|<r} zeC,r>0, (1.30)
and note that for # € D(0,7/16) we have

Hv" (Ho+1)"2

<[, 21, aan

which is guaranteed by the standard estimate (A.4) given in Appendix A, since (1.29)
together with the special choice § € D(0,7/16) imply that ¢, f¢//w € h. Hence, for
6 € D(0,7/16) the operators H? are densely defined and closed. Moreover, the analytic
properties of this family of operators in g and 6 are known:

Lemma 1.4. The family {HQ}BER of unitary equivalent, self-adjoint operators with

D(HY) = D(H) extends to an analytic family of type A for 6 € D(0,7/16).

The above result was proven for the Pauli-Fierz model in [4, Theorem 4.4], and with
small effort that proof can be adapted to our setting.

Lemma 1.5. Let € C. Then, o(Hf) = {ei +e % :r>0i=0, 1}.
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We provide a proof in Appendix B. For sufficiently small coupling constants and for
0 € S, where S is the subset of the complex plane defined in Eq. (3.2) below, it has been
shown that H? has two non-degenerate eigenvalues )\8 and )\f with corresponding rank
one projectors denoted by Pg and Pf , respectively; see, e.g., [14, Proposition 2.1]. Note
that there the 6-dependence was omitted in the notation. For convenience of the reader,
we make it explicit in this paper. The corresponding dilated eigenstates can, therefore,
be written as

¥ =Plp;®Q, i=0,1, (1.32)

where the eigenstates ¢; of the free atomic system are given in (1.20), and € is the
bosonic vacuum defined in (1.10). In our notation \IJ?\1 is not necessarily normalized.
We know from [14, Theorem 2.3] that the eigenvalues A! are independent of § as long
as 0 belongs to the set S, and therefore, we suppress it in our notation writing )\f =\
Note that this is not true for the eigenstates \Ifgz. In [14] (as well as in Eq. (3.2) below)
we choose an open connected set S that does not include 0 (the imaginary parts of the
points in this set are bounded from below by a fixed positive constant). We chose such a
set in order to have a single set S for the cases ¢ = 0 and i = 1, because we want to keep
our notation as simple as possible (otherwise a two cases formulation would propagate
all over our papers). However, the fact that 0 is not contained in S is only necessary
for the case ¢ = 1 (the resonance - due to the self-adjointness of H the state \Pil can
not even exist for # = 0). For the case ¢ = 0 (the ground state) we can choose instead
a connected open set containing 0. In this set, it is still valid that /\8 does not depend
on # and, therefore, it equals the ground state energy, and \Ifijo = U,, - as introduced
above. This is explained in [14, Remark 2.4].

1.3 Scattering theory

Finally, we give a short review of scattering theory which will be necessary to state the
main results in Section 2.

The first obstacle in formulating a scattering theory of a second-quantized system
lies in the definition of the wave operators. Unlike in first-quantized quantum theory,
where one defines the scattering operator to be S := Q% Q_ with the wave operators
Q4 given by the strong limits Q4 := s- z—l}gloo et e=tHo iy quantum field theory, the

corresponding wave operators do not exist in a straight forward sense. Instead, one
establishes the existence of the asymptotic annihilation and creation operators first,
which can then be used to define the wave operators.

Definition 1.6 (Basic components of scattering theory). We denote the dense subspace
of compactly supported, smooth, and complez-valued functions on R3\ {0} in b by

ho := C(R*\ {0},C) C b. (1.33)

Furthermore, we define the following objects:
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(i) For h € ho and ¥ € K® D(H}ﬂ), the asymptotic annihilation operators

ar(R)¥ = lim a(R)®, ay(h) :=ePa(h)e ™,  hy(k) = h(k)e "),
t—Zoo
(1.34)

The existence of this limit is proven in Lemma 4.1 (i) below. Moreover, we define
the asymptotic creation operators a’.(h) as the respective adjoints.

(i) The asymptotic Hilbert spaces
HE =KE@F[h] where K¥F:={UecH:ax(h)U =0 Vheh}. (1.35)
(iii) The wave operators

Qp HE = H (1.36)
QL0 @ a*(h)...a* (hn)Q := @’ ()0l (h) ¥, R,y hn € By, W€ K

(iv) The scattering operator S := Q% Q_.

The limit operators ay and a} are called asymptotic outgoing/ingoing annihilation
and creation operators. The existence of the limits in (1.34), their properties, especially
that ¥y, € £* and Q4 are well-defined, are well-known facts (see e.g. [23, 22, 16, 25, 24,
17, 18, 19, 20, 12]). For the convenience of the reader, Lemma 4.1 collects all relevant
facts and we provide simplified proofs for our setting in Appendix C. We can thus define
the following two-body scattering matrix coefficients:

S(h,l) = H‘I’Ao||_2 (a (h)¥y,a™ (1)T ), Vh,l € by, (1.37)

where the factor ||¥),||™% appears due to the fact that, as already mentioned above, in
our notation, the ground state Wy, is not necessarily normalized. In addition, it will be
convenient to work with the corresponding two-body transition matrix coefficients given
by

T(h,1) = S(h,1) — (h,1),  Vh,l € bo. (1.38)

These matrix coefficients carry a ready physical interpretation as transition amplitudes
of the scattering process in which an incoming boson with wave function [ is scattered
at the two-level atom into an outgoing boson with wave function h. Notice that the
transition matrix coefficients of multi-photon processes can be defined likewise but in
this work we focus on one-photon processes only.

It has been shown in [31] that the spectrum of H contains only one eigenvalue Ao
(and it is non-degenerate), namely the ground state energy, and the rest of the spectrum
of H is absolutely continuous. In case that asymptotic completeness holds, i.e.

K* = Ran (xpp(H)) , (1.39)
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all one-boson processes are of the form (1.37). Here, Ran (xpp(H)) denotes the states
associated with pure points in the spectrum of H.

Asymptotic completeness has actually been proven in [17, 18, 19] for the Hamiltonian
H defined in (1.7), however, with coupling functions f € C2(R?\ {0},C), i.e., the func-
tions that are three times continuously differentiable and have compact support. In our
case, we need an analytic continuation of our Hamiltonian in order to study resonances.
This implies that the coupling function f cannot be compactly supported (see (1.5)),
however it belongs to the Schwartz space. We expect asymptotic completeness also to
hold in our case, although our results do not depend on it.

2 Main result

We are now able to state our main results. The corresponding proofs will be provided in
Section 4 after we review a list of necessary results of a previous work [14] in Section 3.
First, we state a definition that we use for our main result

Definition 2.1. Using solid angles dX,dY’, we define, for all h,l € by,

[ASdS rAh(r, 2)i(r, X1 f(r)? for >0
0 for r<O0.

G:R—C, re G(r) = { (2.1)

We recall the definition Fy = g=2Im Ay given in (1.2). It follows from Eqgs. (3.11)
and (3.12) below that Ey = Er+ ¢°A where a > 0, A = A(g) is uniformly bounded and
Er <0 is the constant defined in (3.11). This implies that

B <—c<0, (2.2)

for some constant ¢ that does not depend on g (for small enough g).
Our main result provides a relation between the scattering matrix element and the
complex dilated resolvent of the Hamiltonian.

Theorem 2.2 (Scattering formula). There is a constant g > 0 such that for every
€ (0,g], 0 in the set S defined in (3.2) below, and for all h,l € b, the two-body
transition matrixz coefficients are given by

T(h,l) =Tp(h,l) + R(h,1), (2.3)
where
. _ Re A — A
Tp(h,1) =4mig? | Wy, > / drG(r) ((T v AI;(T _°AO - x)) (2.4)
Eig?

=M / d7’G(7')<(r Fho—ReA —ig2E1)(r — Ao+ 71)>’

10
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and there is a constant C(h,1) (that does not depend on g) such that
[R(h,1)] < C(h,1)g°|log g]. (2:5)
Here, we use the notation
M = 4mi(Re Ay — M) BT L[y, |72 (2.6)

Tp(h,l) is the leading term in terms of powers of g for small g, and R(h,l) is regarded
as the error term. This is justified by Remark 2.3 below.

Our proof permits us to find an explicit formula for the dependence of C(h,l) on h
and l, see Remark 4.16 below.

Remark 2.3. The scattering processes described by the transition matriz in (2.3) clearly
depend on the incoming and outgoing photon states, | and h. This is well understood from
the physics as well as the mathematics perspectives. For example, it can be read from
(2.1) that if | is supported in a ball of radius t and h is supported in its complement, then
the principal term Tp(h,l) vanishes and only higher order terms (with respect to powers
of g) contribute to the scattering process. The quantity Tp(h,l) is the only one that might
produce scattering processes of order g* since the remainder is of order g3|logg|. If an
experiment is appropriately prepared, then such an scattering process will be observed and
the term describing this is Tp(h,l). This justifies why we call it the leading order (or
principal) term. In Appendiz D give an example of a large class of functions h and [ that
make Tp(h,1) larger or equal than a strictly positive constant times g2. In particular,
we prove that this happens when the corresponding function G is positive and strictly
positive at Re \; — \g.

Remark 2.4. By Egs. (2.4) and (2.1), we can express the principal term Tp(h,l) in
terms of an integral kernel:

To(h,1) = [ a*ha®K RO )S(K] ~ W) To (k. ), (27)

where

N NAN . / Elg2
10t ) = M) (e e ) 2

Eq. (2.7) is important, because it allows us to calculate the leading order of the scattering
cross section. It is proportional to the modulus squared of Tp(k,k'):

|HMWWZ<WMﬂmWWW> Bt

W—do+nP ) W% Rexprgm 29
For momenta |K'| in a neighborhood of Re A1 — X\o, the behavior in the expression above is
dominated by the Lorentzian function. As expected, there is a mazimum when the energy
of the incoming photons is close to the difference of the resonance and the ground state
energies of the system and the width of this peak is controlled by the imaginary part of
the resonance Im \q.

11
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Note that the Dirac’s delta distribution in (2.7) is to be understood as the expression
in (2.4). Notice that (2.8) is not defined for £k = 0 or k' = 0. However, since we take
h,l € C(R3\ {0}, C), the expression (2.7) is well-defined. Similar distribution kernels
in a related model have been studied in [12, 7].

Remark 2.5. In this work we denote by C' any generic (indeterminate) constant that
might change from line to line. This constants do not depend on the coupling constant
and the auziliary parameter n introduced in Section 3.2.

3 Known results on spectral properties and resolvent esti-
mates

In this section we present results about the spectrum of the dilated Spin-Boson Hamil-
tonian and resolvent estimates proven in our previous paper [14]. Here, we do not repeat
proofs but give precise references for them. We collect only properties and estimates for
the model under consideration that are necessary for the proofs of our main theorems.

Throughout this paper we address the case of small coupling, i.e., we assume the
coupling constant g to be sufficiently small. The restrictions on the coupling constant
only stem from the requirements needed to prove the results reviewed in this section,
i.e., the ones considered in [14]. We do not explicitly specify how small the coupling
constant must be but give precise references from which such bounds can be inferred.
This issue is addressed by the next definition:

Definition 3.1 (Coupling Constant). Throughout this work we assume that g < g,
where 0 < g satisfies Definition 4.3 and Eq. (5.58) in [14], the Fermi-golden rule (see
Egs. (3.12) and (3.13) below) and Eq. (3.28) below.

We denote the imaginary part of the dilation parameter 6 by
v:=Imé (3.1)
and assume that 6 belongs to the set
§:={0eC:-107 <Red <107 and v < Im0 < 7/16}, (3.2)

where v € (0,7/16) is a fixed number (see [14, Definition 1.4]).

3.1 Spectral estimates

We know from [14, Proposition 2.1] that the Hamiltonian HY has two eigenvalues g
and A; in small neighborhoods of g and ej, respectively. Loosely put, e turns into the
ground state Ag and e; tuns into the resonance \; once the interaction is tuned on. Both
Ao and A1 do not depend on € provided that § € S and in the case of Ay we can take 6
in a neighborhood of 0 and, therefore, infer that \g is real and gives the ground state
energy. This is proven in [14, Theorem 2.3] and [14, Remark 2.4].

12
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In [14, Theorem 2.7], we give a very sharp estimation of the location of the spectrum
of H?. We prove, among other things that, locally, in neighborhoods of \g and Ay, its
spectrum is contained in cones with vertices at Ao and A;. To make this statement more
precise we need to introduce some more concepts and notation. There are two auxiliary
parameters that play an important role in our constructions:

po € (0,1), p € (0,min ey /4), (3.3)

which also satisfy the conditions in (3.31) below. In order to specify the spectral prop-
erties of H? we define some regions in the complex plane:

Definition 3.2. For fized 0 € S, we set § = e; — eg = e1 and define the regions

A=A UAU A3, (3.4)

where
Ar:={z€C:Rez<ey—0/2} (3.5)
Ay = {z cC:Imz > %5sin(l/)} (3.6)

A3 :={2€C:Rez>e1 +0/2,Imz > —sin(v/2) (Re(z) — (e1 +/2))}, (3.7)
and for i = 0,1, we define

1 1 1
Bi(l) = {z €C:|Rez—¢] < 55, —3P1 sin(v) <Imz < gésin(z/)} . (3.8)

These regions are depicted in Figure 1.

A

B B 4g

€o €1 v/2

Ay

Figure 1: An illustration of the subsets of the complex plane introduced in Definition
3.2.

For a fixed m € N, m > 4, we define the cone

C(2) = {z +xe @z >0,la—v| < u/m} . (3.9)

13
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It follows from the induction scheme in [14, Section 4] that \; € B;l), and moreover, [14,
Theorem 2.7] together with [14, Lemma 3.13] yields

o(H?) € C\ [AU (B \ Cu(M)) U (B \ Cn(M)]- (3.10)

As we mention above, we have A\g € R. The imaginary part of A\; can be also estimated
(see [14, Remark 2.2] — Fermi golden rule): Recalling (1.5), we define

Ep:= —4n?%(eq — ep)?|fle1 — eo)|*. (3.11)
Then, for g small enough, there are constants C,a > 0 such that
m X — ?By| < g*FcC. (3.12)
This implies that, for g small enough, there is constant ¢ > 0 such that

Im\; < —g%e < 0. (3.13)

3.2 Auxiliary (infrared cut-off) Hamiltonians

Some of the bounds in Section 4 employ a certain approximation of the Hamiltonian H?
by Hamiltonians with infrared cut-offs. The strategy will be the following: A mathemat-
ical expression that depends on H? is replaced by a corresponding one that depends on a
particular infrared cut-off Hamiltonian. We then analyze the infrared cut-off expression
and estimate the difference between both expressions. The construction of a sequence
of infrared cut-off Hamiltonians (H () such that, as n tends to infinity, the cut-off is
removed is called multiscale analysis. In [14], we present the full details of this method
and derive several results. Here, we only use some of those results and only present the
notation necessary to review this part of [14]. The infrared cut-off Hamiltonians H (")
are parametrized by a sequence of numbers (see also (3.3) and (3.31))

P = pop", (3.14)
where the Hamiltonians H(™? are defined by

HMO = K B 4 gy 0 = g0y gy 0 (3.15)

HMY = / Bl (k)a* (k)a(k), w’(k) = e k| (3.16)

R3\5,,
QIR / &k (P R)alk) + f(R)a”(k)) | (3.17)
R3\5,,,
2
FORA\{0} 5 R, ke e 000 iz g, (3.18)

on the Hilbert space

H™ = Ko Fp™], 5™ = L*(R3\B,,,C), B,, = {x ER?: 2| < p,,} . (3.19)

14
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Additionally, we define
™M = Hf + gy o (3.20)
and fix the Hilbert spaces
b= L*(B,,) and F[p"], (3.21)

defined as in (1.9) with h(""’o) instead of b, with vacuum states Q) and corresponding
orthogonal projections Py,). Note that H = H @ Fpm)].

In [14, Proposition 2.1] and [14, Theorem 4.5], we prove that, for each n € N, H(™):
has isolated eigenvalues )\E") in certain neighborhoods of e;, for i € {0,1}, respectively.
The fact that these eigenvalues are isolated permits us to define their corresponding
Riesz projections which are denoted by

P,(n) = P,(”)’a )

k3 k3

(3.22)

In [14, Proposition 2.1], we prove that this sequence of projections converges to the
projection associated to the eigenvalue \;, i.e.,

P/ =P = lim P’ ® Py, (3.23)

and that the latter is analytic with respect to 6 (see [14, Theorem 2.3]). Furthermore,
it follows from [14, Remark 5.11] that

This together with [14, Lemma 3.6] implies that there is a constant C' such that

and in addition, we know from [14, Lemma 4.7] that

for every n € N. Finally, [14, Lemma 5.1] yields that for all n € N

Pl =PI @ Py | <2000 < 12, (3:24)

P! - P, ® Po| < Cy, (3.25)

M| <3, (3.26)

A = A < 2gphiHl?, (3.27)

This together with [14, Lemma 3.10], which states that there is a constant C' such that

le; — )\EI)\ < Cyg, proves that there is a constant C' such that, for every n € N and for g
sufficiently small, we have

M e, < Cg <1073, |Ai — €| < Cg < 10 %¢y. (3.28)

15
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3.3 Resolvent estimates

In [14], we derive bounds for the resolvent of H? in [AU (B(()l) \Cm (o)) U (BP \Cm()\l))] ,

see (3.10). The region A is far away from the spectrum, and therefore, resolvent estimates

in this region are easy. In [14, Theorem 3.2], we prove that there is a constant C' such
that

1 1

<C ,

HHe—zH = |z —e]

vz e A (3.29)

Resolvent estimates in the regions B(gl) \ Cin(Ag) and Bil) \ Cin (A1) are much more com-
plicated because these regions share boundaries with the spectrum.

In [14, Theorem 5.5, we prove that, for ¢ € {0, 1}, Bfl) \ Cm, ()\E") + (1/4)pne*“’) \
{/\En)} is contained in the resolvent set of H(™- and that there is a constant C such
that
1

dist(z, Co W™ + (1/4)ppe=iv))’

i

Iji(")ﬁ” < Cn+1 (330)
4

1
H®),0 —

for every z € Bl-(l) \Cm ()\Z(.n) + (1/4)/)ne*i”)7 where ]37(")"9 = 17]31.(")’0. Here, the symbol
dist denotes the Euclidean distance in C. In [14], we select the auxiliary numbers p and pg

satisfying Cspg <1, and C4p“ < 1/4. In this paper we assume the stronger conditions

Cgpﬁ' <1, C8pt < 1/4, (and hence C’péb(l+“/4) <1), (3.31)
where
/4
== <(0,1). 3.32
S e <OV )

The constant C is larger that 10°, it is specified in Definition 4.1 and Eq. (5.58) in
[14], however, its precise form is not relevant in this paper (in [14], we do not intend to
calculate optimal constants, because this would make the work harder to read). From
the inequalities above and Eq. (3.3) we obtain that, for very n € N:

pn <1075, (3.33)
Finally, we prove in [14, Theorem 5.9] that the set € Bi(l) \C,,L(,\E") — e*i”pg,,ﬂt/zl) is

contained in the resolvent set of both H? and H™-® and for all z in this set there is a
constant C' such that:

1 & 1 &
< gCC™ 2= p2 < gC—p4, (3.34)
n p'VL

1
H HY—2 HmO_
where we use (3.31). Notice that Eq. (3.30) implies that there is a constant C' such that

1
<certt— | (3.35)

]Di(n)ﬁ
z Pn

1
H.0 —

16
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for every z € Bi(l) \Cm()\gn)). Moreover, [14, Theorem 2.6] implies that there is a constant

C' such that
H Hel, e CC"H/)};‘W (3.36)
for every z € Bfl) \Cm(/\E”) - Pil+u/4efw) and
H H91_ 2| seem 1 ’ (337

dist (Z,Cm()\i)

for every z € Bi(l) \ Con( i — 2p71L+“/4e—iu).

4 Proof of the main result

In the remainder of this work we provide the proofs of the main result Theorem 2.2. This
section has three parts: In Section 4.1, we derive a preliminary formula for the scattering
matrix coefficients (see Theorem 4.3 below). This formula together with several technical
ingredients provided in Sections 4.2 and 4.3 will pave the way for the proofs of the main
results given in Section 4.4.

4.1 Preliminary scattering formula

In Theorem 4.3 below we derive a preliminary formula for scattering processes with one
incoming and outgoing asymptotic photon. A related formula was already employed in
[30]. In order to derive it rigorously we need several properties of the asymptotic creation
and annihilation operators. The necessary properties are collected in Lemma 4.1. They
have already been proven for a range of models in several works [23, 22, 16, 25, 24,
17, 18, 19, 20, 12]. For convenience of the reader we provide a self-contained proof of
Lemma 4.1 in the Appendix C.

Lemma 4.1. Let ¥V € K® D(H}/Z) and h,l € by. The asymptotic creation and annihi-
lation operators aZ,ay defined in Definition 1.6 have the following properties:

(i) The limits a7t (h)¥ = limy_,100 af (h)W ezist, where a¥ stands for a or a*.
(i) The next equalities holds true:
o0 . .
ay(h)¥ =a(h)¥ —ig / dse™*H (g, [y o170 @, (4.1)
Jo
0 ) .
a_(h)¥ = a(h)¥ + ig / ds e™*H (h,, flo ore 0@, (4.2)
J =00
We point out to the reader that the integrals above are convergent since it can
be shown by integration by parts that there is constant C' such that |{hs, f)2| <

C/(1 + s%) for s € R (see (C.7) below).

17
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(#ii) The following pull-through formula holds true:
e o (h)*T = a_(hy)* e T T (4.3)
(iv) The equality ax(h)Wy, = 0 holds true, i.e., Uy, € K*.
(v) The following commutation relation holds: {ax(R)*Wy;,ax(1)*¥y,) = (h, D2 ¥y ||*
(vi) There is a finite constant C'(h) > 0 such that for allt € R

au(h)* (Hy +1)72 |, ac(h)(y + 1)

< C(h). (4.4)

Definition 4.2. Let S(R,C) denote the Schwartz space of functions with rapid decay.
For alluw € S(R,C), we define the Fourier transform of a function and its inverse

Flul(z) :=/D‘{dsu(s)ef"”, 3 u)(z) = (27r)71/Rdsu(s)ei”. (4.5)

Note the factor (2m)~% which is not the normalization factor of the standard definition
of the inverse Fourier transform. However, it is convenient in our setting (see e.g. [35]).

Theorem 4.3 (Preliminary Scattering Formula). For h,l € ho, the two-body transition
matriz coefficient T'(h,1) defined in (1.38) fulfills

T(h,1) = , lim /d3kd3k’ (k) (KNS (w(k) — w(k))Ty(k, k) (4.6)
——00
for the integral kernel

Tt(k7 k,) = 727”;.‘].7((]6) ”\1}/\0“_2 <0'1\11A07ai(k/)*\11)\0>' (47)

The integral in (4.6) is to be understood as
T(h.1) = ~2rig 5| (1.0 (W) 0, ) (48)
for W € by given by
R 5 ks W(k) = [kU(k) / AS REL D) £ (K], %) (4.9)

using spherical coordinates k = (|k|,X) with ¥ being the solid angle.

Proof. Let h,l € hy. Thanks to Lemma 4.1 (i) and the fact that the ground state ¥y,
lies in D(H) = K ® D(Hy), c.f. [31, Theorem 1] and Proposition 1.1, the transmission
matrix coefficient given in (1.38), i.e.,

T(h,1) = S(h,1) = (hy 1)y = W2, |72 (as (h) Uy, ac (1) Wx,) = (B, D)y (4.10)

18




AS

Relation between the Resonance and the Scattering Matrix in the massless Spin-Boson Model215

is well-defined. Lemma 4.1 (iv) and (v) implies that
(4.10) = [0, ]|~ (@ (h)" = a—(h) ¥, a— (1) Ty,). (4.11)

Using Lemma 4.1 (ii), we obtain
(4.10) = figH\IJAUH*?/ ds(Wy,, e oreHa_(1)* Wy, ) (R, fa. (4.12)
Finally, we use Lemma 4.1 (iii) to get

e is. * —1s
(110) = ~ig [0, |2 [~ ds (7 MUy 010- (1) N0, ) (e, 2
(o]

- geel
= —ig 0, |72 [ ds(rraga (1)) {hes P2 (413)
—00
We insert the definition of the asymptotic creation operator in (1.34) to find

(810) = —ig [ 0,2 [ ds lim_(o10x,au(l)" Wag) (b Sz (414)

Next, it is possible to interchange the ds integral and the limit ¢ — —oo. This can be
seen as follows. A two-fold partial integration implies that there is a constant C' such
that, for all s € R, we get

1

<(C——-s.
‘<}L3)f>2| = Cl + ‘3‘2

(4.15)

By applying Lemma 4.1 (vi), we infer that there is a finite constant C416)(l) > 0 such
that for all s € R

* * 1 1
(o1 rg0 a0(1) )| < loa W e L) (B + 1)~ H ] [ (Hy + 13 |
< 0(4.16)(””\1})\11HH‘IJ/\n”Hf (4'16)
holds true. Both estimates, (4.15) and (4.16), give an integrable bound of the ds-

integrand in (4.14) that is uniform in ¢. Hence, by dominated convergence, we have
the equality

(410) = ~ig [Wp, | tim_ [~ ds (0103, 00(L) W) (e, )2

= g 0, |72 tim e [ ds (e oWy alles) W) (s P2, (417)

—00

where in the last step we have inserted definition (1.34) and exploited the ground state
property (1.25).

In order to rewrite this integral in form of (4.6)-(4.7), or more precisely, (4.8)-(4.9),
we shall use the following approximation argument. Let

Ho =K® ]:ﬁn[h()] (4.18)
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be the set of states with only finitely many bosons, i.e.,
Fanlbol = {¥ = @")nen, € Flb]|IN € No:0™ = 0vn > N, (4.19)
¥n e N: g™ e C2(R™\ {0},0)}

Note that Hg is a dense subset of H with respect to the norm in A and it is dense
in the domain of Hy with respect to the graph norm of the operator H; defined by
||~||Hf := ||Hy|| + ||-||- Hence, for ¢ € R, there are sequences (U, )men, (®F,)men in Ho

with || ¥, — ‘I’AaHHf — 0, as m — oo, and H<I>fn - €7itH0'1\I’>\UH — 0, as m — co. Then,

Lemma A.1, applied in the same fashion as in (4.16), implies that
Jim (@0, aly) U ) = (7010, allssr) Un ) (4.20)

uniformly in s. Thanks to the bound (4.15), we may apply dominated convergence
theorem to conclude that

rr}grclm ds < (ls+t)*‘1/m> (hsu f>2 = /7 ds <eiitHo'1\Il)\07 a(ls+t)*\lj)\0> <h37 f)2
(4.21)

Now, we study the integrals in the left hand side of Eq. (4.21). The advantage of the
sequences (¥, )men, (@4, )men is that they allow to use point-wise annihilation operators
in the following manner:

| s (@ 0" this )2 (422
:/oo ds/dSk/e—isw(k’)e—itw(k’)l( )< (K)o w,, /d?’kh ese(k)

el e i,

where O is the Heaviside function and we use spherical coordinates and the abbreviations
u(r) := 7’2/(12 R(r,%) f(r,T) and ol (r) = e~ /dE/l(r/, ) <a,(7"', et \Ilm>.

By definition, ¢!, and u belong to C2°(R \ {0}) so that the integrals with respect to r
and 7’ above can be regarded as Fourier transform, introduced in Definition 4.2, i.e.,

(4.22) = / ds § [0u] ()5 [004,] (5) (4.23)
holds true. Plancherel’s identity yields for all ¢ € R

(4.22) =27 /OQ dr’' Oueuvt (1)

- / dr' v / AS R, ) f (', £)e= "2 / a2 167, 5) {alr', )2}, 0, )

= 27 (a(W3)®},, Wy ) = 21 (@b, a(We) U, ) (4.24)
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where we have used the definition of W in (4.9) and the definition (1.34), in particular,
the notation Wy (k) = W (k)e~ "), Using Lemma A.1, applied in the same fashion as
in (4.16), allows to carry out the limit m — co which results in

(4.21) = lim (4.24) :27T<e_itH01\Il/\0, a(Wi)" 0y ). (4.25)

m—00

This together with (4.17) and Lemma 4.1 guarantees

(4.10) = —ig [ @y, 7* tim_e~"o2r (7105, a(Wi)" 0y, ) (4.26)

= —2mig H‘II/\U H72 tllr—%o <Ul‘11/\07 at(W)*\II/\0> (427)

= —2mig H\IJ)\[) H_2 <U1“Ijz\07 (l,(W)*\I/)\()) ) (4'28)

which concludes the proof. O

4.2 Technical ingredients

Here, we derive some technical results which will be applied in the proof of the main
results in Section 4.4. The statements in this section will mostly be formulated without
motivation, however, their importance will become clear later in the proofs of the main
results.

4.2.1 General results

Lemma 4.4. Forn € N and 0 € S, we have

(4

PMq PP — 0. (4.29)

The statement has already been proven in [3, Lemma 2.1].
Next, we prove a representation formula of the evolution operator similar to the
Laplace transform representation (see, e.g., [4]).

Lemma 4.5. For ¢ > 0 and sufficiently large R > 0, we consider the concatenated
contour T'(e, R) :=T_(e, R) UT:(e) UT4(R) (see Figure 2), where

I'_(e,R):=[-R, o —€]U[X +¢ R],
T4(R) := {—R — ety > ()} U {R+ ue T u > ()} ,
Te(e) == {do —ec™:t € [0,7]} . (4.30)

The orientations of the contours in (4.30) are given by the arrows depicted in Figure 2.
Then, for all analytic vectors ¢,v € H (analytic in a — connected — domain containing
0) and t > 0 the following identity holds true:

<¢7 e—iLHw> _ b /F(Em ds =it <w57 (Ha B z>71 ¢5> ' (4.31)

27
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La(R)

Figure 2: An illustration of the contour I'(¢, R) := I'_(e, R) UT'.(¢) UT4(R).

Proof. Let t > 0 and € > 0. We define a contour ['(¢) := R + ie with a mathematical
negative orientation if the contour were closed in the lower complex plane. As an appli-
cation of the residue theorem closing the contour in the lower complex plane, we observe
for all E € R

i/ d " (4.32)
omi Jo (B 22 © ‘

holds true. Thanks to the spectral theorem we may write for all ¢ € H

—itz

1 e
2mi ./a(m () d (4, dFsd) it(E — 2)?

<w’6_itHw> - ./J(H) (¥, dPpy) e = 27
(4.33)

Next, we may interchange the order of the integrals by the Fubini-Tonelli Theorem since
the following integral is finite:

/ oy P /m) dz

Hence, after the interchange we may apply the spectral theorem again to find

(4.33) 27m/ / (¥, dPev) (67711:)2 - ﬁ /ﬁ(() e;:z <d)’ (H : )21/1>
(4.35)

ete

P OO —gel2
< ; /U(H) (¥, dPg) /_Oo dz |z —ie|™* < oo.
(4.34)

—itz

it(E — 2)?

Exploiting the polarization identities we recover for all 1, ¢ € H the identity

(5,676 = %/() zfﬁm <w,( )2¢> (4.36)

The fact that the family H? is an analytic family of type A implies that the operator
valued function

1

00—
HY — z

(4.37)
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is analytic for all z in the resolvent set of H?. A detailed and self-contained exposition
of this topic is presented in [14, Section 7]. It is straight forward to prove that for real 0

Lo !

ST 7 Z(U")*l. (4.38)

For complex 6, however, this expression is not necessarily correct (due to a problem of
domains of unbounded operators). Nevertheless, Egs. (4.37) and (4.38) imply that the
function

9 (¥ " )2¢9> (4.39)

where ¢? = U%¢, 1/) Ugd), is analytic and it coincides with <1/J, ﬁg¢> for real 6,

because in this case U? is unitary. Hence, we conclude that

(¥ ) = (¢ @) (4.40)

for every 6 in a connected (open) domain containing 0 such that (4.39) is analytic in
this domain. We obtain:

(4.36) = ﬁ/f;() o <¢9 G )2¢"> (4.41)

Eqs. (3.10) and (3.13) imply that the only spectral point of H? on the real line is A§ and
all other spectral points have strictly negative imaginary part. Therefore, the operator
valued function

AUCY 3z (4.42)

HY — 2’

where Ct = {z + iy|z € R,y > 0}, is analytic. Moreover, for R > e; + ¢ = 21, ['4(R)
is contained in the region A, and hence, it follows from (3.29) that there is a constant
C such that

C

T lz—el

Due to the analyticity, we may deform the integration contour from I'(e) to I'(e, R) which
gives:

(4.41) = 2;2 /F ) P;:Z <w TP )2¢ > (4.44)

Now we observe that the integrand on the right-hand side features an exponential decay
for large | Re z| thanks to the factor e~** in the integrand and the definition of T'y(e, R).
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In particular, the decay in |z| provided by the resolvent, i.e., bound (4.43), is not neces-
sary anymore to make the integral converge. We may therefore perform an integration
by parts. Note that, for z in AU C™T, we have

d /g 1 0 7 1 0>
44
dz <¢ 7(Ha—z)¢> <7’/)7(H9—z)2¢ (4.45)
which is implied by the resolvent identity

=) ) = ()
(4.46)

Moreover, the boundary terms of the partial integration resulting from the piece-wise
concatenation of contours, i.e., I'(¢, R) = T'_(¢, R) UT.(¢) UT4(R), cancel and the ones
at |Re z| — oo vanish because of the exponential decay. In conclusion, the identity

1 7 ; 7 1
4.41) = — dze (4° 9> 4.47
e I (P (1.47)
holds true which proves the claim. O

4.3 Key ingredients

The next definition is motivated by a simple geometric argument which we give in the
following for the convenience of the reader: take a cone of the form Cm(/\é") — ze™),
x > 0, where m is a fixed (arbitrary) number greater or equal than 4. Although m is

arbitrary, our estimates and constants depend on it. The distance between the vertex of
(n)

the cone and the intersection of the line Ay’ — iz sin(v) + R with the cone is
2z sin(v) 2 . sin(v)

— 2 2cag— Y <gy

\/(tan (1- l/m)l/)) + (Zesin(v))? < sin (1-=1/m)v) — *

To obtain the last inequality we use the sum of angles formula for sin(v), writing v =
(n)

(v —v/m) +v/m. Then, we have that the distance between \;"~’ and the line segment
described above is smaller than 8x.
Definition 4.6. For every n € N, we define
€ = 20pLHH/4, (4.48)
It follows from (3.33) and (3.28) that for every n € N
D(Xo,2¢,) C BSY. (4.49)

The geometric argument given above together with |)\E)n) — | < 10*2p31+”/2 (see Defini-
tion 3.1 and (3.27)) yields that, for alln € N and a fized (arbitrary) m > 4,

Cn(AS = 2p} /=) 1 (TT 4 AJY = a2 sm(u)pw/‘l) C D(Mo,€n) € D(Xo, 26,) C BSY
(4.50)
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and

Crm(Xo — 2054~ ) 0 ((C_++ Ao — @2 sin(l/)p,lf“/4) C D(Xo, €n) C D(Xo,26,) C B(()l).

(4.51)
Note that (3.27) and the fact that Ao € R imply that
Im )\(()M — 2sin(v)pl T4 < 2gptH2 _ 2sin(v)pktH/* < 0, Vn € N, (4.52)

for small enough g (see Definition 4.3 in [14]). Eq. (4.50) implies that for every n € N
Te(en) € B\ C(AS” — 208740~ ). (4.53)

Lemma 4.7. For alln € N, a fized (arbitrary) m > 4 and 0 € S, there is a constant C
(that depends on m) such that

<co L , (4.54)

0’1\11)\
o Pn

|
for every z € B \Cm( - ,0111+”/4e*i”)
2p1+”/4 —), see [14, Theorem 5.10].

, and hence, for every z € B0 \Cm(/\o —

Proof. We take z € B(()])\Cm()\(()n) —p}f”“e*i”) and recall the definition \IJ‘))\U = Plpo29.
Then, Eq. (3.24) yields

0
194, — S @ Pogaeorpo ® Q| < plt/2. (4.55)

This together with Egs. (3.34), (3.36), (3.31) and (3.26) implies that there is a constant
C such that (we use a telescopic sum argument)

H o 01\11 I_I(%Mglpo(n)ﬁ ® Pqyn,) 0 @ Q”
< ' He{ e ek H ]| %% — B @ Poovo @ 9
< CC"“pi. (4.56)

The fact (see Remark (1.2)) that

1 (n),0 _ 1 (n),0
(mm) (PO ® Pmn,oc))o;:o @0 = ((mm) ® Pmn,oo))PO 0o ®Q
(4.57)
guarantees that there is a constant C' such that
1 (n),0 n),0 1 Cn+1
= ’ 1,00 Ve noo) || <
|z @ oo 0 9| < [(B7 gz © P | < 0
(4.58)
Here, we use Egs. (3.35), (3.26) and Lemma 4.4. O
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Remark 4.8. Set ¢ = ¢, := Im\;. Notice that there is a strictly positive constant c
(independent of g) with ¢, < —g*e, for small enough g (see (3.13)). Then, for all real
numbers b > a and every x € {0,1},

b b
/a dr W = /a dr 92(11+z) ((r— Re/\1)/92)21+ (c/g2)E) a2 (4.59)
1 f(b—ReA1)/g? 1
= Jareryy P+ 0P
1 /1 1 1 14+[b—ReX1|/g?+|a—ReA1|/g? 1

g?gﬁ/odrmmgﬁ 1 dr

<C {5177 ifx=1,

— Ulog(g)l, fx=0,
where C' does not depend on g (for small enough g).
Lemma 4.9. Set L := Bil) NR. Then, for g > 0 sufficiently small and § € S,

/ﬁ dr ﬁaﬂlf‘io < C|loggl, (4.60)

where C is a constant that does not depend on g.

Proof. Let ¢ be the constant introduced in (2.2), see Remark 4.8. The vertex of the cone
Cm(M — 2p$b+”/ 4677;'/) belongs to the lower (open) half space of the complex plane if

—gc+ 2 M sin(v) < 0.

This is fulfilled if

e ) 1
2 sin(l/)pé+u/4 (1+p/4)log(p)”
We fix ng > 0 to be the smallest integer number satisfying this inequality. Then

n>log<

2

g°c 1

ng < log +1. (4.61)
<QSin(u)pé+”/4) (1+ p/4)log(p)

For such ng, the cone Cp(A\ — 2p71,,;r“/46*i”) belongs to the lower (open) half space of

the complex plane and, therefore, £ is contained in the complement of this cone. This
allows us to use (3.37) and estimate

e

HY —

1

dist(r,Crn (A1)’ (462)

|<com

for every r € L. Eq. (4.61) implies that

o . I4p/4
g’c ~TAE o 2sin()pp ™
)l =o(

(1)+u/4 72c

____log(C)
S ) (+n/4) Tog(p)
2sin(v)p,

C"™ < Cexp [— 10g<

<Cg™, (4.63)
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where we use that Cp%‘(lﬂ‘/“) <1, see (3.31). This together with (3.37) lead us to

- Vr e L. (4.64)

1 1
|77 == smoeoy

It is geometrically clear, because ImA\; < —g?c < 0 - see (3.13), that there is a constant
C' (that depends on v and m, but not on ¢) such that, for every r € L,

[r — X\i| < Cdist(r,Cp(A1)).- (4.65)
Egs. (4.64) and (4.65) yield

Hﬁ” <Oy _1/\1‘. (4.66)

Moreover, we observe from (3.25) that
[Plov®s, | = |1 = Por B @ 9| <11 = Py, @ Po)gr @ Q| +Cg = Cg. (4.67)

Inserting P{ + P_f =1 in the left hand side of (4.60) and using (4.66), we find

1 1 1
———a ¥ || < . 4.
=t <o (= o[ =1) (169
This together with ¢ € (0,1) and (4.66) yields that
1 . 1
—— o0V <C—. 4.69
HH(’frgl Mol =N =7 (4.69)
From (4.69) and Remark 4.8, we obtain
1 1
d ¥ | < / ——— < C|logg|. 4.
/L: r H@iro—l Ao _C‘ﬁ‘rf)\l —C| Ogg‘ ( 70)
O

Lemma 4.10. For every bounded measurable function h, there is a constant C' such that
for all natural numbers n € N and 0 € S

1
dz|h(2)||| =——01 ¢ || < C|log g]||hlso, 4.71
/((Bf()l)UBﬁl))QR>\()\0f6m)\o+6n) | ( )IHHG -z Pl = | ggH| H ( )
where ||k, denotes the supremum of |h|.
Proof. We set
- 1 0
h(z) = )| g% |- (4.72)
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For any natural number [ > 2, we set I} := B(()l) N[Ao— €—1, Mo+ €-1] \ (Mo — €1, Ao + €7).
We define I :=RN B(()l) \ I5. Then, we compute
n

dzh(z) = Z dz h(z). (4.73)

/mﬂBé“)\(Au—mﬁen 5/

Using Definition 4.6 and Lemma 4.7, we obtain that there is a constant C' such that

n

Y [ azh(s) <03 O L b + Clhl (4.74)
=171 !

1=2

1 " 4
<03t e + Cllhllss < Clhlle,
=2

where we use (3.31). Eq. (4.74) and Lemma 4.9 imply (4.71). O

Lemma 4.11. For every bounded measurable function h, there is a constant C such that
for all natural numbers n € N and 0 € S

1
dz|h(z ¥ || < p/8C su h(z)|}. 4.75
ooy N 98] < %0 s IhCa) (475)
Proof. This is a direct consequence of Lemma 4.7 and (3.31). O

Lemma 4.12. There is a constant C' such that (for s > 0)

= = -1 1
dz e~ 5% <P9 \PG , HG _ \IJG > < Cg-=.
‘ -/Fd(R)Ull(sn,,R)\((Bé”uBi”)nR) ze 101¥), ( z) o1¥, ‘ = 93

(4.76)
Proof. After an integration by parts, we obtain
= —1
dze ™ <P90 v (HY—2) o0 >
‘/Fd(R)Ul—L(671,R)\((B(()1>UB§1))ﬁR) 101¥3, ( ) 1% ‘
1 - = -2
<= dz <P90\IJ‘9,H97,2 0\110>
<3 ./I‘d(R)UI‘,(671~R)\((Bél)UBiw)mR) ’ 101Y}, ( ) 1% ‘
1 = 3 -1
+ - > ‘ <P1901\I:§0, (Ha - z) glw§ﬂ> \ (4.77)
5 cefertd/2e0—5/2)
Now, we recall (4.67)
’ Plo 08, | = ‘ Ploy ¥, — P, @ Pooiipy ® QH < Cy, (4.78)

where we use Eq. (3.25) and o199 = ¢1. Eq (4.76) is a direct consequence of (4.77),
(4.78) and (3.29). O
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Lemma 4.13. For real numbers 0 < ¢ < e ' <1< Q < oo and 0 € S, the term (recall

(2.1))
Q .
Ri(a.0) = [Cds [ drGlryeisetio 4.79
1@ = [as [ ar e (479)
Y —1
X /F e <Pfalx11§0,(H"—z) 01\IJ§U>
fulfills
|R1(g, Q) <Cg (|log(q)| + [log(g)]) - (4.80)

Notice that Ri(q,Q) does not depend on €, and R, because a change in €, and R implies
a change in the contour of integration of the analytic function above.

Proof. First, we recall that (see (4.78))

A two-fold integration by parts together with the fact G € C°(R\ {0}, C) (recall (2.1))
shows that there is a constant C' such that

Plo 0, | < Cg. (4.81)

s (r C
‘/dr G| < o WseR (4.82)
Lemmas 4.10, 4.11 and 4.12, an Eq. (4.81) imply that
L cen@ s
Ri(0,Q)] < Cg/ dsm (5 4e +|logg])- (4.83)

Since R (g, @) does not depend on n, we can take n to infinity and obtain the bound

R(0.@)I < Cy [ s (5 + Powal). (4384)

Eq. (4.84) and the condition 0 < g < e~! imply (4.80). Notice that

[ s

since ;7 # is a constant and |log(q)| > 1. O

7 < Cllog(a)l, (4.85)

Lemma 4.14. For real numbers 0 < ¢ <1< Q < oo and 0 € S, the term
Q - L
Pi(q,Q) = / ds / dr G(r)ei*+%0) (4.86)
q
' —isz 0 0 0 -1 0
X /F(F"”R) dze <Pl a1y, (H - z) a1 ¥y, ) -
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Sulfills
1 T o6 g
Pi(q,Q) = —27T/d7" G(T)m <01\I/,\o-,P1 (71on> + Ra(q,Q), (4.87)
where

1
[Raq, Q) < C(a+ @). (4.88)

Notice that Py(q,Q) does not depend on €, and R, because a change in €, and R implies
a change in the contour of integration of the analytic function above.

Proof. We have that

Q . — e—isz
Pi(q,Q) = / ds / dr G(r)e %) (o108 Ployw,) / dzy——.  (489)
q T(en,R) 1— 2
The residue theorem together with methods of complex analysis provides
e*’isz .
dz = 2mie M 4.90
./mmR) Al —2 (4.90)

and hence, we obtain

.Q . X —
Pi(¢q,Q) = Qﬂi/ ds/ dr G(r)e*rtro—A1) <01\I/§0, Pfallll?\0>
q

' iQ(r — iq(r — 1 0
= 2n [ drGr)(E @0 — ) o (008, Pt )
= o (G — (o9 PPyt 4.91
= —2n [ drG(r) o (W, Pl 8, ) + 1 (@) + 72(0) (4.91)
where
. ._ () pIQ(r Ao — A 0 0 0
71(@) = 271"./(17 G(’)E Q(r+lo 1)m <01\IJAU’P1 UL\P/\0> (492)
and
. _ 1 -
ro(q) = 27 / dr G(r)(1 — et A1>)m <glxp§0,Pfalxp§0>. (4.93)
It follows from
1= el 2020 < g(r + X — M), (4.94)

that there is a constant C' such that |r2(q)| < Cq. Applying the integration by parts

formula in Eq. (4.92), we obtain a factor é and the derivative of G(r)m. We

obtain

1 1 d L 0 po 0
=C5 el brw S w— Wy, Ploy ¥
m(Q) < € [ ar (160 s + 1300 ) (o P, )|
1.1 1
§05(9—2+|10g(9)|) SC@7 (4.95)
where we use (4.59), with z = 1 and « = 0, and r + ¢ instead of . O
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Lemma 4.15. For real numbers 0 < g <1< Q < oo and 0 € S, we define the term
~ Q ) A
Pi(q,Q) ::/ ds/dr G(r)etr= 0) (4.96)
q

. — 71 —
X /f( ® dz e <P1901\IJ§\0,(H672> 01\11/6\0>,

where f(ﬁn,R) is a positively oriented curve obtained by conjugating the elements of
T(en, R). It follows that

- : 1 - -
Pi(q,Q) = 2r / o) — (Pioy 98,0183, ) + Rala. Q), (4.97)
where
N 1
[Raq, Q)1 < C(a+ Q—g2). (4.98)

Proof. This proof is very similar to the proof of Lemma 4.14: We have that
~ Q ) — =
Pi(q,Q) = — 2i / ds / dr G(r)efs(r=ro+An) <P{’alxp§n,alxp§0> (4.99)
Jq

and hence, we infer

) — ) — 1 -
_ iQ(r—Xo+A1) _ ig(r—Xo+A1) 6 4 0
Pi(q,Q) = 27T/dTG(7’)(6 e PRV v <P1 01\11,\0=01on>
1 - .
—or / dr G(r)m <Pfo—1\1/§0, 01\IJ§0> + Ra(q. Q). (4.100)
We conclude the proof as in the proof of Lemma 4.14. O

4.4 Proof of Theorem 2.2
In this section, we give the proof of the main theorem based on the previous results.

Proof of Theorem 2.2. Let h,l € ho; c.f. (1.33). Recall the definition of W given in (4.9)
and the form factor f in (1.5). Since f € C*°(R3\ {0},C) we find

hf,Lf, W € bo. (4.101)
Theorem 4.3, i.e., equation (4.8), together with Lemma 4.1 (iv) yields

T(h’ l) = —2mig H\Il)\o H_2 <a*(W)Ul\I}>\07 “II/\0> = —2mig H\I!AU H_2 ([a* (W)7 Ul]\lj/\w \I/)\o> s
(4.102)
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and furthermore, recalling w(k) = |k|, equation (4.2) in Lemma 4.1 (ii) implies

0 ) )
T(h1) = 2n(ig)* [y [ as T Pz ([ one™H o] w0, )
2 [ - isH __isH
=27g” [ W, ]I~ /0 ds(f, Wfs)2<[6_” o1e’ ,01} ‘I’,\07‘I’/\0>
= 2g? || W, || 2 (T<1) - T<2>) , (4.103)
where we used the abbreviations
T .= TU)(0, 0) (4.104)

for j = 1,2 with
1) @ El+X0) isH
7MW (¢, Q) : / ds/d kW (k) f (k)es(kl+20 <01\I/)\0,e_” 0—1%0> (4.105)
q
Q ) )
=/ ds/er(r)e”(H)‘O) <0’1‘~I’/\0,672‘9H0'1\I/>\U>
q
and
Q . .
T(2)(q,Q) ::/ ds/er’(r)e“(P 0) <0’1‘I’)\076“ 01\11A0>. (4.106)
q
We recall the definitions (4.9) and (2.1):

W (k) = [k|2U(k) /dEh(\kL S)f(k,S),  Gr) = /dEdE/ PR D)1, ) ().
(4.107)
We observe that there is a constant C such that
7% (q,Q) = TV(0,Q)| < Cq. (4.108)

We start with analyzing the term T(M (g, Q). Lemma 4.5 together with the identity

P1§ + Plg =1 allows us to write this term as

T0(0,Q) =5 Pi(0,Q) + 5 Ra(a, Q) (4.109)

for all 0 < ¢ < @ < oo. Here, Pi(q,Q) and Ri(q,Q) are defined in (4.86) and (4.79),
respectively. Moreover, Lemma 4.14 implies

T(l)(q7 = —271'— /dr <0’1\I/)\0 Py O'l\IJA(,>

7 7+/\0—)\1

+ 2—7”, (Rl(% Q) + Ralq, Q)), (4.110)
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where Lemmas 4.13 and 4.14 provide the estimates:

|R1(q, Q)| < Cg ([log(q) + [log(g)]),  [Ra(q, Q)| < Clg+ %) (4.111)

for 0 < ¢ <e ! <1< Q. As explained in Lemmas 4.13 and 4.14, the terms Pi(q, Q)
and Rq(g,Q) do not depend on n and R because both are given by contour integrals of
analytic functions and a change of these parameters signifies a change in the contour of
integration only. Taking the limit @ to infinity and ¢ = g, we obtain from Egs. (4.108),
(4.110) and (4.111):

TM(0,00) = i/dr G(r)m <a1\11§0, Pfalxp§0> + R3 (4.112)
and that there is a constant C' such that
|Rs| < C[log(g)l- (4.113)

The term T (0,00) can be inferred by repeating the calculation with 6 replaced by @
and reflecting the path of integration I'(e, R) on the real axis when applying Lemma
4.5. In this case one has to consider the Hamiltonian H?. Notice that in this case the
factor % in Eq. (4.31) is substituted by —ﬁ, which is produced from the change of
orientation of the integration curve. Due to the similarity of the calculation, we omit the
proof and only state the result (it follows from Lemma 4.15 and similar computations)

1

1 _
2 ) 0 pb_ g0
T( )(0. OO) = %QT/dTG(T)m <O'1\I//\U7P1 UI\I}/\0> + R4 (4114)
and that there is a constant C' such that
|Ra| < C|log(g)- (4.115)
The identities (4.103), (4.112) and (4.114), together with (4.113), (4.115) and (3.25)
imply
T(h,1) = 2mg? | U, || 2 (T<1> - T<2>) +R (4.116)
1 1
= 2mig? | Wy, | * / dr G(r - —)+R
rig® [0~ [ ar60) (s~ )
. — Re /\1 - )\0
— drig? Wy, |2 / arG —)+R,
mig? [0 [ dr 60) (oS e )
where |R| < Cllog(g)|- O

Remark 4.16. The constant C(h,l) in Theorem 2.2 depends on h and l. From our
methods, this dependence can be made explicit. However, for the sake of simplicity and
clarity we do not present this analysis in this paper, but indicate instead how to do it.
The key ingredients are Egs. (4.82) and (4.93) (notice that (4.92) does not play a role

33




230 A Electronic reprints

because the corresponding term vanishes when Q tends to infinity). These terms give a
contribution of the form

¢ [ali6m)+] Lew)| + | How]), (@117

for a constant C that does not depend on h and l. Moreover, with respect to (4.82),
a minor change in the proof of Lemma 4.13 would make the second derivative term
unnecessary because we have an extra factor of the form s=' in (4.76). This is essentially
the only necessary contribution that comes from h and l. However, in order to simplify
our final formula, we substituted the inner products in Egs. (4.112) and (4.114) by the
constant 1 (using (3.25)). This produces (explicit) error terms that contribute differently
as (4.117), as we can see from our arguments below (4.115).

A Standard Estimates

In the following we shall use the well-known standard inequalities

la(h)® | < |Ih/Veollz | Hy v )
la(h) || < |Ih/Vallz | Hy | + [[A]l2 ¥

which hold for all h,h/\/w € h and ¥ € H such that the left- and right-hand side are
well-defined; see [40, Eq. (13.70)].

Lemma A.1. Let h,h/\/w € h. Then, we have the following estimates:

ah)*(Hy +1)72 | < I1Ally + [/ Vel (A:2)
|atr)(H; + 1)7%|| < [11/v5] ., (A.3)
[V 073 < 1l + 2115/, - (A1)

Proof. Let U € F[h] with ||¥|y = 1. Applying (A.1) and the spectral theorem, we find

" 1 _1 L _1
la(h)* (Hy +1)" 29| < [[hll2l|(Hy +1)"2 [ + [|h/vowlla|| HF (Hy +1)" 20
< [lhllz + [[R/ Vw2, (A.5)
L 1 1
la(h)(Hy +1)"29[ < |h/Vwll2||Hf (Hy +1)729| < [|h/vw]2. (A.6)

The inequality (A.4) is implied by the boundedness of o1 and the triangle inequality:

|V s+ 072 < o1 @ alf) (Hy + 172 + o1 @ alf) (Hy + 1)
< o)+ 077 | + [y By +1)72]| < UMl + 25 /50l (A7)
This completes the proof. O
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As preparation of the proof of Lemma 4.1 (in Appendix C below) we recall that the
Hamiltonians H, c.f. (1.7), as well as Hy, c.f. (1.3), are self-adjoint on the common do-
main D(H) = K®D(Hy) and bounded below by the constant b € R; c.f. Proposition 1.1

and (1.22). By spectral calculus we can define the operators H}/Q, (H—b+1)Y2 and

(Hf + 1)~Y2 (H — b+ 1)~/2 which are closed and densely defined and the latter two
are even bounded by 1. For the proof Lemma 4.1 we shall need the following lemma.

Lemma A.2. The following operators are bounded:

=

HE(H —b+1)7%, (A.8)
(H—b+1)2(H;+1)"2. (A.9)

)=

Proof. Let ¥ € H with ||¥|| = 1. The boundedness of (A.8) follows from the equality

HHf%(H — b+ 1) 20| = (H —b+1)"20, Hp(H — b+ 1)"20)

= ((H-b+1)"20,(H—K —gV)(H—b+1)"20) (A.10)

and the fact that K is bounded by |e;| and that for all € > 0

{(H ~b+1)720,gV(H — b+ 1)"20)| < |(H — b+ 1) 20| [gV(H — b+ 1) 27|

< 2]l el HE (H - b+ 1)) + 7]

< (L201vale) + e}t b+ ) b gl (A1)
holds, which is a consequence of (A.1). Choosing 0 < € < 1 an explicit bound is

Lt lea + (2204/V812)* + 171l _

1—¢2

1
|HF(H =b+ 1) 20| < (A.12)
The boundedness of (A.9) is implied by

I(H —b+1)3(Hy + 1) 30| = (Hy + 1) 20, (K + Hy + gV — b+ 1)(Hy + 1)730)
(A.13)

and, again as a consequence of (A.1),

(Hy + 1)~ 39, gV (Hy + )73 0)] < g201f V@l 1HF (Hy + 1730 + |l (A14)
< If 2+ 201£ /v 2.
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B Proofs for Section 1.2
It is well-known that there is a dense domain of analytic vectors; for example
D= {X[_R,R](A)\If ‘U EeMH,R> o}
with A being the generator of Uy and y the corresponding spectral projection (c.f. [4, 32]).

Proof of Lemma 1.5. Let 6 € C. Definition in (1.3) implies that Hf = K®]l;[h]+]l;c®H?
is a sum of commuting self-adjoint operators and o(K) = {ep,e1}. As shown in [36],
we have o(H;) = R{ and it follows from the definition of H? = ¢ "Hy in (1.28) that

O'(H?) = {6_67' > 0}. The claim then follows from the spectral theorem for two
commuting normal operators. O

C Asymptotic creation/annihilation operators

Proof of Lemma 4.1. Let h,l € hp and ¥ € L ® D(H;ﬁ). Thanks to Lemma A.2 we
1
have K@ D(H}) =D((H — b+ 1)%) We prove claims (i)-(vi) separately:

(ii) The subspace of Hg, defined in (4.18), is dense in the domain of (H — b+ 1)'/2
w.r.t. the graph norm || - \|(H_b+1)1/z of (H—-b+ 1)15 so that there is a sequence
(Un)nen in K ® Fanlho] with ¥,, — ¥ in this norm as n — oco. For all n € N, the
definition in (1.34) together with the group properties (e~#);cg, in particularly,
the strong continuous differentiability on D(H), justify

ay (), = e a(h)e ™ = a(h)U, + /Ot ds d%eiSHa(hs)e*iSH\I/n
=a(h)¥, —ig /Ot ds (hg, f)oe®*Foe 0@, | (C.1)
where the last integrand was computed by observing the CCR (c.f. (1.19))
Vsa(hs)] = o1 @ [a(f) + a(f)", a(hs)] = =01 (hs, [ - (C.2)
We may now take the limit n — oo of identity (C.1) and find
ay(h)U = a(h)¥ — ig /(: ds (hs, )2 € Hgre™H @ (C.3)

because of the following two ingredients: First, by definition (1.34), the standard
estimate (A.1) and Lemma A.2, for all m € bo, there is a finite constant C(c 4
such that

lag(m) (¥ — W,)|| = fla(me)(H — b+ 1)"2e ™ (H — b+ 1)2(¥ — 0,,)]|
< /@l | HE (H —b+1)72 [ [|(H = b+ 1)2( — )|
= Ccoll¥ = ¥ul(g-pt1)r/2 (C4)
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and likewise
_1 1
la(m)(¥ — )| = [la(m)(H —b+1)"2(H — b+ 1)2(¥ — T,
1
<|lm/Vollo [|[H7 (H — b+ )72 | [[(H = b+1)3 (¥ — ¥,,)]|
= Cell¥ = Yl (_pr1yr/2- (C.5)

Second, the integrand in (C.1) is continuous in s and, for sufficiently large n, fulfills
an n-independent bound

e ore ™ (W — W)l < [lou]| [|¥ — Wl <1 (C.6)

so dominated convergence can be applied to interchanging the integral and the
n — oo limit to prove (C.3).

Finally, a stationary phase argument in w(k) = |k| as well as the facts that h € ho
and f € C*°(R\ {0}), c.f. (1.5), provide the estimate

1

(he, f) = Cm T (C.7)

for all s € R, thanks to a two-fold partial integration. Hence, me way finally carry
out the limit ¢ — +oo to find

+oo . .
ay(h)¥ = . ligl ar(h)¥ = a(h)¥ —ig / ds (hs, f)oe"*H o1e 0@ (C.8)
—+L00 JOo

as the indefinite integral exists thanks to (C.7) and the continuity of the integrand
in s. We omit the proof for the asymptotic creation operator a? as the argument
is almost the same.

(i) This follows from (ii).
(iii) Next, we calculate

efisHa_ (h)*d} — lim efisHeitHa(ht)*efitHw

t——o00
_ t_l)im €i<t_S)Ha(h(t,s)+s)*E_i(t_S>H6_iSH7,/)
—00
=, lim e Ha(hyys) e W He 0y = q_(hy)*e " y (C.9)
! ——o00

which proves the pull-through formula in (iii).

(iv) First, for all t € R we observe

llac(R) W, || = [le™ a(he)e™ Wy || = [la(he) ¥ || (C.10)
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due to the ground state property in (1.25). Second, for ¥ = ¥, € D(H) C

K® D(H;/Z), we employ the same sequence (¥, )nen as in (i) to compute

. - 2
la(he) @] =3 VI+1 /d3k1 APy /dSk O (k. k)|

leN

(C.11)

where we used the Fock vector representation ¥, = (w,(f))leNo. ‘We observe that
v, € Ho implies 1/17(,]) € K ® Ce(R3 \ {0}) and, by definition of Ho, c.f. (4.18),
there is a constant L such that wﬁ? =0 for [ > L . A stationary phase argument
in w(k) = |k| and a partial integration in k gives

‘/d3k ORI (ky Ky, k)
1 . _ -
<y [ IR ERTRL D)0 (KL S B L 5D (C12)

where we use spherical coordinates k = (|k|,X) and k; = (|k;|, X;). Here, ¥ and %;
denote the solid angles. Then, we find

(c.11)g% ) \/l+1/d3k1...d3kl (C.13)

0<I<L

. 2
x (/ 4%k 1|0y (PRTRL ST, S ol 201

which converges to zero for ¢ — +oo. In conclusion, for all n € R we have

lim a(hy)¥, =0. (C.19)

n
t—+oo
Moreover, there is a t-independent, finite constant C(c.15)(h) such that
llac(R)(Txg — Tn)ll = [l a(hy)e ™ (U, — )
= lla(he) (H = b+ 1)"2e ™ (H = b+1)2 (¥ - W,)|
i 1

< A/ Vel [1H7 (H = b+ 1) 2{[|¥ = Yol 1)1/

= Cicas) (W)|V - ‘I’7L|‘(H_b+1>1/2 (C.15)
and

llax(h)Wxoll < lim ([las(h)(Wx, — Wn)ll + lae(h) W)
< Ceasy(WIY = Ynll(g_pi1yrr2 (C.16)

holds true for all n € N, where we have use the standard inequalities (A.1),
Lemma A.2 and (C.14). Taking the limit n — oo proves the claim (iv).
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(v) We consider the same sequence (¥, )nen as in (iv) and, for all n € N, we observe
that, by (i) and definition in (1.34), it holds

{a(R)L W, a(l) L W) (@(he) W, ale)" ). (C.17)

= lim
t—ztoo
Furthermore, using the CCR in (1.19), we find for all n € N that

(@(he) Wy, alle)" Wn) = (Wxg, ahe)a(ls) Wn) (C.18)
= (Uxg, (a(le) alhe) + [alhe), ale)"]) Wn) = (alle) Wag, a(he) Un) + (Urg, Wn) (D)2

holds. We may control the limit n — oo of this identity by

(a(he) Wag, alle)" (Uxg = Wa))| < llahe) Wl la(le)" (Wa, — Wn)| (C.19)
< (IBll2 + 1B/ V@l 10l 11 —pgayrrz (N2 + 1/ V@50 = Wnll g1 —py 11725

and likewise,

(a(le) Wy, a(he)(Wag = Wn))| < [la(le)Wxo | la(he)(Wag = W)l (C.20)
< (lell2 + 1/ V@l 120l -y 1yrz (Nl + [1B/V@ 1) Wre = Yallr—pyayrrz

which are ensured by the standard estimates (A.1) and Lemma A.2. These bounds
allow to take the limit n — oo of identity (C.19) which yields

<a(ht)*\11)\07a(lt)*\p)\o) = <a(lt)\IJ)\ova(ht)\IJ/\n> + <\Il/\07 \Ij)\n> <h7 Z)Q
Finally, recalling (C.17) and exploiting (iv) that states a+(h)¥,, =0, we find

<a(h)ft‘11/\ova(l)ftqj/\0> <a(ht)*‘1]/\0a(lt)*\11/\0) = <\Ij)\07 \Ijz\0> <h7 l>2

= lim
t—+oo
which concludes the proof of (v).

(vi) Let ¢t € R. Thanks to the standard estimate (A.1), we find

lae (k) (Hy +1)7% | = [l a(h) (H — b+ 1) "2 (H — b+ 1)3 (H; +1)73 |

< Nla(h)(H —b+ )72 || (H —b+ 1) (Hy +1)72|

1 1 1 1
< |/l [[HF (H =b+1)" 2| [(H b+ 1) (Hp +1)72|. (C.21)

Lemma A.2 ensures that the right-hand side of (C.21) is bounded by a finite
constant C(h) which depends only on h. This proves the first inequality of (vi).
The proof of the second is omitted here as it is almost identical.

O
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D The principle term 7),(h,[)

In the section, we prove that if G = G(h, 1) is positive and strictly positive at Re \; — A\g
then the absolute of the principal term Tp(h,l) can be bounded by a strictly positive
constant times g2.

Lemma D.1. Suppose that G = G(h,l) is positive and strictly positive at Re \y — Ao,
then, for small enough g (depending on G), there is a constant C'(h,l) > 0 (independent
of g) such that

Tp(h,1)| > C(h,)g*. (D.1)
Proof. We set
G(r)

I:= /dr —, D.2
(7'+)\07Re/\17ig2E1)(7‘7/\0+)\1) ( )

and take small enough g. Recalling (2.4), we observe that
Tp(h,l) = > EyM1. (D.3)

We recall from the discussion below Definition 2.1 that Ey = Ej + ¢*A, where a > 0,
A = A(g) is uniformly bounded and Ej is a strictly negative constant that does not
depend on g, see (3.11). Additionally, it follows from (3.25) together with |¢o @ Q| =1
that ||¥y,]| > C > 0, for some constant C' that does not depend on g. Moreover, we
conclude from (3.28) that ReA\; — A9 > C' > 0 for some constant C' (independent of g).
Consequently, (2.6) guarantees that there is a constant C (independent of g) such that
M| >C >0.

This together with (D.3) implies that it suffices to show that there is a constant
C(h,1) > 0 such that

1] = C(h,1), (D.4)
in order to conclude (D.1).
For a = ag := Re A\ — A and recalling (1.2), we observe
I /dr G(r) _ /er(r) (r? — a? — g*E? + 2ig* Err)
(r—a—1ig?Ey)(r +a —ig2E) (r?2 — a2 — g*E})2 + 491 E?r2
(D.5)

Let ¢ > 0 be such that G is supported in the complement of the ball or radius ¢ and
center 0. Then, we have

2¢%r
(r? —a? — g'E})? + 49" Ef

|(D)| > 1| [ drG(r) (D.6)
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Substituting s = r2, yields
2

g
N ) X . )
[Im(1)| > |E4| / dsG(v/s) G ol T 1 (D.7)

Since G(a) # 0, then for small enough g there is a constant 7y, that does not depend
on g and a constant C' > 0 (independent of g) such that G(y/s) > C, for every s €
[@® + ¢*E? —ry,—a® — g*E? 4 rg]. We apply the change of variables u = s — a? — g*E?
and obtain

r 2
Tm(7)] > C|El\/7:u dsstW. (D.8)
Finally, we change to the variable 7 = s/¢? to obtain:
ro/g° 1
|Im(I)| > C|En| e dTW > C|Ey, (D.9)
for small enough ¢ (depending on G). |

List of main notations

In this section we provide of list of main notations and their place of definition used in

this
Symbol Place of definition
By below (1.1)
Hy, K, Hy (1.3)
€o, €1 below (1.3)
w below (1.3)
V, g1 (1.4)
i (1.5)
I (L.6)
H (1.7)
g below (1.7), see also Definition 3.1, (3.31) and Definition 4.3 in [14]
H, K (1.8)
FIbl, b (1.9)
©} below (1.9)
Q (1.10)
Fo (1.11)
S(R3,C) below (1.11)
a(h) (1.12)
a(h)* (1.13)
a(k) (1.14)
a(k)* (1.15)
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(1.20)

below (1.20)
below (1.20)
Definition 1.3
(1.27)

(1.28)

(1.29)

(1.30)

below Lemma 1.5
(1.32)

(1.33)

(1.34)

below (1.34)
(1.35)

(1.36)

(1.37)
(1.38)
(2.1)

(3.31) and (3.32)
(2.4)

(2.5)

(3.1)

(3.2)
below (3.2)

below (3.21)
above (3.22)

(3.23)
below (3.32)
Definition 4.2
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W (4.9)

b)) below (4.9)

o (4.18)

Fin[ho] (4.19)

o], below (4.19)

T'(e, R) above (4.30)

I_(c,R) (4.30)

La(R) (4.30)

Le(e) (4.30)

€n (4.48)

Pi(q,Q) (4.86)

Pi(q,Q) (4.96)
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Abstract

In scattering experiments, physicists observe so-called resonances as peaks at cer-
tain energy values in the measured scattering cross sections per solid angle. These
peaks are usually associate with certain scattering processes, e.g., emission, absorp-
tion, or excitation of certain particles and systems. On the other hand, mathemati-
cians define resonances as poles of an analytic continuation of the resolvent operator
through complex dilations. A major challenge is to relate these scattering and res-
onance theoretical notions, e.g., to prove that the poles of the resolvent operator
induce the above mentioned peaks in the scattering matrix. In the case of quan-
tum mechanics, this problem was addressed in numerous works that culminated in
Simon’s seminal paper [33] in which a general solution was presented for a large
class of pair potentials. However, in quantum field theory the analogous problem
has been open for several decades despite the fact that scattering and resonance
theories have been well-developed for many models. In certain regimes these models
describe very fundamental phenomena, such as emission and absorption of photons
by atoms, from which quantum mechanics originated. In this work we present a first
non-perturbative formula that relates the scattering matrix to the resolvent opera-
tor in the massless Spin-Boson model. This result can be seen as a major progress
compared to our previous works [14] and [12] in which we only managed to derive a
perturbative formula.

Keywords: Scattering Theory; Resonance Theory; Spin-Boson Model; Multiscale Anal-
ysis

1 Introduction
In this work we analyze the massless Spin-Boson model which describes a two-level atom

interacting with a second-quantized massless scalar field. We derive a non-perturbative
expression of the scattering matrix in terms of the resolvent operator for one-boson
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processes, and thus, prove an analogous result that was obtained by Simon in [33] for
the N-body Schrodinger operator in this particular model of quantum field theory. More
precisely, we show that the pole of a meromorphic continuation of the integral kernel
of the scattering matrix is located precisely at the resonance energy. The objective
in this result is to contribute to the understanding of the relation between resonance
and scattering theory. In our previous works [14] and [12], we were already able to
derive perturbative results of this kind in case of the massless and massive Spin-Boson
models, respectively. However, both results are only given in leading order with respect
to the coupling constant. The present work can be seen as a major improvement of
these pertubative results because it provides a closed and non-perturbative formula that
connects the integral kernel of the scattering matrix elements for one-boson processes in
terms of the dilated resolvent.

Our results are based on the well-established fields of scattering and resonance theo-
ries and the numerous works in the classical literature of which we want to give a short
overview here. Resonance theory, in the realm of quantum field theory, has been devel-
oped in a variety of models; see, e.g., [6, 8,7, 4, 9, 1, 26, 27, 32, 21, 15, 28, 29, 2, 3, 13]. In
these works, several techniques have been invented for massless models of quantum field
theory in order to cope with the absence of a spectral gap. Scattering theory has also
been developed in various models of quantum field theory (see, e.g., [23, 22, 16, 25, 24])
and in particular in the massless Spin-Boson model (see, e.g., [17, 18, 19, 20, 10, 14, 12]).
In [5], a rigorous mathematical justification of Bohr’s frequency condition was derived
using an expansion of the scattering amplitudes with respect to powers of the fine struc-
ture constant for the Pauli-Fierz model. In [10], the photoelectric effect has been studied
for a model of an atom with a single bound state, coupled to the quantized electromag-
netic field. A related problem is studying the time-evolution in models of quantum field
theory. In [11], this question has been addressed for the Spin-Boson model. A good
overview has been given in [34].

This work heavily relies on the multiscale analysis carried out in [13] as well as
on the results in [14]. We de not repeat any of those proofs here but rather focus on
the core argument to derive the above mentioned non-perturbative formula. However,
throughout this work, we give precise references to any of the utilized theorems and
lemmas which also contain all technical details.

1.1 The Spin-Boson model

In this section we introduce the considered model and state preliminary definitions, well-

known tools and facts from which we start our analysis. If the reader is already familiar

with the introductory Sections 1.1 until 1.3 of [13], these subsections can be skipped.
The non-interacting Spin-Boson Hamiltonian is defined as

€1 0

Ho::K+Hf, K:Z(O co

) . Hp= / Brw(k)a(k) a(k). (1.1)

We regard K as an idealized free Hamiltonian of a two-level atom. As already stated
in the introduction, its two energy levels are denoted by the real numbers 0 = ¢g < e;.
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Furthermore, H; denotes the free Hamiltonian of a massless scalar field having dispersion
relation w(k) = |k|, and a, a* are the annihilation and creation operators on the standard
Fock space. For a precise defintion we refer to [14, Section 1.1]. Below, we sometimes
call K the atomic part, and H the free field part of the Hamiltonian. The sum of the
free two-level atom Hamiltonian K and the free field Hamiltonian Hy is named “free
Hamiltonian” Hy. The interaction term reads

* 01
Vimo® ) +alf)), o1 <1 0> -' 12)
where the boson form factor is given by

2o
FRIN{0} =R, ke aZ|k|2TH, (1.3)

In our case, the gaussian factor in (1.3) acts as an ultraviolet cut-off for A > 0 being the
ultraviolet cut-off parameter and in addition the fixed number

1€ (0,1/2) (1.4)

yields a regularization of the infrared singularity at & = 0 which is a technical assumption

chosen such that we can apply the results obtained in [13]. Note that the form factor f

only depends on the radial part of k. To emphasize this, we often write f(k) = f(|k|).
The full Spin-Boson Hamiltonian is then defined as

H:=Hy+gV (1.5)
for some coupling constant g > 0 on the Hilbert space
H =Ko F[y, K :=C?, (1.6)
where
o0
Fhl=@F.b], Fulbl=1""  h:=L*RC) (L.7)
n=0

denotes the standard bosonic Fock space, and superscript ©n denotes the n-th symmetric
tensor product, where by convention h®° = C. Note that we identify K = K®1 Floy and
Hj = 1x ® Hy in our notation (see Notation 1.1 below).

An element ¥ € F[f] can be represented as a sequence (¢(™),en, of wave functions
'L/J(") € h©". The state ¥ with 1/1(0) =1 and ™ =0 for all n > 1 is called the vacuum
and is denoted by

Q:=(1,0,0,...) € F[h]. (1.8)
Note that a and a* fulfill the canonical commutation relations:

Vhiteb,  [a(h),a* ()] = (hl)y,  [a(h),a)] =0,  [a*(h),a*()] =0. (1.9)
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Let us recall some well-known facts about the introduced model. It is well-known that
K, Hy, Hy, H are self-adjoint and bounded below on the domains K, D(Hy), D(Hy), D(H),
respectively (see, e.g., [14, Proposition 1.1]). The spectrum of K consists of two eigen-
values ey and e; and the corresponding eigenvectors are

eo=0,1)T and ¢ =107  with K¢ =ep;, i=0,1. (1.10)

The spectrum of Hy is o(Hy) = [0,00) and it is absolutely continuous (see [31]). Con-
sequently, the spectrum of Hy is given by o(Hy) = [eg, o), and eg, e are eigenvalues
embedded in the absolutely continuous part of the spectrum of Hy (see [30]).

Notation 1.1. In this work we omit spelling out identity operators whenever unambigu-
ous. For every vector spaces Vi, Vo and operators Ay and Ay defined on Vi and Va,
respectively, we identify

Ay EA1®]1V2, As =1y ® As. (1.11)
In order to simplify our notation further, and whenever unambiguous, we do not utilize
specific notations for every inner product or norm that we employ.
1.2 Complex dilation

In this section we shortly introduce the method of complex dilation which is a key tool
for proving our main result. For a more detailed presentation we refer to [14, Section
1.2]. We start by defining a family of unitary operators on H indexed by 6 € R.

Definition 1.2. For 0 € R, we define the unitary transformation
wgih =0, k) e Tle k). (1.12)

Similarly, we define its canonical lift Uy : F[b] — F[b] by the lift condition Uga(h)*U;1 =
a(ugh)*, h € b, and UpQl = Q. This defines Uy uniquely. With slight abuse of notation,
we also denote 1 ® Uy on H by the same symbol Uy.

We say that U € F[B] is an analytic vector if the map 6 — WY .= Uy¥ has an analytic
continuation from an open connected set in the real line to a (connected) domain in the
complex plane.

We define the family of transformed Hamiltonians, for 6 € R,

H? = UyHU, ' = K + Hf + gV, (1.13)
where
HY = /d?’kwe(k)a*(k)a(k), V0 =0y © (a(f%) +a(s)°) (1.14)
and
k)= k], ORI\ {0} R, ks e 00 AT p - (115)
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Egs. (1.15), (1.14) and the right-hand side of (1.13) can be defined for complex 0 (see,
e.g., [14, Lemma 1.4]). For sufficiently small coupling constants and 6 € S, where S is a
suitable subset of the complex plane defined in (A.3) below, it has been shown that H 0
has two non-degenerate eigenvalues /\g and )\? with corresponding rank one projectors
denoted by Pg and Pf, respectively; see, e.g., [13, Proposition 2.1]. Note that there the
0-dependence was omitted in the notation. For convenience of the reader, we make it
explicit in this paper. The corresponding dilated eigenstates can, therefore, be written
as

W =PlpioQ,  i=0,1 (1.16
i i

where the eigenstates ¢; of the free atomic system are given in (1.10), and Q is the
bosonic vacuum defined in (1.8). In our notation \Ilil is not necessarily normalized. We
know from [13, Theorem 2.3] that the eigenvalues \¢ are independent of 6 as long as 6
belongs to S and, therefore, we suppress it in our notation writing /\f = \;. In the case
that ¢ = 1, it is necessary that 0 does not belong to §. This is not required if ¢ = 0, and
in this situation we extend the set S, with the same notation, to an open connected set
that contains 0 (see [13, Definition 1.4 and Remark 2.4]). From this, it is easy to see
that \Ilf\?o = W), - as introduced above.

1.3 Scattering theory

Finally, we give a short review of scattering theory which is necessary to state the main
result in Section 2. For a more detailed introduction we refer to [14, Section 1.3].

Definition 1.3 (Basic components of scattering theory). We denote by ho the set of
smooth complex-valued functions on R® with compact support contained in R\ {0}.
We define the following objects:

(i) Forhe€hy and ¥ € K® D(H}/2), the asymptotic annihilation operators
ag (h)¥ = tl}gl a(h)¥,  ay(h) = ea(h)e ™ hy(k) := h(k)e ®),
(1.17)

Moreover, we define the asymptotic creation operators a’L(h) as the respective ad-
joints.

(i) The asymptotic Hilbert spaces

HE =KT @ F[h] where K¥:={UeH:ar(h)¥ =0 Vhehy}. (1.18)

(iii) The wave operators

O HE - H (1.19)
QLT @ a*(hy)..a* (hn)Q := aX(h1)..a’(hn)®, D, .shy € ho, U e KE.

ot
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(iv) The scattering operator S := Q% Q_.

The limit operators a+ and a’ are called asymptotic outgoing/ingoing annihilation
and creation operators. The existence of the limits in (1.17) and their properties (for
example that ¥y, € K*) are well-known (see e.g. [23, 22, 16, 25, 24, 17, 18, 19, 20, 10]).
For a detailed proof we refer to [14, Lemma 4.1]. We can thus define the following
scattering matrix coefficients for one-boson processes:

S(hy1) = [ W |72 (@ (W) ag, 0" (DTx,),  VhLE bo, (1.20)

where the factor ||W,,]| ™% appears due to the fact that, as already mentioned above, in
our notation, the ground state W) is not necessarily normalized. In addition, it will be
convenient to work with the corresponding transition matrix coefficients for one-boson
processes given by

T(h,1) = S(h,1) — (h,1),  Vh,l € b. (1.21)

Physically, these matrix coeflicients may be interpreted as transition amplitudes of the
scattering process in which an incoming boson with wave function [ is scattered at the
two-level atom into an outgoing boson with wave function h. Notice that the transition
matrix coefficients of multi-boson processes can be defined likewise but in this work we
focus on one-boson processes only.

2 Main results

We are now able to state our main result which provides the precise relation between the
one-boson transition matrix elements and the resolvent of the complex dilated Hamilto-
nian. The corresponding proofs will be provided in Section 3.

Theorem 2.1 (Scattering Formula). For sufficiently small g, 0 in a suitable subset
S C C (see (A.3)), and for all h,l € by, the transition matriz coefficients for one-boson
processes are given by

T(h,1) = /d3kd3k/ h(k) (KNS (w(k) — w(k )T (k, k') (2.1)
where
/ .9 / —2 7 0 ! 0
T k) = ~2mig? F0) £ [0, |2 ( (n W, (B = o = W) on 94, )
+ <01\1:§0, (H” =20+ \k’|)71 alxp§0> > (2.2)

The integral with respect to the Dirac’s delta distribution distribution ¢ in (2.1) is
to be understood as

T(h,1) = /Ooo dlk| / dxdx’ Ak, D)kl ST (K], 2, k|, X7), (2:3)
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where we have introduced spherical coordinates k = (|k|, ) with ¥ being the solid angle
and T(k, k') = T(|k|,%, |k|,X') is given by (2.2). Notice that (2.2) is not defined for
k =0 or k' = 0. However, since we take h,l € by, the expression (2.1) is well-defined.
Representing such matrix elements in terms of a distribution kernel is convenient (in
our case, e.g., it makes the energy conservation apparent) and also frequently used in
the literature. In particular, similar distribution kernels in a closely related model have
been studied in [10, 14].

Remark 2.2. In a similar vein as in [14], we can apply perturbation theory together with
the spectral properties obtained in [13] in order to deduce a result as [14, Theorem 2.2]
from Theorem 2.1 above. Then, one can again see the Lorentzian shape of the integral
kernel which was explained in detail in [14].

In the remainder of this work we denote by C any generic (indeterminate), posi-
tive constant that might change from line to line but does not depend on the coupling
constant.

3 Proof of the main result

In the remainder of this work we provide the proof of Theorem 2.1. This section has
three parts: In Section 3.1, we recall a preliminary formula for the scattering matrix
coefficients; c.f. Theorem 3.1 below, which was proven in [14, Theorem 4.3]. This formula
together with several technical ingredients provided in Section 3.2 and 3.3 pave the way
for the proof of our main result given in Section 3.4.

3.1 Preliminary scattering formula

The following theorem has been proven in [14, Theorem 4.3].

Theorem 3.1 (Preliminary Scattering Formula). For h,l € b, the transition matriz
coefficient for one-boson processes T'(h,l) defined in (1.21) fulfills

T(h,1) = tiigéo/dskdi‘k’ml(k/)é(w(k) — w(ENTy(k, k) (3.1)
for the integral kernel
Ty(k, k') = =2mig f (k) [|¥xo |72 (01 @xg, e (K') "V, ). (3.2)
The integral in (3.1) is to be understood as
T(h.1) = ~2rig [, 2 (o1 a(W)" 01, ) (33)
for W € b given by
RY > ks W(K) = (k) [ dERORLE)F(H, D) (3.9

using spherical coordinates k = (|k|,X) with ¥ being the solid angle.
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3.2 General ingredients for the proof of the main theorem

Here, we state some general results which are applied in the proof of our main result, see
Section 3.4. Most of the statements in this section are formulated without motivation.
However, their importance becomes clear later in Section 3.4. At first, we recall a
representation formula of the time-evolution operator similar to the Laplace transform
representation (see, e.g., [2]). This formula is an important ingredient for the proof of
the perturbative scattering formula in [14] and it plays a relevant role in the present
work. For a detailed proof we refer to [14, Lemma 4.5].

Lemma 3.2. For e > 0, v = Im60 > 0 and sufficiently large R > 0, we consider the
concatenated contour T'(e, R) :=T'_(e, R) UT () UT4(R) (see Figure 1), where

T_(e,R) :=[-R, o — €] U[X + ¢ R],
T4(R) := {—R— uelt sy > 0} U {R-i—ue_i% Tu > 0} R
Te(e) == {/\0 —ee”t |0, W}} . (3.5)
The orientations of the contours in (3.5) are given by the arrows depicted in Figure 1.

Then, for all analytic vectors ¢,v € H (analytic in a — connected — domain containing
0) and t > 0, the following identity holds true:

e\ 1 —itz /8 (116 19
(9.7 ) = %/F(ER) dze <¢ (1 -2) > (3.6)
Te(e)
I'_(¢,R) /’\ I'_(¢,R)
v/4 _R " Ao " R v/4
Ta(R) La(R)

Figure 1: An illustration of the contour I'(¢, R) :=T'_(¢, R) UT'¢(¢) UT4(R).

In this paper we use a non-standard definition of the Fourier transform and its inverse:
Sul(z) = / dsu(s)e™, 3 'ul(x) = (27)"" / dsu(s)e™®,  (3.7)
R R

where u € S(R,C) (the Schwartz space). We utilize the same symbols (and names)
for their dual transformation on S'(R,C) (the space of tempered distributions). We
identify, as usual, functions f € LP(R,C) (for some p € [1,00]) with their induced
tempered distributions in S'(R,C) (f(u) = [uf) and, similarly, we identify functions
f € LL(R,C) with their induced distributions in (C§°(R,C))". We denote by © the
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Heaviside function (or distribution, or tempered distribution) and by ¢ the Dirac §
distribution (or tempered distribution):

1 for >0 o
O(z) := {0 for <0’ O(u) = /0 u(z)dz, d(u) = u(0), (3.8)

for u € (R, C).
Lemma 3.3. We denote by (PV(1/e)) € S'(R,C) the principal value:
(PV(1/9))(p) = PV/R ds%ap(s) = [ ds %gp(s) Vo € S(R,C). (3.9)
Tt follows that
(0] = 76— iPV(1/e). (3.10)

The above result can be shown using methods from standard distribution theory.
However, for the sake of completeness, we present a proof in Appendix B.

3.3 Key estimates

In this section we establish two key estimates for the proof of the main theorem. We
point out to the reader that they strongly rely on the results obtained in [13]. However,
for simplicity and due to the fact that the important features have already been studied
in [14, Section 4.3], we omit the details related to the multiscale analysis carried out in
[13], and give precise references instead.

Definition 3.4. (c.f. [14, Definition 4.6]) For every fized numbers py € (0,1) and
p € (0,min(1,e1/4)) satisfying (A.13), we define the sequences

pn = pop", en = 20p, 4 YneN. (3.11)

Lemma 3.5. Set G € C°(R\ {0},C), n € N large enough and n > 0 small enough such
that G(z) = 0, for |z| < 2(e, +n). We define
G(r)
T r(n): = dz1 ar— (11, ), 12
aw= [ o) [ar S0 (- 1,000), (G2

where 17, .y is the characteristic function of the set Iy(z) = [z—=X—n2— X +7),
I'_(en, R) is defined in (3.5) and

=T 7 0 -1
u:Ct\{N} —C, z = u(z) == (1P}, (H - z) ¥y, ) - (3.13)
Then, for sufficiently large R (independent of n and 0 € S), there is a constant C' (that

does not depend on n, but it does depend on G, 0, e; and m — see above (A.9) below)
such that

Tor(n) — Tri/Rdr G(r)u(r + Xo)

< C(pﬁ/g+%+n). (3.14)

9
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Proof. The integrand in (3.12) is absolutely integrable with respect to the variables z
and r because the singularity is cut off by the characteristic function. We apply Fubini’s
theorem to get

T r(n) = /R dr G(r) /F gt

Py (1-1p,)- (3.15)
Next, we analyze the inner integral above for r in the support of G. Set I'(,) the half
circle in the upper half complex plane with center r» + Ay and radius . Moreover, set
I'® the half-circle in the upper half complex plane with center 0 and radius R. As

Ao Ao t+T

Figure 2: An illustration of the half circles T'c(e,) and T',.

despicted in Figure 2, the two half circles I'c(¢,,) and I'(r) do not intersect each other for
all r in the support of G. This is a consequence of the assumption that the support of
G does not intersect with the interval (—2(e, + 1), 2(€, + 1)). Moreover, we find that
both half circles Te(e,) and ',y are contained in T’ () for large enough R (the value of
R can be chosen uniformly with respect to n and 6 € S, but it depends on the support
of G independent of n and 6 € S, but dependent on the support of G).

Note that there is a constant C' (that depends on the support of G, but not on n,
0 €S, p and pp) such that (see (A.12))

1
z—XN—T

C

W€ ), (3.16)

[u(2) <

Moreover, there is a constant C' (that depends on the support of G, but not on n, p and
po) such that (see (A.15))

1

1
Z2—Xo—T ’

Pn

Vz € Te(en), (3.17)

‘u(z) ‘ <cocntt

where p, = pop"™ and pg > 0, 0 < p < 1 and C > 0 are specific numbers defined in [13,
Definition 4.1 and 4.2] and fulfilling (A.13). We know from (A.10) and (A.11) that the
only spectral point of H? in C+ is A\g. Hence, there is a constant C' (that depends on
the support of G, but not on n) such that

[u(z) —u(ho+7)] <Cn,  Vzel. (3.18)

10
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A direct calculation shows that

dzu(Ao + 1)

———— = —u(Ng +7)im. 3.19
- P y—- (Ao +7) (3.19)

We choose the contour which follows the following set of points (F,(en, R) \(r+ Xo —
n, 7+ Ao + 'r])) Ur® UP(r) UT.(e,) along the mathematical positive orientation. This

is a closed contour where the function z +— Z_u)(\i)_r is continuous, and an it is analytic
on its interior. Then, it follows from Cauchy’s integral formula that (notice that, for z

in the real numbers, 17, .)(r) = Ly ag—nrtrotn (7))

u(z) / u(z)
dz—22 (11 0(n) = dz—2 (11, ot
/IL(emR) R (1-1100) PoenR) 2= Ao T (1= Troromnrisn()

= dz _ulz)
T—(en,R)\(r+Xo—n,r+Xo+n) z—XN—T

- / dz%7

I®UL(r)Ule(en) 22— A0 —T

(3.20)

which together with (3.15)-(3.19) imply the desired result, we additionally use Definition
3.4 and (A.13) to estimate the integral over I'c(ep). dJ

Lemma 3.6. Let n > 2 and R > 0 be large enough. For 0 < ¢ <1 < @ < oo and
¢ € S(R,C), we define

A(Q,n,R) := /qQ ds((s)/F dz e #(z"20) <01\P§0, (H9 - z)71 (rl\IJf)\U> . (3.21)

—(en,R)
Then, the limits A(Q, 00, 00) := gm A(Q,n,R) and A(co,n,R) := Qlim A(Q,n, R)
n,R—o00 00

exist and they are uniform with respect to Q and (n, R), respectively. Moreover, there is
a constant C' (independent of n, q, Q and R) such that

|A(Q,n,R) — A(co,n, R)| < C/Q. (3.22)
Additionally, the limits
lim lim A(Q,n,R), lim A(oco,n,R) (3.23)
Q—00 n,R—o00 n,R—o0

exist and they are equal.

Proof. For 0 < ¢ < Q < oo, n € Nand R € R sufficiently large, we write

A(Q,n,R) = AY(Q,n, R) + AP (Q,n, R), (3.24)

11
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where
) @ —is(z—Ao) 7 0 -1 0
Y(Q,n) = J, ds((s dz e o1, (H - z) a1 ¥y, ), (3.25)
@) © N S
A®(Q, R) / dsg(s)/ dz e~ is(z=%0 <01\11A0,(H - 2) al\I/)\0>. (3.26)
q I
Here, we split the the domain of integration I'_(e,, R) = I; U I,,, where I := [—-R, R] \

(M — e, 0+ €e) and I, := [Ao — €1, 0 + e1] \ (Mo — €n, Ao + €n). We analyze first
(3.26). We obtain from the integration by parts formula (in the variable s) together with
e75(=20) = j(z — \g) "' Bse*(:720) that there is a constant C such that, for Q > Q,

@(Q,R) - AP(Q,R)

Q -1
= 7/ ds((s / dz (2 — Ap) T10,e T80 <a’1\11)\“ (H - z) 01\P§0> .
Q

=i [ d2 (€@ @) ) (0t (17 2) o)

Q )
i / ds (agC(S)) dz (Z _ )\0)716725(27/\0) <0'1\IJAU, (I{‘9 — z) 0'1\11)\0> (327)
JQ

Jn

Since ¢ € S(R,C), there is a constant C' such that, for all s € R, [{(s)],|0:¢(s)| <
C/(1+ s%), and hence, there is a constant C' such that

(A@(Q, R) - A<2)(Q,R)‘ < CQ‘I/I dz |z — Ao| ™! ‘<01\IJAO, (H - z)’l glqﬂ;0>‘ .
(3.28)

It follows from (A.12) and (A.15) that there is a constant C (independent of n, R, ¢ and
Q) such that

4@, ”) ~ 4P (Q B)| < C/Q. (3.29)

Similarly, using that ¢ € S(R,C), we find a constant C' (independent of n, R, ¢ and Q)
[AD(@Q,n) — AV(@,m)| < Q7! [ az

such that
7 0 -1 6
5 <01\11A0,(H —z) alquO>’
<cQ- Z/ dz

-1
<01\I!/\0,<H -2) alqz§0>
]]+1

where I j11 := [Ao—€j, Ao+ €]\ (Ao — €j41, Ao +€j41). We observe from (A.15) together
with Definition 3.4 that there is a constant C' (independent of n, R, q and Q) such that

CJ+2

Ij 1 =1 Pj+1

|AD(@,n) - AV(Qn)| < cQ! Z / (3.31)

12
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From Definition 3.4 and (A.13), we obtain that

[AD(Q.n) = AV(@Q,m)| < C/Q. (3:32)
This together with (3.29) implies that there is a constant C such that

[A@n, R) = A@Q.n, B)| < C/Q. (3:33)

Consequently, the limit limg_, A(Q,n, R) exists and it converges uniformly with re-
spect to n and R. We denote the limit by A(co,n, R) = Qlim A(Q,n, R). Tt follows that
—00

(3.22) holds true.
For fixed Q and 7t > n and R > R, we have

‘A(Qv n, E) - A(Qv”v R)) < ‘A(Q,'fl, R) - A(Q’ n, R)‘ + ‘A(Qv n, R) - A(Qv”v B)‘ .
(3.34)

For 7 and R large enough, employing a similar calculation as in (3.28), we get from
(3.24), (3.25), (3.26) that there is a constant C' (that does not depend on @) such that

A@Q.7, R) = AQ.7, B)| = |AP(Q, R) - A®(Q, )|
< ./[—R,—R]U[R,R] dz |2 — Ao| ™! ‘<alm§0, (H0 - z)fl alxp‘§0>' <C/R,  (3.35)

and furthermore, similarly as in (3.31), we obtain that there is a constant C' such that

L L =l 2,
AQ 1)~ A@n )| = [AVQA) ~ AV Q[ <O = 2. (330)
Jj=n

and consequently, it follows from Definition 3.4 together with (A.13) that there is a
constant C' (that does not depend on @) such that

|A(Q,n,R) — A(Q,n,R)| < C/n. (3.37)

This together with (3.34) and (3.35) yields that there there is a constant C (that does
not depend on Q) such that

\A(Q,ﬁ, R)— A(Q,n,R)( <C(R+n ). (3.38)

We conclude that the limit A(Q, 00, 00) := gm A(Q,n, R) exists (uniformly with
n,R—o00

respect to @). This completes the first part of the lemma.
Now we prove the second part of the lemma. At first, we show the existence of the

limit lim A(co,n, R). For A > n and R > R, we estimate
n,R—o0

(3.39)
< ]A(oo, i, R) — AQ, 7, R)) + \A(Q,ﬁ, R) — A(Q,n, R)( + |A(Q,n, R) — A(co,n, R)].

13
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For € > 0, we take QQg > 0 such that for all Q > Qg
‘A(oo,ﬁ7 R) — A(Q, #, R)‘ <¢/3 and |A(oo,n,R) — A(Q,n,R)| <¢/3. (3.40)

We obtain from (?3.38) that, for € > 0, there are constants ng, Ry > 0 such that, for all
n,n > ng and R, R > Ry,

‘A(Q,ﬁ, R) — A(Q,n, R)] < ¢/3. (3.41)

This together with (3.40) and (3.39) yields that, for € > 0, there are ng > 0 and Ry > 0
such that, for n > ng and R > Ry, we have

A0, 7, ) — A(oo,n,R)‘ <e (3.42)

This implies the existence of the limit %m A(oo,n, R) =: A(co,00,00). We fix € > 0.
n,R—o00

According to (3.42) we obtain that for large enough n, R, |A(00, 00, 00) — A(c0, n, R)| <
€/3. Since limg_,0c A(Q,n, R) = A(co,n, R) uniformly with respect to n, R, then for
large enough @ (independently of n, R) |A(co,n, R) — A(Q,n, R)| < €¢/3. Moreover,
because A(Q, 0o, 00) = ., 22100 A(Q,n, R) (uniformly with respect to @), for large enough

n, R (independently of Q) we have that |A(Q,n, R) — A(Q, 00, 00)| < €/3. We conclude
that there are n € N, R > 0 and Q > 0 such that, forn > n, Q > Q and R > R, we
have

‘A(OO, 0, OO) - A(Q7 0, OO)‘ S‘A(OO, o0, OO) - A(OO, n, R)l + |A(OO7 n, R) - A(Q/ n, R)l
+|A(Q,n, R) — A(Q, 00,00)| < €. (3.43)

This proves that limg_,o A(Q, 00,00) = A(00,00,00) and completes the proof of the
second part of the lemma. 0

Remark 3.7. The absolute value of the integrand in the definition of A(Q,n,R) in
Lemma 3.6 is

<) <01\p§0, (1 - Z)*101q1§0> I (3.44)

and since the norm of the resolvent operator behaves as ‘1/,2‘ for large |z|, it is expected

that the integral of (3.44) over I'_(ep, R) diverges as R tends to infinity. A uniform bound
of the from (3.22) is possible because the oscillatory factor e 8(2=20) s being integrated:
we treat A(Q,n, R) as an oscillatory integral, and use the usual tools from this area (we
use a clever division of the integration domain, apply integration by parts in different
forms and interchange orders of integration). This is only possible if the variable s is
integrated (otherwise we loose the power of the oscillatory factor and we cannot perform
integration by parts in the way we do). This is the reason why do not differentiate with
respect to Q and utilize the fundamental theorem of calculus (which is called Cook method
in the context of scattering theory), since the derivative of A(Q,n, R) with respect to Q
does not contain an integration with respect to s.

14
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3.4 Proof of Theorem 2.1

Proof of Theorem 2.1. Let h,l € ho; see Definition 1.3. Recall the definition of W given
in (3.4) and the form factor f in (1.3). Thanks to the fact that f € C°(R?\ {0},C),
we find that

hf7 lf7W € bO' (345)
Theorem 3.1, i.e., Equation (3.3) together with (A.2) yields

T(hvl) = —2mig H\PAOH_Z (a* (W)UI\I!AW qj}\o> = —2mig H\I/Ao”_2 <[a*(W)7 0'1}\1!)\07 \II)\[J> ’

(3.46)
and furthermore, recalling that w(k) = |k|, and (A.1), we obtain that
2 2 [V e [ isH is H
T(h,1) = —27(ig)? [, | / ds (We, iz ([ are™H 1] ), 0y, )
—00
= 2rg’ H\I/AOH’Z/O ds (f, W_s)2 < [e_iSHmeis}I, 01} s ‘I’/\g>
= ig? [0y, (7O - 7)), (3.47)
where we use the abbreviations
70 .= lim lim TU)9@ (3.48)
q—0+T Q—o0
for j = 1,2 with
Q ) ) .
TWeQ ;= —Qm/ ds/d%W(k)f(k)e“ﬂk‘“U) (o105, e 10, )
q
Q ) .
= 727ri/ ds/dr G(r)es(rt0) <01 U, e 5Hqy \11A0> (3.49)
q
and
Q - -
T@eQ = —2m'/ ds/er(T)e”(’_)‘“) <01l11,\0,e“H01\11,\0>. (3.50)
q
Here, we use the notation
ASAS 4R S)i(r, 5 f(r)?2 f >0
G:R—C, r— G(r) = J rh(r B)(r, Z) () o= (3.51)
0 for r <0,

where we write spherical coordinates k& = (r,X) and &' = (+/,X') in (3.1) and (3.4)
recalling the definition of W and that f(k) = f(|k|) only depends on the radial coordinate
r = |k|. Thanks to (3.45), we observe

G € C®(R\ {0},C) C S(R,C). (3.52)
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Term T(M):4Q:  [13, Theorem 2.3] guarantees that Wy, and therefore, also 1%y, is an
analytic vector (see Definition 1.2). As pointed out earlier, for the ground state, we can
take the set S to be a neighborhood of 0 which allows us to apply Lemma 3.2 and find

Q ) ) = 1
T4Q = 7/ ds/dr G(r)esr o) / dze™"? <(71\Il§\ , (Ho — z) rrllIfg\“> .
a Jr(en.R) ’
(3.53)

Here, I'(ey, R) = T'_(€n, R) UT¢(en) UT4(R) is the contour defined in Lemma 3.2, i.e.,
(3.5), for sufficiently large R > 0 and n > 2. We split the term

T(])yqu — T;j?}g*Q + TE(:)»Q-,Q + T](%l)’q’Q (354)
according to the different contours parts, see (3.5), in the dz-integrals:
Q ) = -1
1.9.Q . _ —is 0 0 0
19 = —/q ds J(s) /n@m dze i <01pr07 (1 - 2) 01\11,\0> . (3.55)
Q ) = -1
TaQ ; — —/ .](s)/ dze <alxp§0, (H® - 2) alxl/§0> : (3.56)
" q Le(en)
Q ) P -1
TP = / ds J(s) / dze s <01\1/§0, (H" - 2) alxp§0> : (3.57)
Jq JTq(R)

and we use the definition
J:R—=C, s J(s) = / dr G(r)e? (o), (3.58)
We observe that, thanks to (3.52), we have J € S(R,C) which implies
()] < C+sl) 7 (3.59)

for some constant C'. Moreover, we have (see (A.12))

slmz

—1i8z 0 -1 €
e <alxp§0, (Hf? - Z) (71\IJ§U>‘ < C||\1%H2m, VzeT4(R).  (3.60)

Contribution Te(nl)‘q’Q in (3.56): Using (3.59), we may start with the bound

—isz 0 0 -1 0
/FC(%) dze <0’1‘1/A07 (H — z) 01\11)\0> . (3.61)

It follows from (A.15) together with Definition 3.4 that there is a constant C' such that,
for s € [g,Q], we have

—is 7 ) -1 0
/rn(e,,,) dze " <0'1\P)\07 (H - Z) o1y,

where we use (A.13). In conclusion, we have that, for all 0 < ¢ < Q < oo,

‘Te(j),q7Q| < C sup
s€(g.Q]

< Ce‘"Q%C”“ < CeQpi/8 (3.62)
n

lim 7M€ = 0, (3.63)
n—0 "
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Contribution TI(?Q‘q’Q in (3.57): Using (3.59) again, we find

Q 1 g . = -1
(1),0,Q —isz 0 (. 0
TR < C/q T /MR) dze <01\II>\U, (1 - 2) 01\1%> . (3.64)
For s € [¢,Q], we observe that there is a constant C' such that (see (A.12))
/ dz 5% <O’1\IJ§ (HQ _ Z>71 0.1\116 > < 9 /OO du e—susin(l//ﬁl)' (3.65)
Tu(R) o2 /=R o
Thereby, as in (3.65), we obtain the estimate
; @ 1 —isz 0 0 -1 0
B ) T S e (9 (7))
c (9 11
< lim — ds ——— =0. 3.66
—REHOOR/Q T+ 52 Ts| (3.66)
Then, we conclude for all 0 < g < Q < o0
; 1),a:Q _ .
P}glgo Ty =0. (3.67)
This together with (3.63) and (3.54) yields that for all 0 < ¢ < Q < 0o
. 1).4,
7MW@ = Jim 79, (3.68)

n,R—o0

Note that J € S(R,C). Therefore, we are in the position to apply Lemma 3.6 and find

T30 .— lijm TMW4Q — 1im  lim Te(l),qu — lim TE(1)<,¢1,<>07 (3.69)
Q—o0 Q—oon,R—oo0 ™ n,R—oo ™
where
(g0 _ 1 WaeQ _ [ —isz 7 o\t 40
TR = Jim TR = /q dsJ(s)./R(%R)dze <01\P)\0,(H ) glxpxn>‘

(3.70)

) - —1
For fixed n and R, the function z +— e™%%* 01\11?\“, (H‘9 - z) al\Ilio> is bounded in

I'_(€n, R). Then, thanks to (3.59), we may apply Fubini’s theorem and find:

T — / dz <01\IJ§0, (m—2)" 01\11§0> / ds / dr G(r)er+h0=2)
I'—(en,R) q
. _ 1 - .
= f/ dz <U1\IJ§U, (H9 - z) 01\11§0> /ds O(s—q) / dr G®) (r)e™™. (3.71)
T'_(en,R)

In the last step, we use the coordinate transformation » — z — Ay — r and the notation

G¥:R-C, s GE(r) =Gz — A —1) z€eR. (3.72)
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Then, it follows from (3.52) together with (3.7) that

[asei—q) a6 —'su/ds@ /er<Z> e gis

oG = §e)(G), (3.73)
where, for ¢ > 0, we define
G(r) = GO (p)e i, (3.74)
Thanks to (3.52), we have for z € R and ¢ > 0
G e C®(R\ {z - A}, C) C S(R,C). (3.75)
It follows from Lemma 3.3 that for z € R
/ dsO(s — q) / dr GO (1) = 16(GEH0) — i (PV (1/9)) (GP). (3.76)
This together with (3.71) yields that
T = e i (3.77)
where
T /F L <01\1;§0, (m =) alw§0> Gz — o) (3.78)
=i [ s (ot (B 2) ot ) i [ Gle=do—n)e™™
~(en,R) n=0F JR\[=n,n] r
(3.79)

In the following, we shall compute both contributions explicitly.

Contribution Te(i’jl%)(h., ): Tt follows from (3.52) that there are numbers M > k > 0
such that supp G C [, M]. Recall that everything so far holds for any choice of n, R > 0
large enough. For the rest of this proof we will restrict this choice to R > M and n > 0
large enough such that €, < k/4. In this setting, we may turn the dz-integral in an
indefinite one, exploiting, the compact support of G and the definition of the contour
I'_(en, R). We thus obtain

5 ~1
TR = g /1 wn® <01\1:§0, (H" - 2) alxp‘§0> G(z — No)
i = —1
= 771'/1“ ) dz <01\IJ§O, <H9 — )Xo — z) 01\11?\0>G'(z)
—\€n, — A0

* 0 -1 50
:4/0 dz (08, (H? =20 —2) o1 ¥, ) G(2) (3.80)

18
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Contribution Te(nl,’}?-{)(h7 1): In order to calculate Tf(j:;?(h, ) we can now fall back to

Lemma 3.5. We recall Definition 3.4 and notice that 0 < e, < & /4 for sufficiently large
n. Then, as a direct consequence of Lemma 3.5, we find (for sufficiently large R)

lim 7529 = lim T, p(n)

n,R—oo it n,R—o00,n—0
, 5 -1
= *ﬂ/Rd'I‘ G(r)e " <01\Il§\07 (H9 —Xo— 7“) 01\Il§\U>
00 7 ~1 .
= —7r'/0 dz <01\Il§0, (Ha —Xo— z) (71\11§0> G(z)e "%, (3.81)

where T;, p(n) is defined in (3.12).
Collecting the contributions of (3.77), i.e, (3.80) and (3.81), we establish the identity

T = lim  lim T (3.82)

q—01 n,R—o0

°° g (g BN i
= —7 lim A dz <(71\I!/\0,<H ,)\O,Z) UllIJ/\O>G(z)(1+eﬂqz)

qg—07 .
- /Ooo dz <01\p§0, (B2~ z)fl a1¢§0> G(2)
- —27r/d3kd3k/%z(k’)f(k)f(k’)aqm —|K']) <alx11§0, (HG — o — \k’\)J 01\1/§0>.

In the third line we applied the dominated convergence theorem which is justified by
(3.52). Moreover, we have inserted the definition of G using the symbolic notation of
the Dirac-delta distribution in the last step.

Term T®: The second term T can be inferred by repeating the calculation with 6
replaced by 6 and reflecting the path of integration I'(e,, R) on the real axis when ap-
plying Lemma 3.2. In this case one has to consider the Hamiltonian H? whose spectrum
is given by mirroring the spectrum of H? at the real axis. Due to the similarity of the
calculation, we omit a proof but only state the result

T® = 27r/d3kd3k/ RO (k) £ (k)8 ([k| — |K]) <olxp§0, (H5 o+ \k’|)71 alxp§0> .
(3.83)

The relative sign in comparison with (3.82) is due to the the opposite mathematical
orientation of the contour. Inserting (3.82) and (3.83) in (3.47) completes the proof. [

A Collection of previous results used in this work

In this section we collect the relevant results of [14] and [13] which are used in the proofs
contained in this work.
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A.1 Scattering Theory

Let V€ K® D(H}/Q) and h,l € ho. Then, we recall from [14, Lemma 4.1] that

0 . .
a—(h)¥ = a(h)¥ +ig / dse™H (hg, foore 00, (A1)

It can be shown by integration by parts that there is constant C' such that |(hs, f)2] <
C/(1 4+ s?) for s € R (see [14, Eq. (C.7)]). Hence, the integral above is convergent.
Moreover, it is proven in [14, Lemma 4.1 (iv)] that

a+(h)¥y, =0. (A.2)

A.2 Spectral Properties
We define

§:={0eC:-107 <Re# <107 and v < Im¢ < 7/16}, (A.3)

where v € (0,7/16) is a fixed number (see [13, Definition 1.4]).
In order to specify some of the spectral properties of H? we define certain regions in
the complex plane:

Definition A.1. (c.f. [1{, Definition 3.2]) For fized 0 € S, we set § = e1 —eg = €1 and
define the regions

A=A UAU A3, (A4)

where
A :={2z€C:Rez<e —0/2} (A.5)
Ay = {z €C:Imz > éésin(u)} (A.6)

As:={z€C:Rez>e; +§/2,Imz > —sin(rv/2) (Re(z) — (e1 +6/2))}, (A7)

and for i = 0,1, we define
) 1o 1 1o,
B,/ =¢zeC:|Rez—¢| < 56, —5h sin(v) <Imz < gésm(y) . (A.8)

These regions are depicted in Figure 3.

For a fixed m € N, m > 4, we define the cone

Cm(z) = {z +ae g >0,la—v| < I//m} . (A.9)
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Ay

B B Ay

€o e1 v/2

Ay

Figure 3: An illustration of the subsets of the complex plane introduced in Definition
Al

It follows from the induction scheme in [13, Section 4] that \; € Bi(l), and moreover, [13,
Theorem 2.7] together with [13, Lemma 3.13] yields

o(H?) € C\ [AU (BP\ Cn(X0)) U (B \ C()) ] (A.10)
For g small enough, we recall from [14, Eq. (3.13)] that there is constant ¢ > 0 such that
Im) < —g%c < 0. (A.11)

In the following we collect some important resolvent estimates. The region A is far away
from the spectrum, and therefore, resolvent estimates in this region are easy. In [13,
Lemma 3.2], we prove that there is a constant C' (that does not depend on n, g, pp and
p) such that

HHgl—zH = C’|z—1e1|’

Vz € A (A.12)

As in [14, Eq. (3.31)], we select the auxiliary numbers p

C%f <1, C%'<1/4, (andhence  Cpa'H/h <), (A.13)
where
/4
L= € (0,1). Al4
(1+p/9) @1 (A0

In [14, Lemma 4.7] we show that for all n € N, a fixed (arbitrary) m > 4 and 6 € S,
there is a constant C' (that depends on m) such that

< OC”“pi, (A.15)
n

H Hel— zglqjg‘o

21




264 A Electronic reprints

for every z € B(()l) \ Cn( Mo — 2p711+ﬂ/467i'/)7 where the cone Cp, is defined in (A.9). It can
be seen from [14, Lemma 4.7] that C' does not depend on n, pg and p. Here, we recall
from [14, Eq. (4.51)] that

Con( Mo — 2p1 4 ) (ﬁ«# Ao — 12 sin(u)p}f““) C D(Xo, €n) C D(Xo,26,) C B(()l).

(A.16)
B Proof of Lemma 3.3
Proof of Lemma 3.3. For a > 0, we define g, € S'(R,C) by
4 SROSC prrgale) = [ dre o). (B.1)
0

It follows from (3.7) that for ¢ € S(R,C)

$loul(9) = 90 (Bl = [~ deeFel(w) = [Tdoe [dsp(sen (B2)

The integrand on the right-hand side of (B.2) is absolutely integrable because of ¢ €
S(R, C), and hence, the Fubini-Tonelli theorem yields that

. 00 )
Sloal(e) = [ ds(s) [ dwemsioti, (B3)
This together with
© ; 1 « s
—z(a+is) — — o B4
/0 dre a+is (a2 +s2) Z(a2+52) (B4)

implies that

Bloal(0) = G () —iGP (p), (B5)
where

() = [ s 5yl (5.6)
and

(o) = [ s (g yels) (B.7)

Using the coordinate transformation s — as we obtain that

. (1) _ p(as) _ / 1 — —
Jim Gol(p) = lim J o ds 75 = 0(0) | ds g =me(0) =7ile), (B
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where the second step follows from the dominated convergence theorem together with
the continuity of ¢. Moreover, we have

G (p) = GIV () + G2 (), (B.9)
where
G = [ (B.10)
and
a® s
G2 () := /_a8 ds mga(s) (B.11)

We treat these two terms separately. At first, we obtain

6| < [ as

—a8

s
(a? + 52)

S

((5) = 0(0)] + |40 ’ JR I ——

(a? + 52)

(B.12)

0 | o™ 1
< 94 B | / '
<20t swpos) o)+ E 7 as L

s€[—a®,a8]

where we have used the coordinate transformation s’ = s® for the second term in the
last line. Then, we obtain

\GW(@)( <2 sup  p(s) — 0(0) + *”(20) \111(1 +a®) —In(1 - aS)\ . (B.13)

s€[—ad,a®]

Note that In() is continuous close to 1 and supye[_qs,q8)[¢(s) — ¢(0)] < oo since a
continuous function has a maximum on a compact set. We conclude

lim G3Z?(p) = 0. (B.14)

a—0t

Finally, for some R > 0, we obtain
a0 = [ ds = (0(5) = 9 (0) + [ ds — (0
o () Je R RN at08) § (a2 + ) (p(s) — ¢(0)) +. R R\ [0 o8] § (a2 + 82)90( )
s

+/ ds ———~ . B.15
AN R e 52)80(3) (B.15)

Due to symmetry, the second term vanishes independently of R, and moreover, the mean
value theorem implies that

lo(s) = @(0)] < Isl [|¢ - (B.16)

Altogether, this yields that
’ (QQ i 82) (@(5) - W(O)) X[*R.R]\[fas,as](s)) < HLPIHOO X[—R,R](S)v (B17)
‘ﬁ@(s)m\[f&m(s)) S’@XR\[—R,R](S)L (B.18)
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where x4 is the characteristic (indicator) function of the set A. This allows us to apply
the dominated convergence theorem in order to find

a—0t

lim, GE(e) = PV [ dspls) = (PV (1/9)) (¢): (B.19)
[ s
This together with (B.14), (B.9), (B.8) and (B.5) implies that

lim lga](p) = 76(p) —i (PV(1/e))(¥)  Vp € S(R,C). (B-20)

a—0t

We conclude the proof by (3.7) which yields
Jim Slonl(e) = lim ga(Gle) = 0@l =5O10) o SRO). (B2

O
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Abstract

In light of the conference Quantum Mathematical Physics held in Regensburg in
2014, we give our perspective on the external field problem in quantum electrodynamics
(QED), i.e., QED without photons in which the sole interaction stems from an external,
time-dependent, four-vector potential. Among others, this model was considered by
Dirac, Schwinger, Feynman, and Dyson as a model to describe the phenomenon of
electron-positron pair creation in regimes in which the interaction between electrons
can be neglected and a mean field description of the photon degrees of freedom is
valid (e.g., static field of heavy nuclei or lasers fields). Although it may appear as
second easiest model to study, it already bares a severe divergence in its equations
of motion preventing any straight-forward construction of the corresponding evolution
operator. In informal computations of the vacuum polarization current this divergence
leads to the need of the so-called charge renormalization. In an attempt to provide a
bridge between physics and mathematics, this work gives a review ranging from the
heuristic picture to our rigorous results in a way that is hopefully also accessible to
non-experts and students. We discuss how the evolution operator can be constructed,
how this construction yields well-defined and unique transition probabilities, and how
it provides a family of candidates for charge current operators without the need of
removing ill-defined quantities. We conclude with an outlook of what needs to be done
to identify the physical charge current among this family.

Heuristic introduction

We begin with a basic and informal introduction inspired by Dirac’s original work [9] to
provide a physical intuition for the external field QED model. Specialists among the readers
are referred directly to Section 1.1. As it is well-known, the free one-particle Dirac equation,
in units such that Ai=1and ¢ =1,

(id — m)w(x) = 0, for ¢ € H = L*(R3,CY),

*deckert@math.lmu.de
fmerkl@math.lmu.de

(1)
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was originally suggested to describe free motion of single electrons. Curiously enough, it
allows for wave functions in the negative part (—oo, —m] of the energy spectrum o(H°) =
(—00, —m] N [+m, ) of the corresponding Hamiltonian H® = 1%(—iy - V + m). As the
spectrum is not bounded from below, physicists rightfully argue [17] that a Dirac electron
coupled to the electromagnetic field may cascade to ever lower and lower energies by means
of radiation; the reason for this unphysical instability is that the electromagnetic field is
an open system, which may transport energy to spacial infinity. Other peculiarities stem-
ming from the presence of a negative energy spectrum are the so-called Zitterbewegunyg first
observed by Schrédinger [29] and Klein’s paradox [20]. As Dirac demonstrated [9], those pe-
culiarities can be reconciled in a coherent description when switching from the one-particle
Dirac equation (1) to a many, in the mathematical idealization even infinitely many, parti-
cle description known as the second-quantization of the Dirac equation. Perhaps the most
striking consequence of this description is the phenomenon of electron-positron pair creation,
which only little later was observed experimentally by Anderson [1].

In order to get rid of peculiarities due to the negative energy states, Dirac proposed to
introduce a “sea” of electrons occupying all negative energy states. The Pauli exclusion
principle then acts to prevent any additional electron in the positive part of the spectrum
to dive into the negative one. Let us introduce the orthogonal projectors P™ and P~ onto
the positive and negative energy subspaces H' and H~, respectively, i.e., HT = PTH and
‘H~ = P~H. Dirac’s heuristic picture amounts to introducing an infinitely many-particle
wave function of this sea of electrons, usually referred to as Dirac sea,

Q=1 ANpa Az A ..., (¢n)nen being an orthonormal basis of H™, (2)

where A denotes the antisymmetric tensor product w.r.t. Hilbert space H. Given a one-
particle evolution operator U : H O, such a Dirac sea may then be evolved with an operator
Ly according to

EUQ:UgOl/\U(QQ/\U(,Dg/\.... (3)

Such an ansatz may seem academic and ad-hoc. First, the Coulomb repulsion between the
electrons is neglected (not to mention radiation), second, the choice of € is somewhat arbi-
trary. These assumptions clearly would have to be justified starting from a yet to be found
full version of QED. For the time being we can only trust Dirac’s intuition that the Dirac
sea, when left alone, is so homogeneously distributed that effectively every electron in it feels
the same net interaction from each solid angle, and in turn, moves freely so that it lies near
to neglect the Coulomb repulsion; see also [3] for a more detailed discussion. Since then none
of the particle effectively “sees” the others, physicists refer to such a state as the “vacuum?”.
A less ad-hoc candidate for €2 would of course be the ground state of a fully interacting the-
ory. Even though the net interaction may cancel out, electrons in the ground state will be
highly entangled. The hope in using the product state (2) instead, i.e., the ground state of
the free theory, to model the vacuum is that in certain regimes the particular entanglement
and motion deep down in the sea might be irrelevant. The success of QED in arriving at
predictions which are in astonishing agreement with experimental data substantiates this
hope.
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As a first step to introduce an interaction one allows for an external disturbance of the
electrons in €2 modeled by a prescribed, time-dependent, four-vector potential A. This turns
the one-particle Dirac equation into

(i — m)ip(z) = eA(z)(@). (4)

The potential A may now allow for transitions of states between the subspaces H* and
H~. Heuristically speaking, a state ¢; € H in the Dirac sea 2 may be bound by the
potential and over time dragged to the positive energy subspace y € H*'. For an (as we
shall see, oversimplified) example, let us assume that up to a phase the resulting state can
be represented as

U=xApaApzA... (5)

in which ¢; is missing. Due to (4), states in %' move rather differently as compared to
the ones in H~. Thus, an electron described by x € H*' will emerge from the “vacuum”
and so does the “hole” described by the missing ¢y € H ™ in the Dirac sea (5), which is left
behind. Following Dirac, the hole itself can be interpreted as a particle, which is referred to
as positron, and both names can be used as synonyms. If, as in this example, the electrons
deeper down in the sea are not affected too much by this disturbance, it makes sense to
switch to a more economic description. Instead of tracking all infinitely many particles, it
then suffices to describe the motion of the electron Y, of the corresponding hole ¢;, and of
the net evolution of €2 only. Since the number of electron-hole pairs may vary over time,
a formalism for variable particle numbers is needed. This is provided by the Fock space
formalism of quantum field theory, i.e., the so-called “second quantization”. One introduces
a so-called creation operator a* that formally acts as

a*()p1 N2 Ao =XANe1 Apa Ao, (6)

and also its corresponding adjoint a, which is called annihilation operator. The state ¥ from
example in (5) can then be written as ¥ = a*(x)a(p1)S2. With the help of a*, one-particle
operators like the evolution operator U# generated by (4) can be lifted to an operator U on
F in a canonical way by requiring that

UAa*(f)(0) " = a” (U ). (7)

This condition determines a lift up to a phase as can be seen from the left-hand side of (7).
Since the operator a*(f) is linear in its argument f € H, it is commonly split into the sum

a(f)=v(H+c(f) with  b(f)=a"(PTf), (f)=a(Pf) (®)

Hence, b* and ¢* and their adjoints are creation and annihilation operators of electrons
having positive and negative energy, respectively. In order to be able to disregard the
infinitely many-particle wave function 2 in the notation, one introduces the following change
in language. First, the space generated by states of the form b*(f1)b*(fa)...b*(f,)Q for
fr € HT is identified with the electron Fock space

Fo= @™ (9)

neNy
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Second, the space generated by the states of the form c(g1)c(g2) ... c(g,)Q2 for gr € H™ is
identified with the hole Fock space

Fn = @(Hf)m- (10)

neNg

Note that this time the annihilation operator of negative energy states is employed to gen-
erate the Fock space. To make this evident in the notation, one usually replaces c¢(g) by a
creation operator d*(g). However, unlike creation operators, ¢(g) is anti-linear in its argu-
ment g € H~. Thus, in a third step one replaces %~ by its complex conjugate H—, i.e., the
set H~ equipped with the usual C-vector space structure except for the scalar multiplication
*: C x H- — H— which is redefined by A -* g = X*g for all A\ € C and g € H~. This turns
F}, into

F= @ (11)

neNy

and the hole creation operator d*(g) = c(g) becomes linear in its argument ¢ € H~. To
treat electrons and holes more symmetrically, one also introduces the anti-linear charge
conjugation operator C' : H — H, Cip = ir?1p*. This operator exchanges H* and H~, i.e.,
CH* = HF, and thus, gives rise to a linear map C' : H~ — H*. A hole wave function g € H~
living in the space negative states can then be represented by a wave function Cg € H*
living in the positive energy space. Our discussion of the Dirac sea above may appear to
break the charge symmetry as (2 is represented by a sea of electrons in H~. However, an
equivalent description that makes the charge symmetry explicit is possible by representing
the vacuum € through a pair of two seas, one in H* and one in H~. Nevertheless, as the
charge symmetry will not play a role in this overview we will continue using Dirac’s picture
with a sea of electrons in H~.

By definition (6) it can be seen that b, b* and d, d* fulfill the well-known anti-commutator

relations:
{b(g),0(M)} =0={b"(9).b* (W)}, {b*(9).b(h)} = (g, P h)idz., (12)
{d(g).d(h)} =0={d"(9),d"(h)},  {d"(g9).d(h)} = (9. P h)idz.
The full Fock space for the electrons and positrons is then given by
F=Fe® Fp. (13)

In this space the vacuum wave function € in (2) is represented by |0) = 1 ® 1 and the pair
state ¥ in (5) by a*(x)d*(¢1)]0). Thus, in this notation one only describes the excitations of
the vacuum, i.e., those electrons that deviate from it. The infinitely many other electrons in
the Dirac sea one preferably would like to forget about are successfully hidden in the symbol
|0). Here, however, the story ends abruptly.

1.1 The problem and a program for a cure

For a prescribed external potential A, one would be inclined to compute transition probabil-
ities for the creation of pairs, as for example for a transition from Q to ¥ as in (2) and (5),

4
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right away. Given the one-particle Dirac evolution operator U4 = U4(t;,,) generated by
(4) and any orthonormal basis (x,), of H*, the first order of perturbation of the probability
of a possible pair creation is given by

710 UAem)|* = U |, (14)

nm

where I5(H) denotes the space of bounded operators with finite Hilbert-Schmidt norm ||-||,,
and we use the notation Uﬁ¥ = P*UAPT. For quite general potentials A = (A%, A), it turns
out that:

Theorem 1.1 ([26]). Term (14) < co for all times tg,t; € R <& A =0.

In view of (14), the transition probability is thus only defined for external potentials A
that have zero spatial components A. Even worse, the criterion for the well-definedness of a
possible lift U of any unitary one-particle operator U according to (7) is given by:

Theorem 1.2 ([30]). There is a unitary operator U : F © that fulfills (7) < U,_,U_, €
L(H).

Applying this result to the evolution operator U4, (14) and Theorem 1.1 imply that the
criterion in Theorem 1.2 is only fulfilled for external potentials A with zero spatial compo-
nents A. Even more peculiar, the given criterion is not gauge covariant (not to mention the
Lorentz covariance). Although the free evolution operator UA= has a lift, in the case that
some spatial derivatives of a scalar field I' are non-zero, the gauge transformed U4=%" does
not. This indicates that an unphysical assumption must have been made.

What singles out the spatial components of A? Mathematically, they appear in the
Hamiltonian, H4 = 7°(—iy - A +m) + Ag — 7%y - A, preceded by the spinor matrix 7%
whereas A is only a multiple of the identity. Heuristically, if A is non-zero then the 7%~y
matrix transforms the negative energy states ¢, in spinor space to develop components in
H*. There is no mechanism that would limit this development, not even smallness of |A],
so there is no reason why the infinite sum (14) should be finite — and in general this is also
not the case as Theorem 1.1 shows. In other words, for A # 0, instantly infinitely many
electron-positron pairs are created from the vacuum state 2. Therefore, the picture is not
nearly as peaceful as suggested by example state (5). However, if A is switched off at some
later time one can expect that almost all of these pairs disappear again, and only a few
excitations of the vacuum as in (5) will remain (hence, the name virtual pairs that is used
by physicists). Assuming that at initial and final times A = 0, it can indeed be shown that
the scattering matrix S4 fulfills the conditions of Theorem 1.2. The physical reason why the
spatial components are singled out is due to the use of equal-time hyperplanes and will be
discussed more geometrically in Section 2; see Theorem 2.8 below.

In conclusion, the problem lies in the fact that even the “vacuum” €2 consists of infinitely
many particles. In the formalism of the free theory this fact is usually hidden by the use
of normal ordering. Without it the ground state energy of ©Q would be the infinite sum
of all negative energies, or the charge current operator expectation value (Q,ay"a2) of the
vacuum would simply be the infinite sum of all one-particle currents @, v*¢, — both quantities

5
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that diverge. The rational behind the ad-hoc introduction of normal ordering of, e.g., the
charge current operator is again the assumption that in the vacuum state these currents are
effectively not observable since the net interaction between the particles vanishes.

The incompatibility of Theorem 1.2 with the gauge freedom however shows that, although
the choice of 2 may be distinguished for A = 0 by the ground state property, it is somehow
arbitrary when A # 0, and so is the choice in the splitting of H into H* and H~, which
is usually referred to as polarization. As a program for a cure of these divergences, one
may therefore attempt to carefully adapt the choice of the polarization depending on the
evolution of A instead of keeping it fixed. Several attempts have been made to give a
definition of a more physical polarization, one of them being the Furry picture. It defines
the polarization according to the positive and negative parts of the spectrum of H* given a
fixed A. Unfortunately, none of the proposed choices are Lorentz invariant as it is shown in
[10] since the vacuum state w.r.t. one of such choices in one frame of reference may appear
as a many-particle state in another. This is due to the fact that the energy spectrum is
obviously not invariant under Lorentz boosts.

Although a fully developed QED may be able to distinguish a class of states that can be
regarded as physical vacuum states, simply by verifying the assumption above that the net
interaction between the particles vanishes, the external field QED model has no mathematical
structure to do so. Nevertheless, whenever a distinction between electrons and positrons by
means of a polarization is not necessary, e.g., in the case of vacuum polarization in which
the exact number of pairs is irrelevant, it should still be possible to track the time evolution
UAQ and study the generated dynamics — not only asymptotically in scattering theory but
also at intermediate times. The choice in admissible polarizations can then be seen to be
analogous to the choice of a convenient coordinate system to represent the Dirac seas. Since
the employed Fock space F depends directly on the polarization of H into H* and H™,
see (9)-(10) and (13), the standard formalism has to be adapted to allow the Fock space to
also vary according to A, and the evolution operator U# must be implemented mapping one
Fock space into another. While the idea of varying Fock space may be unfamiliar from the
non-relativistic setting, it is natural when considering a relativistic formalism. A Lorentz
boost, for example, tilts an equal-time hyperplane to a Cauchy surface > which requires
a change from the standard Hilbert space H = L?(R® C*) to one that is attached to ¥,
and likewise, for the corresponding Fock spaces. Hence, a Lorentz transform will naturally
be described by a map from one Fock space into another [5]. In the special case of equal-
time hyperplanes, parts of this program have been carried out in [21, 22] and [4]. In the
former two works the time evolution operator is nevertheless implemented on standard Fock
space F by conjugation of the evolution operator with a convenient (non-unique) unitary
“renormalization” transformation. In the latter work it is implemented between time-varying
Fock spaces, so-called infinite wedge spaces, and furthermore, the degrees of freedom in the
construction have been identified. These latter results have been extended recently to allow
for general Cauchy surfaces in [5, 6] and are presented in Section 2. All these results ensure
the existence of an evolution operator by a quite abstract argument. Therefore, we review
a construction of it in Section 3 based on [4]. It utilizes a notation that is very close to
Dirac’s original view of a sea of electrons as in (2). Though it is canonically equivalent to
the Fock space formalism, it provided us a more intuitive view of the problem and helped
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in identifying the degrees of freedom involved in the construction. In Section 4 we conclude
with a discussion of the unidentified phase of the evolution operator and its meaning for the
charge current in. Beside the publications cited so far, there are several recent contributions
which also take up on Dirac’s original idea. As a more fundamental approach we want to
mention the one of the so-called “Theory of Causal Fermion Systems” [11, 12, 13], which is
based on a reformulation of quantum electrodynamics from first principles. The phenomenon
of adiabatic pair creation was treated rigorously in [24]. Furthermore, there is a series of
works treating the Dirac sea in the Hartree-Fock approximation. The most general is [16]
in which the effect of vacuum polarization was treated self-consistently for static external
sources.

2 Varying Fock spaces

In order to better understand why the spatial components of A had been singled out in
the discussion above, it is helpful to consider the Dirac evolution not only on equal-time
hyperplanes but on more general Cauchy surfaces.

Definition 2.1. A Cauchy surface X in R* is a smooth, 3-dimensional submanifold of R*
that fulfills the following two conditions:

(a) Every inextensible, two-sided, time- or light-like, continuous path in R intersects & in
a unique point.

(b) For every x € X, the tangent space T, X of ¥ at x is space-like.
To each Cauchy surface ¥ we associated a Hilbert space Hs.

Definition 2.2. Let Hy = L*(%,C*) denote the vector space of all 4-spinor valued mea-
surable functions ¢ : ¥ — C* (modulo changes on null sets) having a finite norm ||¢| =

V@, ¢) < oo w.r.t. the scalar product
(60) = [ Tl d'a)ita). (15)

Here, i, (d*z) denotes the contraction of the volume form d*z = da® A da' A da® A da® with
the spinor-matriz valued vector ¥*, u = 0,1,2,3. The corresponding dense subset of smooth
and compactly supported functions will be denoted by Cs..

The well-posedness of the initial value problem related to (4) for initial data on Cauchy
surfaces has been studied in the literature; e.g., see [18, 31] for general hyperbolic systems
and more specifically for wave equations on Lorentzian manifolds [8], [2], [25], [14], and [7].
For the purpose of our study we furthermore introduced generalized Fourier transforms for
the Dirac equation in [5] and extended the standard Sobolev and Paley-Wiener methods in
R”™ to the geometry given by the Cauchy surfaces and the mass shell of the Dirac equation.
These methods were required for the analysis of solutions. They play along nicely with
Lorentz and gauge transforms and allow for the introduction of an interaction picture. As a
byproduct, these methods also ensure existence, uniqueness, and causal structure of strong

7
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solutions. Since we avoid technicalities in this paper, we assume A is a smooth and compactly
supported (although sufficient strong decay would be sufficient), and the following theorem
will suffice to discuss the one-particle Dirac evolution.

Theorem 2.3 (Theorem 2.23 in [5]). Let ¥, ¥ be two Cauchy surfaces and vy, € Cx the
initial data. There is a unique strong solution ¢ € C*°(R* C*) to (4) being supported in the
forward and backward light cone of supp ¢s, such that ¥|s = s holds. Furthermore, there
is an isometric isomorphism Uds, : Cs. — Csy fulfilling 1|sy = Ui, Its unique extension
to a unitary map Uy, : Hy — Hsv is denoted by the same symbol.

Similarly to the standard Fock space (13) we define the Fock space for a Cauchy surface
on the basis of a polarization.

Definition 2.4. Let Pol(Hyx) denote the set of all closed, linear subspaces V. C Hy such
that V and V* are both infinite dimensional. Any V € Pol(Hs) is called a polarization of
Hs. For V € Pol(Hy), let PY : Hy, — V denote the orthogonal projection of Hs, onto V.

The Fock space attached to Cauchy surface ¥ and corresponding to polarization V €
Pol(Hy) is defined by

FV,2) =@ FRVHs), FVE):=H vH eV (16)
cEL n,meNy

Note that the standard Fock space is included in this definition by choosing ¥ = {0} x R3
and V =H".

Given two Cauchy surfaces 3 and Y, polarizations V € Pol(Hsx) and V' € Pol(Hs),
and the one-particle evolution operator Ugy. : Hz — Hsr, we need a condition analogous
to (7) that allows us to find an evolution operator 17/‘,’2,;‘,12  F(V,E) = F(V',Y'). For
the discussion, let a3, and as, denote the corresponding creation and annihilation operators
on any F(W,X) for W € Pol(Hy); note that the defining expression of a* in (6) does not
depend on the choice of a polarization W. In this notation, the lift requirement reads

-1

U\;‘I,z/;vz ax(f) (U\ﬁ,z&v,z> = a’*E’(Ug’Zf)v VfeHs. (17)
The condition under which such a lift of the one-particle evolution operator Uy, exists can
be inferred from a slightly rewritten version of the Shale-Stinespring Theorem 1.2:

Corollary 2.5. Let X, be Cauchy surfaces, V € Pol(Hsy), and V' € Pol(Hs/). Then the
following statements are equivalent:

(a) There is a unitary operator (7";‘,2,;%2  F(V,E) = F(V', X)) which fulfills (17).
(b) The off-diagonals Pg,/LUg‘,EPg and Pg/UQEPgL are Hilbert-Schmidt operators.

Note again that if such a lift exists, its phase is not fixed by (17) and the corollary above
does not provide any information about it. Therefore, we will discuss a direct construction
of the lifted operator Uly.y .y in Section 3, which makes the involved degrees of freedom
apparent.
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Coming back to the question which polarizations V' € Pol(Hy) and V' € Pol(Hy)
guarantee the existence of a lifted evolution operator Udy, : F(V, %) — F(V', '), one
readily finds a trivial choice. Let us pick a Cauchy surface ¥, in the remote past fulfilling:

Yy is a Cauchy surface such that supp AN i, = 0. (18)
When transporting the standard polarization along with the Dirac evolution we get
V =Ugdy, Py, My, €Pol(Hy), V' = U, Py Hs, €Pol(Hs), (19)

which automatically fulfills condition (b) of Theorem 2.5 as then the off-diagonals (U, )i+
become zero. This choice is usually called the interpolation picture. Its drawback is that
the polarizations V' and V' depend on the whole history of A between Xj, and ¥ and X'
Moreover, such V' and V' are rather implicit. Luckily, there are other choices. Statement
(b) in Theorem 2.5 allows to differ from the projectors P¥ and Pg/ by a Hilbert-Schmidt
operator. Hence, all admissible polarizations can be collected and characterized by means
of the following classes:

Definition 2.6. For a Cauchy surface ¥ we define the class
Co(A) = {W € Pol(Hx) | W ~ U, M5, } (20)

where for VW € Pol(Hs), V = W means that the difference of the corresponding orthogonal
projectors PY, — PY is a Hilbert-Schmidt operator.

As simple implication of Corollary 2.5 one gets:

Corollary 2.7. Let X, ' be Cauchy surfaces and polarizations V € Cx(A) and W € Cxy(A).
Then up to a phase there is a unitary operator U, : F(V, Hy) — F(W, Hsy) obeying (17).

We emphasize again that any other possible polarization than the choice in (19) is com-
prised in the respective class Cx(A) as Corollary 2.5 only allows for the freedom encoded
in the equivalence relation ~. Although the polarization (19) depends on the history of the
evolution it turns out that the classes C;(A) are independent thereof. The sole dependence
of the classes C's(A) is on the tangential components of A, which can be stated as follows.

Theorem 2.8 (Theorem 1.5 in [6]). Let & be a Cauchy surface and let A and A be two
smooth and compactly supported external fields. Then

Cs(A) = Cx(A) & Alrs = Alrs, (21)

where Alrs = A"Tg means that for all x in ¥ and all vectors y in the tangent space T3 of
Y at z, the relation A,(x)y* = A,(x)y* holds.

This theorem is a generalization of Ruijsenaar’s result [27] and helps to understand why
on equal-time hyperplanes the spatial components of A appeared to play such a special role.
The spatial components A are the tangential ones w.r.t. such Cauchy surfaces. Furthermore,
the classes Cx(A) transform nicely under Lorentz and gauge transformations:

9
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Theorem 2.9 (Theorem 1.6 in [6]).

(i) Consider a Lorentz transformation given by Lg’A) : Hy — Has for a spinor transfor-
mation matriz S € C™* and an associated proper orthochronous Lorentz transforma-
tion matriz A € SO'(1,3), see for ezample [5, Section 2.3]. Then:

Vecs(d) o LYV ecm(AANT)). (22)

(ii) Consider a gauge transformation A’ = A+ OU for some T € C°(R1,R) given by the
multiplication operator e : Hy — Hsy, ¥ +— ' = e7T9. Then:

V € Cx(A) & ™V € Cy(A+aT). (23)

As an analogy from geometry one could think of the particular polarization as a particular
choice of coordinates to represent the Dirac sea. Corollary 2.5 and Theorem 2.9 explain why
gauge transformations that introduce spatial components in the external fields do not comply
with the condition to the Shale-Stinespring Theorem 1.2 in which the “coordinates” H* and
H~ were fixed.

The key idea in the proofs of Theorem 2.8 and 2.9 is to guess a simple enough operator
Pg - Hy, © depending only on the restriction Alx: so that

Ugs, Ps Ud s — P e (M), and  (P8)? — P € L(Hy). (24)
The claims about the properties of the polarization classes Cs(A) can then be inferred
directly from the properties of P&. This is due to the fact that (24) is compatible with
the Hilbert-Schmidt operator freedom encoded in the &~ equivalence relation. The intuition
behind the guess of P& used in the proofs presented in [6] comes from the gauge transform.
Imagine the special situation in which an external potential A could be gauged to zero,
ie, A = I for a given scalar field I'. In this case e T Pge™ is a good candidate for
P#. Now in the case of general external potentials A that cannot be attained by a gauge
transformation of the zero potential, the idea is to implement gauge transforms locally at
each space-time point. For example, if p_(x,y) denotes the informal integral kernel of the
operator Py, one could try to define P& as the operator corresponding to the informal kernel
pA(z,y) = e” M@ p_(3,9) for the choice Aa(x) = A(x),(y — x)*. The effect of A\a(w,y)
on the projector can be interpreted as a local gauge transform of p_(x,y) from the zero
potential to the potential A,(z) at space-time point z. A careful analysis of P&, which was
conducted in Section 2 of [6], shows that P& fulfills (24).

Finally, given Cauchy surface X, there is also an explicit representative of the polarization
class Cx(A) which can be given in terms of the bounded operator Qf : Hy, © defined by

Qf = PL(Pd = Py)Py — Py (P — PPy (25)
With it, the polarization class can be identified as follows:

Theorem 2.10 (Theorem 1.7 in [6]). Given Cauchy surface S, Cy(A) = [e9=DH]

10
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The implications of these results on the physical picture can be seen as follows. The
Dirac sea on Cauchy surface ¥ can be described in any Fock space F(V, Hy) for any choice
of polarization V' € Cg(A). The polarization class Cx(A) is uniquely determined by the
tangential components of the external potential A on X. When regarding the Dirac evolution
from one Cauchy surface ¥ to X', another choice of “coordinates” V' € Cys/(A) has to be
made. Then one yields an evolution operator (75‘,2 : F(V,Hs) = F(V', Hsv) which is unique
up to an arbitrary phase. Transition probabilities |(¥, UA.®)[? for ¥ € F(V', Hys) and
® € F(V,Hyx) are well-defined and unique without the need of a renormalization method.
Finally, for a family of Cauchy surfaces (X;);cr that interpolates smoothly between ¥ and
Y one can also infer an infinitesimal version of how the external potential A changes the
polarization in terms of the flow parameter ¢; see Theorem 2.6 in [6].

We remark that the kernel of the orthogonal projector corresponding to a polarization
in Cx(A), which can be interpreted as a distribution, is frequently called two-point function.
Two kernels belonging to two polarizations in the same class Cx(A) may differ by a square-
integrable kernel. This stands in contrast to the so-called Hadamard property (see, e.g., [19])
which allows changes with C* kernels as freedom in two-point functions.

3 An explicit construction of the evolution operator

The argument in Section 2 that ensures the existence of dynamics on varying Fock spaces is
quite abstract. In this section we present a more direct approach that is also closer to Dirac’s
original picture in describing infinite particle wave functions like in (2). As discussed, the
infinitely many particles are also present in the usual Fock space formalism but commonly
hidden by use of normal ordering. But since the very obstacle in a straight-forward con-
struction of the evolution operator is due to their presence, it seems to make sense to work
with a formalism that makes them apparent. One such formalism, introduced in Section 2
of [4], employs so-called infinite wedge spaces and will be used in the following.

To leave our discussion general, let H be a one-particle Hilbert space (e.g., H = Hy as
in Section 2) and let V € Pol(H) be a polarization thereof. The Dirac sea corresponding
to that choice of polarization can be represented, using any orthonormal basis (¢, )nen that
spans V, by the infinite wedge product

A@Z(pl/\QOQA@g/\...7 (26)

i.e., the anti-symmetric product of all wave functions ¢,, n € N. Slightly more general, it
suffices if (¢n)nen is only asymptotically orthonormal in the sense that the infinite matrix
({#n, ©m))n.men has a (Fredholm) determinant, i.e., that it differs from the identity only by
a matrix that has a trace. The reason for this property will become clear when introducing
the scalar product of two infinite wedge products.

In order to keep the formalism short, we encode the basis (¢, )neny by @ bounded linear
operator

d:l—H, De, =p, (27)

11
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on a Hilbert space £. The role of ¢ is only that of an index space, and one example we have in
mind is ¢ = (?(N), i.e., the space of square summable sequences where the vectors e,,, n € N,
denote the canonical basis. In this language, the asymptotic orthonormality requirement
from above can be rewritten as ®*® € id, +1;(¢), where I1(¢) is the space of bounded linear
maps ¢ — ¢ which have a trace, the so-called trace class. We will also write A® = 1 ApaA. ..
which denotes the infinite wedge product (26) and refer to all such ® as Dirac seas.

Given another Dirac sea ¥ with ¢, = Ve,, n € N, the pairing that will later become a
scalar product

</\\IJ7/\CD> = <1/)1 A wg VANPI ;@1 A ©2 A > = det((wn, Wm))nm = det U*® (28)

is well-defined if U*® has a determinant, which is the case if ¥*® € id,+I;(¢). Thus, it
makes sense to build a Fock space, referred to as “infinite wedge space Fpe”, based on a
basis encoded by ®. It is defined by the completion w.r.t. the pairing (28) of the space of
formal linear combinations of all such W; see Section 2.1 in [4] for a rigorous construction.
This space consists of the sea wave function A®, its excitations AV that form a generating set,
and superpositions thereof. An example excitation analogous to (5) representing an electron-
positron pair with electron wave function Y € V* and positron wave function ¢, € V is given
by

ANV =A@ A3 ANpg A .. .. (29)

Note, however, that mathematically ® is not distinguished as “the one vacuum” state as it
turns out that Fpae = Fay if and only if U*® has a determinant, i.e., if the scalar product
(AU, A®) in (28) is well-defined. This is due to the that fact ¥ ~ @ :& U*® € id, +1, () is
an equivalence relation on the set of all Dirac seas; see Corollary 2.9 in [4].

Next, let us consider another one-particle Hilbert space H’ und a one-particle unitary
operator U : H — H’ such as the one-particle Dirac evolution operator Udy,. To infer from
this a corresponding evolution of the Dirac seas, we define a canonical operation from the
left as follows

Ly : Fae — Fave, Ly ANV =AUV :(U’l/)l)/\(UWQ)/\ (30)

Here, ¥ is taken from the generating set of Dirac seas fulfilling U*® € 1+1;(¢); see Section 2.2
in [4]. That the range of Ly is Fape is due to the fact that U*® has a determinant if and
only if (UW)*(U®) does. Such a map Ly represents an evolution operator from one infinite
wedge space into another that in the sense of (6) also complies with the previously discussed
lift condition (7).

Nevertheless, the construction of the evolution operator for the Dirac seas does not end
here because the target space Fape in (30) is completely implicit, and hence, £y alone is not
very helpful. On the contrary, relying on the observations made in Section 2, physics should
allow us to decide beforehand between which infinite wedge spaces the evolution operator
should be implemented. Consider the example situation of

an evolution operator U = Usyy, from Theorem 2.3,
H ="My, V ePol(Hy), @:{— Hy such that range® =1V, (31)
H =Hs, V' €Pol(Hyx), @ :{ — Hs such that ranged =V".

12
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In this situation one would wish for an evolution operator of the form U : Fre — Frer
instead of U : Frs — Fave. If we are not in the lucky case For = Fape, there are two
ways in which the equality may fail. First, Corollary 2.5 suggests that polarization V' and
V' must be elements of the appropriate polarization classes, more precisely, V € Cx(A)
and V' € Cx/(A). However, there is a more subtle obstacle as for For = Fape to hold we
need to ensure that (&, U®) is well-defined, which even for ¢ = ¢ and admissible V' and
V' does need not to be the case. Thus, in general U® and &’ belong to entirely different
infinite wedge spaces as the choice of orthonormal bases encoded in ® and &’ was somehow
arbitrary. However, let ¥ : £ — H’ be another Dirac sea with range ¥ = V', then there is
a unitary R : ¢ — /£ such that & = WR. The action of R gives rise to a unitary operation
from the right Ry characterized by

RR : .7:/\\1; — ]:/\\I/R7 RR /\\i/ = /\(@R) (32)

for all ¥ : ¢ — A’ in the generating system of Fpy, which connects the infinite wedge
spaces Fay and Fpgr. The spaces Fay and Fpg coincide if and only if ¢ = ¢ and R
has a determinant. Slightly more generally, it suffices if R is only asymptotically unitary
in the sense that R*R has a non-zero determinant. Then the operation from the right
det(R*R)~Y?>Rp is unitary. Whether there is a unitary R : ¢ — ¢ in the situation of
example (31) above such that Fayer = Faer is answered by the next theorem. It can be
seen as yet another version of the Shale and Stinespring’s Theorem:

Theorem 3.1 (Theorem 2.26 of [4]). Let H,¢,H', ¢’ be Hilbert spaces, V € Pol(H) and
V' € Pol(H') polarizations, ® : ¢ — H and ' : ¢ — H' Dirac seas such that range ® =V
and range ®' = V'. Then the following statements are equivalent:

(a) The off-diagonals PV UPY and PY'UPY" are Hilbert-Schmidt operators.
(b) There is a unitary R : ' — { such that Faer = Favor-

Coming back to the example (31) from above, in the case V € Cx(A) and V' € Cx(A),
i.e., that the chosen polarization belong to the admissible classes of polarizations, condition
(a) of Theorem 3.1 is fulfilled, which implies the existence of a unitary map R : V' — V
such that the evolution operator

~ 4 rTA
Uy sivrse : Fae = Faar, Urpy = RroLyg, (33)

is well-defined and unitary. An immediate question is of course how many such maps exist,
and it turns out that any other operation from the right Ry for which R o Ly : Fag —
Faer is well-defined and unitary fulfills U\é,x;wz' = ¢®Rp o Ly for some § € R; sce [4,
Corollary 2.28]. Now ® and @' are Dirac seas in which all states in V and V' are occupied,
respectively. A canonical choice for their representation is to choose £ =V, ¢ =V’ and to
define the inclusion maps ® : V — Hyg, Pv =v forallv € V, and &' : V' — Hy/, v =/
for all v" € V’. In this case there is a canonical isomorphism between the spaces Fap and Fy 5
as well as between Fpe and Fyyv. Hence, we are again in the situation of Corollary 2.5.
We can identify the evolution of the Dirac seas only up to a phase § € R. However, now we
have a more direct construction at hand which identifies the involved degrees of freedom:

13
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(a) The choice of particular polarizations V' € Cx(A) and V' € Csy(A).
(b) The choice of particular bases encoded in ® and @’

The restriction of the polarizations to polarization classes in (a) has been discussed in Sec-
tion 2. Moreover, choice (b) can be given a quite intuitive picture coming from Dirac’s
original idea that the motion deep down in the sea should be irrelevant when studying the
excitations on its “surface”. Clearly, when a sea wave function AU € Fpe, which could
represent an excitation w.r.t. A®, is evolved from ¥ to A¥’ on ¥, clearly also the particles
deep down in the sea will “move”. Since there are infinitely many it will be impossible to
directly compare ¥ with ¥ in general. Writing U = Ugy, in matrix notation

g (Ve U _ PYUPY PYUPY (34)
U U PYUPY"  PYUPY |’

the motion deep down in the sea is governed by U__. Now, if according to Dirac’s original
idea the motion deep down in the sea can be considered irrelevant for the behavior of the
excitations on its surface one should still be able to compare AV’ to AV when reversing the
motion deep down in the sea with (U__)~1. If U is for example sufficiently close to the
identity this can be done explicitly since then U__ has an inverse R = (U__)"!. As we shall
see now, the inversion of the motion deep down in the sea can be implemented by means of
an operation from the right Rg. For R to induce an operation from the right it has to be
asymptotically orthonormal, i.e., R*R must have a determinant. Recall that condition (a)
in Theorem 3.1 states that the off-diagonals U, _ and U_, are Hilbert-Schmidt operators.
Thanks to U*U = idy the identity

U U__ =idy —(U*)_4U,_ (35)

holds, and since the product of two Hilbert-Schmidt operators has a trace, one finds U* _U__ €
idy +1;(V). Thus, U*_U__ and then also R*R have determinants. Note that in general
det(R*R) # 1, which implies that R may fail to be unitary up to the factor det |R|. By
definition one finds

Rro LyFre = Favor = Fasr (36)

because ®*UPR = PV (U,_ + U__)R = idy, and therefore, has a determinant. In conse-
quence, we yield the unitary Dirac evolution

Udsyrsy : Fae = Fawrs  Ufsarg = det | (Usig)——| Riway- 1 °Lua,, (37)

which implements both the forward evolution of the whole Dirac sea and the backward
evolution of the states deep down in the sea.

4 The charge current and the phase of the evolution
operator

Although the construction of the second-quantized evolution operator according to the above
program is successful, it fails to identify the phase. This short-coming has no effect on the

14
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uniqueness of transition probabilities but it turns out that the charge current depends directly
on this phase. One way to see that is from Bogolyubov’s formula of the current

L e 5 T
J! <x) =1 U{/?nazin;‘/outzout SA (r) U‘Izut,Eouc;Vm«,Ein’ (38)
ul

where Y, is a Cauchy surface in the remote future of the support of A such that 3., N
supp A = (). Changing the evolution operator by an A-dependent phase generates another
summand on the right hand side of (38) by the chain rule. Until some phase is distinguished,
(38) has no particular physical meaning as charge current. Nevertheless, all possible currents
can be derived from (38) given an evolution operator and a particular phase. Therefore, the
situation is better than in standard QED. There, the charge current is a quantity whose
formal perturbation series leads to several divergent integrals which have to be taken out
by hand until only a logarithmic divergent is left, which in turn is remedied by means
of charge renormalization. On the contrary, here, the currents are well-defined and in a
sense the correct one only needs to be identified by determining the phase of the evolu-
tion operator. As already envisioned in [28] and discussed by [22, 15], this may be done
by imposing extra conditions on the evolution operator. One of them is clearly the follow-
ing property. For any choice of a future oriented foliation of space-time into a family of
Cauchy surfaces (3;)icr and polarization V; € Cfy,(4), t € R, the assigned phase of the
evolution operator le(tl, ty) = ﬁéﬁp‘&lixrov‘/ﬁo constructed in Section 3 should be required to

fulfill U(ty,to) = U(ty,t)U(t, t). Other constraints come from the fact that J*(z) must be
Lorentz and gauge covariant, and its vacuum expectation value for A = 0 should be zero.
The hope is that the collection of all such physical constraints restrict the possible currents
(38) to a class which can be parametrized by a real number only, the electric charge of the
electron. In the case of equal-time hyperplanes one possible choice of the phase was given by
Mickelsson via a parallel transport argument [23]. On top of the nice geometric construction
and despite the fact that there are still degrees of freedom left, Mickelsson’s current agrees
with conventional perturbation theory up to second order. The aim of this program is to
settle the question which conditions are required to identify the charge current upon changes
of the value of the electric charge.
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Abstract

The Shale-Stinespring Theorem (1965) together with Ruijsenaar’s criterion (1977)
provide a necessary and sufficient condition for the implementability of the evolution
of external field quantum electrodynamics between constant-time hyperplanes on stan-
dard Fock space. The assertion states that an implementation is possible if and only
if the spatial components of the external electromagnetic four-vector potential A, are
zero. We generalize this result to smooth, space-like Cauchy surfaces and, for general
A, show how the second-quantized Dirac evolution can always be implemented as a
map between varying Fock spaces. Furthermore, we give equivalence classes of polar-
izations, including an explicit representative, that give rise to those admissible Fock
spaces. We prove that the polarization classes only depend on the tangential compo-
nents of A, w.r.t. the particular Cauchy surface, and show that they behave naturally
under Lorentz and gauge transformations.

1 Introduction and Setup

We consider the external field model of quantum electrodynamics (QED) or no-photon QED
which describes a Dirac sea of electrons evolving subject to a prescribed external electromag-
netic four-vector potential A,. To infer the evolution operator of this model one attempts
to implement the one-particle Dirac evolution

(id — Ay = my) (1)

in second-quantized form. Here, m > 0 denotes the mass of the electron; the elementary
charge of the electron e (having a negative sign in the case of an electron) is already absorbed
in A; units are chosen such that # = 1 and ¢ = 1. The employed relativistic notation is
introduced with all other notations in Section 1.3. For sake of simplicity we will restrict us
to smooth and compactly supported A, i.e.,

A= (A;L)u:O,LZ,S = (A07 A) € CcOO(R47R4)7 (2)
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although this condition is unnecessarily strong.

It is well-known [21, 18] that, on standard Fock space and for equal-time hyperplanes, a
second quantization of the one particle Dirac evolution (1) is possible if and only if A = 0,
i.e., the spatial components of the external field vanish — a condition that appears strange
in view of gauge invariance. In physics the ill-definedness of the evolution operator and its
generator for general vector potentials A is usually ignored at first which later manifests
itself in the appearance of infinities in informal perturbation series. Those infinities have to
be taken out by hand or, as for example in the case of the vacuum expectation value of the
charge current, absorbed in the coefficient of the electron charge. Nevertheless, since the
sole interaction arises only from a prescribed four-vector field one may rather expect that it
should be possible to control the time evolution non-perturbatively. One way to construct
a well-defined second-quantized time evolution operator, as sketched in [6], is to implement
it between time-varying Fock spaces. Such constructions have been carried out, e.g., in
[14, 15, 2]. While the idea of changing Fock spaces might be unfamiliar as seen from the
non-relativistic setting, in a relativistic formulation it is to be expected. A Lorentz boost for
instance may tilt an equal-time hyperplane to a space-like space-like hyperplane ¥, which
requires a change from standard Hilbert space L?(R? C*) to one attached to X, and likewise,
for the corresponding Fock spaces.

In this work we extend the existing constructions in [14, 15, 2], which deal exclusively
with equal-time hyperplanes, by implementing the second-quantized Dirac evolution from
one Cauchy surface to another. The resulting formulation of external field QED has several
advantages: 1) Its Lorentz and gauge covariance can be made explicit; 2) as it treats the
initial value problem for general Cauchy surfaces it allows to study the evolution in the
form of local deformations of Cauchy surfaces in the spirit of Tomonaga and Schwinger, e.g.,
[22, 20]; 3) it gives a geometric and more general version of the implementability condition
A = 0 that was found in the special case of equal-time hyperplanes.

Before presenting our main results in Section 1.1 we outline the construction of the evolu-
tion operator for general space-like Cauchy surfaces. Given a Cauchy surface 3 in Minkowski
space-time (see Definition 1.9 below), the states of the Dirac sea on X are represented by
vectors in a conveniently chosen Fock space, here, denoted by the symbol F(V,Hy). In
this notation Hs is the Hilbert space of C-valued, square integrable functions on X (see
Definition 1.10 below) and V € Pol(Hy) is one of its polarizations:

Definition 1.1. Let Pol(Hsy) denote the set of all closed, linear subspaces V. < Hx such
that V and V' are both infinite dimensional. Any V € Pol(Hs) is called a polarization of
Hs. ForV e Pol(Hy), let PY : Hs — V denote the orthogonal projection of Hs onto V.

The Fock space corresponding to polarization V' on Cauchy surface ¥ is then defined by

F(V, Hy) = P Fu(V, M), F(ViHs) = @ (VH eV, (3)
ceL n,meNg

where @ denotes the Hilbert space direct sum, A the antisymmetric tensor product of
Hilbert spaces, and V denotes the conjugate complex vector space of V, which coincides
with V' as a set and has the same vector space operations as V' with the exception of the
scalar multiplication, which is redefined by (z,v) — z*¢ for z€ C, p e V.

2
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Each polarization V splits the Hilbert space Hy; into a direct sum, i.e., Hy = VI®V. The
so-called standard polarizations Hy: and Hs; are determined by the orthogonal projectors Pyt
and Py onto the free positive and negative energy Dirac solutions, respectively, restricted
to X

Hi = PiHs = (1— P5)Hs,  Hy = PyHs. (4)

Loosely speaking, in terms of Dirac’s hole theory, the polarization V' € Pol(Hy) indicates
the “sea level” of the Dirac sea, and electron wave functions in V+ and V are considered
to be “above” and “below” sea level, respectively. However, it has to be stressed that the
mathematical structure of the external field problem in QED does not seem to discriminate
between particular choices of polarizations V. Hence, unless an additional physical condition
is delivered, the V-dependent labels “electron” and “positron” are somewhat arbitrary, and
V' should rather be regarded as a choice of coordinate system w.r.t. which the states of the
Dirac sea are represented. To describe pair-creation on the other hand it is necessary to
have a distinguished V', and the common (and seemingly most natural) ad hoc choice in
situations when the external field vanishes is V' = Hy,. Nevertheless, it is conceivable that
only a yet to be found full version of QED, including the interaction with the photon field,
may distinguish particular polarizations V' in general situations.

Given two Cauchy surfaces ¥, ¥’ and two polarizations V € Pol(Hyg) and W € Pol(Hyx)
a sensible lift of the one-particle Dirac evolution Ufs, : Hs — Hs (see Definition 1.13)
should be given by a unitary operator Uy, : F(V, Hg) — F(W, Hyy) that fulfills

Ush ¥vs(f) (Ushs) " = dwr (U f), ¥ feHs. (5)
Here, 9y denotes the Dirac field operator corresponding to Fock space F(V,X), i.e.,
Urs(f) = (P ) + a5 (RS, VfeHs (6)

Here, by, d% denote the annihilation and creation operators on the V* and V sectors of
F.(V,Hs), respectively. Note that P¥ : H — V is anti-linear; thus, ¥y x(f) is anti-linear
in its argument f. The condition under which such a lift ﬁé‘,z exists can be inferred from a
straight-forward application of Shale and Stinespring’s well-known theorem [21]:

Theorem 1.2 (Shale-Stinespring). The following statements are equivalent:
(a) There is a unitary operator UL, - F(V, Hs) — F(W, Hsy) which fulfills (5).
(b) The off-diagonals PY " U4 PY and PY U4 PY" are Hilbert-Schmidt operators.

Note that the phase of the lift is not fixed by condition (5). Even worse, as indicated
earlier, depending on the external field A this condition is not always satisfied; see [18]. On
the other hand, the choices made for the polarizations V' and W were completely arbitrary.
We shall see next that adapting these choices carefully will however yield an evolution of the
Dirac sea in the corresponding Fock space representations.

There is a trivial but not so useful choice. Pick a ¥, in the remote past of the support
of A fulfilling

Yin i1s a Cauchy surface such that supp A n Xy, = . (7)
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Then the choices V' = Ugy, Hy and W = Ugy, Hg fulfill (b) of Theorem 1.2 as the
off-diagonals are zero. The drawback of these choices is that the resulting lift depends on
the whole history of A between X, and X, Y'. Moreover, such V' and W are rather implicit.
But statement (b) in Theorem 1.2 also allows to differ from the projectors PY and PY% by a
Hilbert-Schmidt operator. Hence, it lies near to characterize polarizations according to the
following classes:

Definition 1.3 (Physical Polarization Classes). For a Cauchy surface ¥ we define
Co(A) = [Usy, Mz, ] (8)

where for V,V' € Pol(Hs), V ~ V' means that PY — PY" € I;(Hs), i.e., is a Hilbert-Schmidt
operator Hy O.

The equivalence relation ~ can be refined to give another equivalence relation =, de-
scribing polarization classes of equal charge; c.f. [2] and Remark 1.8. As a simple corollary
of Theorem 1.2 one gets:

Corollary 1.4 (Dirac Sea Evolution). Let X,% be Cauchy surfaces. Then any choice V €
Cs(A) and W € Cs/(A) implies condition (b) of Theorem 1.2 and therefore the existence of
a lift Uds, : F(V,Hy) — F(W, Hsy) obeying (5).

Consequently, any choice V' € Cg(A) and W e Cxr(A) gives rise to a lift of the one-particle
Dirac evolution between the corresponding F(V, Hs) and F(W, Hs) that is unique up to a
phase. The crucial questions are: 1) On which properties of A and ¥ do these polarization
classes depend? 2) How do they behave under Lorentz and gauge transforms? 3) Is there an
explicit representative for each class? These question will be answered by our main results
given in the next section. The next important question is about the unidentified phase.
Although transition probabilities are independent of this phase, dynamic quantities like the
charge current will depend directly on it. We briefly discuss this in Section 1.2 and give
an outlook of what needs to be done to derive the vacuum expectation of the polarization
current.

1.1 Main Results

The definition (8) of the physical polarization classes involves the one-particle Dirac evolution
operator and is therefore not very useful in finding an explicit description of admissible Fock
spaces for the implementation of the second-quantized Dirac evolution. In our main results
Theorems 1.5-1.7 we give a more direct identification of the polarization classes classes Cx(A)
and state some of their fundamental geometric properties.

The first one ensures that the classes Cx(A) are independent of the history of A, instead
they depend on the tangential components of A on X only.

Theorem 1.5 (Identification of Polarization Classes). Let ¥ be a Cauchy surface and let A
and A be two smooth and compactly supported external fields. Then

Cs(4) = Cs(A) = Alrs = Alrs 9)

where Alrs = Ilez means that for all x € ¥ and y € T3 we have A, (z)y" = g#(a:)y“.
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Ruijsenaar’s result, see [18], may be viewed as the special case of this theorem pertaining
to A = 0 and, for ¢ fixed, © = &, = {z € R*| 2° = t} being an equal-time hyperplane.

Furthermore, the polarization classes transform naturally under Lorentz and gauge trans-
formations:

Theorem 1.6 (Lorentz and Gauge Transforms). Let V € Pol(Hy) be a polarization.

(i) Consider a Lorentz transformation given by L(ES’A) : Hy — Hax for a spinor transfor-
mation matriz S € C** and an associated proper orthochronous Lorentz transformation
matriz A € SO'(1,3), ¢f. [3, Section 2.3]. Then:

Vels(d) < LUV eCn(AAA™)). (10)

(ii) Consider a gauge transformation A — A + 0Q for some Q € CX(R*, R) given by the
multiplication operator e : Hy — Hyy, ¥ > ' = e W), Then:

V e Cx(A) & e W e Cy(A + 09). (11)

As we are mainly interested in a local study of the second-quantized Dirac evolution,
we only allow compactly supported vector potentials A, and therefore, have to restrict the
gauge transformations e to compactly supported €2 as well. Treating more general vector
potentials A and gauge transforms e~*® would require an analysis of decay properties at
infinity which is not our focus here.

Finally, given Cauchy surface X, there is an explicit representative of the equivalence
class of polarizations Cs(A) which can be given in terms of a compact, skew-adjoint linear
operator Q4 : Hx, O, as defined in (56) below. With it the polarization class can be identified
as follows:

Theorem 1.7. Given Cauchy surface ¥, we have Cs(A) = [eQQHE]

Other representatives for polarization classes Cx(A) beyond the “interpolating represen-
tation” Ugy, M, as used in Definition 1.3, can be inferred from the so-called Furry picture,
as worked out for equal-time hyperplanes in [6], and from the global constructions of the
fermionic projector given in [11, 10]. In contrast to global constructions, the representation
given in Theorem 1.7 uses only local geometric information of the vector potential A at 3;
cf. (56), (39), and Lemma 2.3 below.

The implications on the physical picture can be seen as follows. The Dirac sea on Cauchy
surface ¥ can be described in any Fock space F(V,Hyx) for any choice of polarization V €
Cs:(A). The polarization class Cs(A) is uniquely determined by the tangential components of
the external potential A on ¥. This is an object that transforms covariantly under Lorentz
and gauge transformations. The choice of the particular polarization can then be seen as
a “choice of coordinates” in which the Dirac sea is described. When regarding the Dirac
evolution from one Cauchy surface ¥ to X' another “choice of coordinates” W e Cyi(A)
has to be made. Then one yields an evolution operator (792 : F(V,Hg) — F(W, Hy)
which is unique up to an arbitrary phase Corollary 1.4. Transition probabilities of the kind
KW, Ud®)|? for ¥ € F(W,Hsy) and & € F(V,Hy) are well-defined and unique without

5
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the need of a renormalization method. Finally, for a family of Cauchy surfaces (X;)iwer
that interpolates smoothly between ¥ and ¥’ we also give an infinitesimal version of how
the external potential A changes the polarization in terms of the flow parameter ¢; see
Theorem 2.8 below.

Remark 1.8 (Charge Sectors). Given two polarizations V,W € Pol(Hy) such that PY — PY
is a compact operator, e.g., as in the case V~W as defined in (8), one can define their
relative charge, denoted by charge(V, W), to be the Fredholm index of P¥|v_w; cf. [2].
The equivalence relation ~ in the claim of Theorem 1.7 can then be replaced by the finer
equivalence relation ~q, which is defined as follows: V ~q W if and only if V ~ W and
charge(V, W) = 0. This is shown as an addendum to the proof of Theorem 1.7.

1.2 Outlook

As indicated at the end of the introduction the current operator depends directly on the
unspecified phase of Ugly,. This can be seen from Bogolyubov’s formula

gy — A UEwma
J (‘E) - ZUEinEout 614#(7})
where Yoy is a Cauchy surfaces in the remote future of the support of A such that Xou N
supp A = . Hence, without identification of the derivative of the phase of U&y; the physical
current is not fully specified. Nevertheless, now the situation is slightly better than in the
standard perturbative approach. As for each choice of admissible polarizations in Cy/(A)
and Cx(A), identified above, there is a well-defined lift ﬁf‘,z of the Dirac evolution operator
Uéy, and therefore also a well-defined current (12). Now it is only the task to select the
physical relevant one. One way of doing so is to impose extra conditions on the (12), and
hence, the phase, so that the set of admissible phases shrinks to one that produces the
same currents up to the known freedom of charge renormalization; see [5, 19, 15, 12]. In
the case of equal-time hyperplanes a choice of the unidentified phase was given by parallel
transport in [16]. On top of the geometric construction and despite the fact that there are
still degrees of freedom left, Mickelsson’s current is particularly interesting because it agrees
with conventional perturbation theory up to second order. Yet the open question remains
which additional physical requirements may constraint these degree of freedoms up to the
one of the numerical value of the elementary charge e fixed by the experiment.

The issue of the unidentified phase particularly concerns the so-called phenomenon of
“vacuum polarization” as well as the dynamical description of pair creation processes for
which only a few rigorous treatments are available; e.g., see [13] for vacuum polarization in
the Hartree-Fock approximation for static external sources, [17] for adiabatic pair creation,
and for a more fundamental approach the so-called “Theory of Causal Fermion Systems”
[7, 8, 9], which is based on a reformulation of quantum electrodynamics by means of an
action principle.

(12)

1.3 Definitions, Constants, Notation, and previous Results

In this section we briefly review the notation and results about the one-particle Dirac evo-
lution on Cauchy surfaces provided in a previous work [3]. The present article, dealing with

6
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the second-quantization Dirac evolution, is based on this work.

Space-time R* is endowed with metric tensor g = (gu)uv=0,1,23 = diag(l,—1,—1,—1),
and its elements are denoted by four-vectors z = (2%, 2!, 22, 23) = (2°,x) = a'e,, for ¢,
being the canonical basis vectors. Raising and lowering of indices is done w.r.t. g. Moreover,
we use Einstein’s summation convention, the standard representation of the Dirac matrices
A € C*4 that fulfill {y#,7*} = 2¢g", and Feynman’s slash-notation ¢ = v0,, A = y*A,.
When considering subsets of space-time R* we shall use the following notations: Causal :=
{x € RY z, 2" > 0} and Past := {x € R*| z,2* > 0,2° < 0}.

The central geometric objects for posing the initial value problem for (1) are Cauchy
surfaces defined as follows:

Definition 1.9 (Cauchy Surfaces). We define a Cauchy surface &3 in R* to be a smooth,
3-dimensional submanifold of R? that fulfills the following three conditions:

(a) Every inextensible, two-sided, time- or light-like, continuous path in R? intersects 3 in
a unique point.

(b) For every x € X, the tangential space T, % is space-like.

(¢) The tangential spaces to X are bounded away from light-like directions in the following

sense: The only light-like accumulation point of |J,.x, ToX is zero.

In coordinates, every Cauchy surface 3 can be parametrized as
D = {ms(x) = (ts(x),x) | x € R} (13)

with a smooth function ¢y, : R®> — R. For convenience and without restricting generality of
our results we keep a global constant

0 < Vinax < 1 (14)
fixed and work only with Cauchy surfaces ¥ such that

sup |Vis(x)| < Vinax- (15)
xeR3
The assumption (c) in Definition 1.9 and (15) can be relaxed to |Vig(x)| < 1 for all x € R?
due to the causal structure of the solutions to the Dirac equation, although this is not worked
out in this paper.

The standard volume form over R* is denoted by diz = da® dz! dz? dz3; the product of
forms is understood as wedge product. The symbols d®z and d®x mean the 3-form d3z =
dr' dz?dz® on R* and on R®, respectively. Contraction of a form w with a vector v is
denoted by 4,(w). The notation i,(w) is also used for the spinor matrix valued vector v =
(7% 7% = eu

in(d'z) = i, (d'z). (16)

Furthermore, for a 4-spinor 1) € C* (viewed as column vector), ¢ stands for the row vector
*4°, where * denotes hermitian conjugation.

7
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Smooth families (X;)er of Cauchy surfaces, indexed by an interval 7' < R and fulfilling
(15), are denoted by

S o= {(z,t)]| teT, xe ). (17)

Given the external electromagnetic vector potential A € C°(R* R?) of interest, we assume
that the set {(z,t) € X| « € supp(A4)} is compact. This condition is trivially fulfilled in the
important case of a compact interval T = [to, 1] with X interpolating between two Cauchy
surfaces Xy, and ;. The compactness condition is also automatically fulfilled in the case
that 7 = R with X being a smooth foliation of the Minkowski space-time R*.

We assume furthermore that the family (3;);er is driven driven by a (Minkowski) normal
vector field vn : ¥ — R?Y, where n : ¥ — R?*, (z,t) — ny(z), denotes the future-directed
(Minkowski) normal unit vector field to the Cauchy surfaces and v : ¥ — R, (z,t) — v:(2),
denotes the speed at which the Cauchy surfaces move forward in normal direction. For
technical reasons, in particular when using the chain rule, it is convenient to extend the
“speed” v and the unit vector field n in a smooth way to the domain R* x 7. In the case
that X is a foliation of space-time, we may even drop the t—dependence of v and n. In this
important case, some of the arguments below become slightly simpler.

Definition 1.10 (Spaces of Initial Data). For any Cauchy surface ¥ we define the vector
space Cs; := C*(Z,C*). For a given Cauchy surface 2, let Hy = L*(3,C') denote the vector
space of all 4-spinor valued measurable functions ¢ : ¥ — C* (modulo changes on null sets)

having a finite norm |¢|| = \/{®, ¢) < © w.r.t. the scalar product
@0 = | S @) (18)
)

For z € ¥, the restriction of the spinor matrix valued 3-form i,(d*z) to the tangential
space T,Y is given by

i (d*) = p(z)in(d*r) = (“/0 - Z v#o“t’]g_(x)> d*r =: T(x)d*z on (T,X)3. (19)

s JdxH
As a consequence of the (15), there is a positive constant I'yax = Dimax(Vinax) such that
IT(x)| < Tmax, Vxe R (20)
The class of solutions to the Dirac equation (1) considered in this work is defined by:

Definition 1.11 (Solution Spaces).

(i) LetCy4 denote the space of all smooth solutions i € C*(R*, C*) of the Dirac equation (1)
which have a spatially compact causal support in the following sense: There is a compact
set K = R* such that suppy € K + Causal.

(i) We endow Ca with the scalar product given in (18); note that due to conservation of
the 4-vector current ¢py"i, the scalar product (-,-) : Ca x C4 — C is independent of the
particular choice of X.
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(ii1) Let Ha be the Hilbert space given by the (abstract) completion of Ca.

Theorem 2.21 in [3] ensures:
Theorem 1.12 (Initial Value Problem and Support). Let ¥ be a Cauchy surface and xx €
CX (%, C*) be given initial data. Then, there is a 1 € Ca such that |s = xx and suppt) <
supp xs +Causal. Moreover, suppose 1 € C*(R* C*) solves the Dirac equation (1) for initial
data P|s = xx, then ¢ = 1.

This theorem gives rise to the following definition in which we use the notation ¢|s, € Cx,
to denote the restriction of a ¥ € C4 to a Cauchy surface 3.
Definition 1.13 (Evolution Operators). Let X, be Cauchy surfaces. In view of Theo-
rem 1.12 we define the isomorphic isometries

Usa:Ca —Cs, Usa ¢ := 9|5,
Uus : Cs — CA, Usaxs =1, (21)
Uy : Cs — Cs, Uy i= UsyaUss,

where xs € Cx, ¢ € Ca, and 1 is the solution corresponding to initial value xx as in Theo-
rem 1.12. These maps extend uniquely to unitary maps Uas, : Hy — Ha, Usa : Ha — Hs
and Ugs, : Hys — Hsy.

Here we differ from the notation used in Theorem 2.23 in [3] where Udy, was denoted by
Fis,. Furthermore, it will be useful to express the orthogonal projector Pyg in an momentum
integral representation over the mass shell

M={peRYpp' =m’t =M, oM.,  My={peM| +p’ >0} (22)

cf. Lemma 2.1 and the definition of Fuy in [3]. We endow M with the orientation that
makes the projection M — R3, (p°, p) — p positively oriented. One finds that

o _mE m 3
zp(dp)—p—odp dp® dp —p—odpon(TpM). (23)

General Notation. Positive constants and remainder terms are denoted by Cp, Cy, Cs, . ..
and r1,79,73, ..., respectively. They keep their meaning throughout the whole article. Any
fixed quantity a constant depends on (except numerical constants like electron mass m and
charge e) is displayed at least once when the constant is introduced. Furthermore, we classify
the behavior of functions using the following variant of the Landau symbol notation.

Definition 1.14. For lists of variables x,y, z we use the notation
f(z,y,2) = Oy (9(x)), for all (z,y, z) € domain (24)

to mean the following: There exists a constant C(y) depending only on the parameters y, but
neither on x nor on z, such that

[f(z,y,2)| < C)lg(x)l,  for all (x,y, 2) € domain, (25)

where || stands for the appropriate norm applicable to f. Note that the notation (24) does
not mean that f(z,y,z) = f(z,y), i.c., that the value of f is independent of z. Rather, it
just means that the bound is uniform in z.
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2 Proofs

The key idea in the proofs of our main results Theorem 1.5, 1.6, and 1.7 is to guess a simple
enough operator P4 : Hy © so that

Uy, Ps Ud s — Pi e L(Hy). (26)

It turns out that all claims about the properties of the polarization classes Cs(A) above can
then be inferred from the properties of P4. This is due to the fact that (26) is compatible
with the Hilbert-Schmidt operator freedom encoded in the ~ equivalence relation that was
used to define the polarization classes Cx(A); see Definition 1.3.

The intuition behind our guess of P4 comes from gauge transforms. Imagine the special
situation in which an external potential A could be gauged to zero, i.e., A = 0 for a given
scalar field 2. In this case e 7 2Py e’ is a good candidate for PZ. Now in the case of general
external potentials A that cannot be attained by a gauge transformation of the zero potential,
the idea is to implement different gauge transforms locally near to each space-time point. For
example, if p~(y—x) denotes the informal integral kernel of the operator Py , one could try to
define P4 as the operator corresponding to the informal kernel p?(z,y) = em M @)y (y—x)
for the choice AM(z) = (A(z) + A(y)),(y — 2)*. Due to this choice, the action of A (x,y)
can be interpreted as a local gauge transform of p~(y — z) from the zero potential to the
potential A,(z) at space-time point z. It turns out that these local gauge transforms give
rise to an operator P4 that fulfills (26).

Section Overview In Section 2.1 we define the operators Py and P4 and state their main
properties. Assuming these properties we prove our main results in Section 2.2. The proofs
of those employed properties are delivered afterwards in Sections 2.3 and 2.4.

2.1 The Operators Py, and P

As described in the previous section, the central objects of our study are the operators Py
and operators which are derived from them like the discussed Pg. Lemma 2.1 describes the
integral representation of the orthogonal projector Py . For this we introduce the notation

r(w) = \/—w,wr  for w e domain(r) := {we C* —w,w" e C\Ry}. (27)

The square root is interpreted as its principal value v/r2e2% = rei for r > 0, - <p<g3.
We note that for a Cauchy surface ¥ fulfilling (15) and 0 # z = y — & with 2,y € ¥ one has

V1= Vil lz| < 7(2) < z| < |2| < V1 + Viax?l2). (28)

To deal with the singularity of the informal integral kernel p~(y—z) of the projection operator
Py at the diagonal = y, we use a regularization shifting the argument y — z a little in
direction of the imaginary past.

Lemma 2.1. For ¢,v € Cs and any past-directed time-like vector u € Past one has

@Ry =t [ Gwiin [ pe-rviei@new, )

10
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where

_ . _ 1 ]Zf +m —id +m

A (et 4,y W m
:R* 4+ i Past > C**, p 27r)3 j P (dip) = o D(w), (30)

1 m? Ky (mr(w))
4 P N eiPw 4.\ _ 17 1
D:R*+iPast > C, D(w)= @ )., ip(d"p) T mr(w) (31)
K, :RT +iR - C, Ki(&) = 5f e V52 — 1ds. (32)
1

K is the modified Bessel function of second kind of order one. The functions D and p~ have
analytic continuations defined on domain(r). The corresponding continuations are denoted
by the same symbols.

The proof is given in Section 2.3. It is based on the momentum integral representation
given in Theorem 2.15 in [3]. In the following we define several candidates for P& fulfilling
the key property (26) as discussed in the beginning of Section 2. We will denote these
operators by P2 : Hy ©O where the superscript A denotes an element out of the following
class of “local” gauge functions:

Definition 2.2. For A e C*(R*,R?*) let G(A) denote the set of all functions A : Ri*xR* — R
with the following properties:

(i) A e C*(R* x R, R).
(ii) There is a compact set K < R* such that supp A € K x R* UR* x K.
(i) X\ vanishes on the diagonal, i.e., A(w,x) = 0 for x € R%.
(iv) On the diagonal the first derivatives fulfill
Nz, y) = =Nz, y) = A(z) forz =y eRL (33)

Given a “local” gauge transform A € G(A) we define the corresponding operator P2 using
the heuristic idea behind P4 we discussed in the beginning of Section 2.

Lemma 2.3. Given A € CP(R*R*) and A\ € G(A) there is a unique bounded operator
P2 : Hs O with matriz elements

AN I A eu .
(¢, Pip)y = lim <¢>7 Py ¢> with (34)
(a2070) = | Ba)in(de) | Py (e o i (@) vl (9
zeX yeL

for any given ¢, € Cx and any past-directed time-like vector u € Past. In particular, the
limit in (34) does not depend on the choice of u € Past. For AP := P} — Py, v € Hx, and

almost all x € ¥ it holds
(ARY) @) = [ (9 — 0y (= 0) i (d) v10), (30

yeL

and furthermore:

11
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(i) The operator norm of PR is bounded by a constant Cy (Vipax, A); cf. (15);
(ii) APR is a compact operator;
(ii) |APR? is a Hilbert-Schmidt operator.
(iv) If Mx,y) = —A(y,z) for all z,y € X2, then P is self-adjoint.
This lemma is proven in Section 2.3. Two important examples of elements in G(A) are:

e The choice A(z,y) = Q(z) — Q(y) for Q € CP(R*, R) fulfills A € G(0Q). Such a A
delivers a good candidate for the operator P4 fulfilling (26) if the external field A can
be attained from the zero field via a gauge transform A = 0 — A = ). We observe
for any path C,, from y to

Az, y) = Ap(u) du = %(Au(l‘) + A, ) (" = y") + Oallz — yP). (37)

Cyx

e For an arbitrary vector potential A € C°(R* R*) also

MA(,9) 1= 540 + Au)) @ — 1) (39)

fulfills A4 € G(A). This choice is motivated by the special case (37). It will be partic-
ularly convenient for our work. Note that it has the symmetry A (z,5) = —A(y, z);
cf. part (iv) in Lemma 2.3. In particular, the operator P& from the discussion will be
given by

Pi= P (39)

We shall show that for A € G(A) the operators Py obey the key property (26). Our first
result about PR for a A € G(A) is that, up to a Hilbert-Schmidt operator, it depends only
on the restriction of the 1-form A to the tangent bundle T'Y of the Cauchy surface 3.

Theorem 2.4. Given A, A e C*(RY R*) and A€ G(A), X € G(A), the following is true:
Py - sz € L(Hs) < Alrs = Alrs. (40)

This theorem is also proven in Section 2.3. From our next result we can infer that the
operators P2 obey the key property (26).

Theorem 2.5. Given Ae CX(RYR*), A e G(A), and two Cauchy surfaces ¥,%', one has
Uasy PO Usra — Uas PAUs p € I(Ha), (41)

where Uay, and Us s are the Dirac evolution operators given in Definition 1.13.
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Instead of proving this theorem directly we prove it at the end of Section 2.4 as con-
sequence of Theorem 2.8 below. The latter can be understood as an infinitesimal version
of Theorem 2.5. To state Theorem 2.8 we consider a family (3;)r of Cauchy surfaces en-
coded by X, see (17), such that ¥ = %;, and ¥’ = %,;,. In addition we need the following
helper object s& defined in Definition 2.6 below as well as the following notation. Given an
electromagnetic potential A € CX(R* R*) and a Cauchy surface ¥ with future-directed unit
normal vector field n, we define the electromagnetic field tensor F,, = 0,4, — 0,A, and

E, = F,n" (42)

referred to as the “electric field” with respect to the local Cauchy surface 3. In the special
case n = ¢y = (1,0,0,0), this encodes just the electric part of the electromagnetic field
tensor.

Recall from the paragraph preceding Definition 1.10 that we extended the unit normal
field n on the Cauchy surface to a smooth unit normal field n : R* x T — R* and velocity
field v : R* x T'— R, which induces the “electric field” E to be defined on R* x T' as well. In
particular, after this extension, the partial derivative 0E,(z,t)/0t = F,, () on”(z)/0t then
makes sense.

Definition 2.6. Recall the definitions of r(w) and D(w) given in (27) and (31), respectively.
For e > 0, u € Past, and z,y € R, we define the integral kernel

1

sg’“‘(:c, y) = B (2)B(z)r(w)*dD(w), where w =y — x + ieu. (43)
m
Furthermore, for x —y being space-like (in particular x # y), we also define the integral
kernel
. e !
sd@y) = 52°@.y) = lim s (o) = o) E@r(y — 2Dy —2).  (44)

We remark that restricted to « and y within a single Cauchy surface X, the value of the
kernel sg"w(x, y) depends only on ¥ through its normal field n : ¥ — R%. In this case the
definition makes sense without specifying neither the velocity field v nor the extension of n
and v to R* x T. In particular, sg’”‘(m,y) depends only on the Cauchy surface 3 but not
on the choice of a family (¥;)r. This stands in contrast to the derivative ﬁs’g;e"/ét, which
makes sense everywhere only given a family (3;),r and the extended version of n.

Exploiting the properties of D(w) given in Lemma 2.1 and in Corollary A.1 in the ap-
pendix we shall find:

Lemma 2.7. Let u € Past.

(i) The integral kernels sg’eu, € = 0, give rise to Hilbert-Schmidt operators

Sy o, Sy (x) = j so (i, y) iy (dYy) Y(y)  for almost all x € %,
2
(45)

S = S20 with the property that | S& — S8 1a(34) L

13
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) Stmalarly, for t € T', the integral kernels 0sy) , € =0, give rmse to Hilbert-Schmi
ji) Similarl te T, the integral kernels dsy;™/ot, € > 0, give rise to Hilbert-Schmidt

operators

. . aSA,eu

ng" :Hy O, Sg;‘"w(m) = f azt’ (z,y)i,(d"y)¥(y)  for almost all v € %,

P
(46)

SA S A0 . 5 SA ~ YA A eu el0
Sg, = Sy, with the property that sup,er S8, | r,ny,) < © and [Sg, — S5 |y, —
0 for allt.

With this ingredient our infinitesimal version of Theorem 2.5 can be formulated as follows;
for technical convenience, we phrase it only for the special choice A € G(A) defined in (38).

Theorem 2.8. Given A € CP(R* R*), any smooth family of Cauchy surfaces X, cf. (17),
and ty,t, € T, and one has

t1

Uasi, (P&, + S8, ) Usipa = Unsy, (B, +58,) Us,ya = f Uss, ROUs,adt  (47)
0

t

for a family of Hilbert-Schmidt operators R(t), t € T, with supyer |R(t)|ryoy,) < ©. The
integral in (47) is understood in the weak sense.

Note that for the choice A € G(A), &y, = X, ¥y, = ¥y, one has PR = Py, and the

restriction of (41) to Cauchy surface ¥ yields property Ufy, Py Ug 5 — P2 € I;(HE), ie.,
the key property (26). The proof of Theorem 2.8 given in Section 2.4 is the heart of this
work.

2.2 Proofs of Main Results

In this section, we prove the main results under the assumption that the claims in Section 2.1
are true. The proofs of these assumed claims are then provided in Sections 2.3-2.4. The
connection of how to infer the properties of Cs;(A) from the properties of the operators P2
is given by the following lemma.

Lemma 2.9. Let A e CX(R*,RY), & be a Cauchy surface, and X € G(A). Then for every
polarization V' in Hy, we have

V e Cx(A) = PY — P} e L(Hs). (48)
Proof. By Definition 1.3, V € Cx(A) is equivalent to
Py — Udy, Pg Ui s € L(Hy). (49)
On the other hand, Theorem 2.5 implies
Py = Usy, P U, 5 € Io(Hy). (50)

Thus, statement (49) is equivalent to Py — PR € I(Hx). O

14




A.8 External Field QED on Cauchy Surfaces for Varying Electromagnetic Fields 301

Proof of Theorem 1.5. Cg(A) = Cs(A) holds true if and only if there are V € Cs(A) and
W e Cx;(A) such that

PY — PV e I,(Hs). (51)

Let A € G(A) and A € G(A). In view of Lemma 2.9, statement (51) is equivalent to Py~ PEX €
I,(Hs). Due to Theorem 2.4 the latter is equivalent to A|ps = Alrg, which proves the
claim. O

Proof of Thorem 1.6. Claim (i): Is is sufficient to prove that there exist V' € Cg(A) and

W e Cax(AA(A™Y)) such that LS PY (LM =1 — PW. e I,(H,x). We remark that for the

linear form A, AA stands for the linear form with coordinates A,”A,, while for a vector x,

the term Az stands for the vector with coordinates A*,z”. We take A € G(A), e.g., A = A4

from (38). Thanks to Lemma 2.9, for all V € Cx(A) we have PY — Pd € I(Hx). First,

let us discuss how such a Pg)\bchavos under the Lorentz transforms LY. For € > 0 and
JEU

u € Past, the integral kernel p§™(z,y) = e= @ p_(y —x +ieu) of PEA’E"7 cf. (35), transforms
as follows: The integral kernel of L(ES’A)P;: ’Eu(L(ES’A))*1 is given by

Spg’eu(Aflx, A1y)S* = emAATIATlY) Sp (A Ny — x) + ieu)) S*
= efi)‘(Ailz'Ailwp* (y — x +ieAu) = pi’g\u(w, y), (52)

where A(z,y) = A(A™ 'z, A='y). We claim X € G(AA(A™")). Indeed, X clearly fulfills condi-
tions (i)-(iii) of the Definition 2.2 of G(AA(A™!.)). It also fulfills condition (iv) since

J < 0 -1 -1 “iye O -1
PXW)\(L y)’y:z = (—)‘L“)‘(A I7A y)‘y:z = (A ) N@/\("%A y)|Z=A’lz,y:z
— A AN ) (53)
and similarly ﬁﬂX(w,y)L:U = —A,A,(A7'z), where we have used (A™')”, = A,”. This

shows L(ES’A)Pé\’w(L(ZS’A))*1 = PEX’SM7 which implies L(ZS’A)Pé‘(L(ES"A))*1 — P} in the limit as

€ | 0; recall from Lemma 2.3 that the limit does not depend on the choice of u, Au € Past.
Again by Lemma 2.9, there is a W € Cas(AA(A™!)) such that P{% — PRy, € I(Has). We
conclude
S,A sm\ 7t SA s\t X
LSV RY(LEV) - Pl = I8V (R - R) (1§Y) = (Pl - P & B(Has).
(54)
Claim (ii): The integral kernel of e Py ““e’? for A € G(A), € > 0 and u € Past equals
e*iQ(z)pg,eu (.’L’, y)eiﬂ(y) _ e*iQ(z)efi)\(z,y)pf (y — x4 i6u)eiﬂ(y) _ p;,eu(x7 y)7 (55)
where X(z,y) = Q(z) + Az, y) — Q(y), which clearly fulfills X € G(A + 0Q); cf. Definition 2.2.
Taking the limit as € | 0, the claim follows from the same kind of reasoning as in part (i). [

Finally, one can also use the self-adjoint operator P& from (39) to construct a unitary
operator €% : My © which adapts the standard polarization Hg to one corresponding to
Alrg, more precisely, eQQ'H; € Cx(A). Tt is defined as follows:

15
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Definition 2.10. We set
Qs =[P, Po] = PH(PS — P )Py — P (P — PP (56)

Proof of Theorem 1.7. In this proof, we use a 2 x 2-matrix notation for linear operators of
the type Hy ©. This matrix notation always refers to the splitting Hy = Hf ® Hy. In
particular, we set

A AL A _
(8 &) -an'-r-p, 57)

cf. (36) for A = A. Using this matrix notation, we write

4= (_ A Ag‘)- (58)

In the following we use the notation X =Y mod I»(Hsx) to mean X —Y € I,(Hs). By (iii)
of Lemma 2.3 we know that (APY")? € I,(Hsy), and therefore

(P4 = (Pg + AR = P4 + (*AO++ AO ) mod I5(Hs). (59)

Furthermore, Lemma 2.9 implies for all V' € Cx(A) that the corresponding orthogonal pro-
jector PY fulfills P& — PY € I)(Hs). However, this means also that (P&)? — P& e I(Hs),
and therefore, Ay, A__ € I1(Hyx); see (59). In conclusion, we obtain

0 A
P = Py + AP = (A7+ 1d;f> mod I(Hs). (60)

Since (APY")? € I(Hs) we have A_ A, A_,A,_ € I,(Hy) and hence (Q2)? € I,(Hs);
cf. (58). Defining

T4 = 98 Pe 98, (61)
we conclude
A _ (s A\ p— (s Ay 0 Ay _ pA _ pV
I = (iduy +Q5) Py (iduy —Q3) = Ay idy ) Py =P mod Ih(Hy). (62)
=

Furthermore, we observe that €98 is unitary because Q¢ is skew-adjoint, so that 114 is an
orthogonal projector. Summarizing, we have shown eQQHE = [I4Hs € Cz(A), which proves
the claim of Theorem 1.7.

As an addendum we prove the refinement of Theorem 1.7 described in Remark 1.8. For
this it is left to show that charge(Ug‘Zin'Hgin,HéHg) = 0. We choose a future oriented
foliation (3;).r of space-time such that ¥y = X, and ¥; = ¥. Recall the choice of 3,
described in (7). The operators Q4 are compact because they are skew-adjoint and (Q4,)* €
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I,(Hy,). Hence, the operators e % are compact perturbations of the identity operators
idyy, . Translating this fact to an interaction picture, the operators

Q= Uginztengﬁ Ugtzin (63)

are as well compact perturbations of the identity operator idem~ We define the evolution
operators in the interaction picture

Upi=U Uy (64)

which are continuous in ¢ € R w.r.t. the operator norm; this follows from Lemma 3.9 in [3].
Moreover, using V ~ W < PYPW" PY"PW ¢ I,(#s), the just proven Theorem 1.7 implies

CBHS ~ Uiy, Hy = Pe QUL PI e L(Hs) (65)
= US sPie RUL PI e L(Hs) (66)
= P& QUPL =PIV e UL Pl e b(Hs,).  (67)

Since @, —1dy, 18 compact, the operator Pzii (Q¢ —idyy, )Ul,,PEjri _ is compact as well. Taking

n

the difference with the compact operator in (67) yields that PzimU,gP)S_ri _ is compact so that
P UPS 0 0 Pl UPy;
Sin 7t Bin _ _ — Ut _ B " in 7t Sin (68)
0 PZmUtPZm PZmUtPEm 0
deviates from the unitary operator U, by a compact perturbation, and hence, is a Fredholm
operator. This implies that Py U, Py |H, o Isa Fredholm operator. We note that the
g,
Fredholm index of Py U_oPy |7~r o = id?-tg equals zero. The map t — Py U, Py is
in inlHg, -
continuous in the operator norm which implies that the Fredholm index is constant, and
hence,

in

_ - _ - 770 _77A
0 = index PEinUfﬂ’Hg_ o = index Py, Uy, wUsy "y ©
in in

Il

_ —r7A
= index Py Uy,

. — _0A
, _ —indexPge 95| , __ _
Hzin‘)HE = ‘UZEinHEin*)HZ

= charge(Usy, My, I{Hs), (69)

_ _ =index P | .4
My, ~ M = ‘UEEin

. A . _NA
= index e¥= P e 95|, _
= ‘nginHEin —lIgHs

where in the fifth equality we have used that e isa compact perturbation of the identity.
|

This concludes the proofs of the main results under the condition that the claims in
Section 2.1 are true. The proofs of these claims will be provided in the next two sections.

2.3 Proof of Lemma 2.1, Lemma 2.3, and Theorem 2.4

Proof of Lemma 2.1. Given ¢, € Cx, we set ($= Fmz¢ and 1Z = Frst) where Fuy is the
generalized Fourier transform
p+m

(Fms)(p) om

(27T)73/QJ e i (d*z) P (z) for Y € Cs,pe M, (70)
b
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introduced in Theorem 2.15 of [3]. This theorem ensures that (/f)\(p)lj)\(p) ip(d*p) is integrable
on M_. Let u € Past. With justifications given below, we compute the following.

=~ iy (d*
Py =tim [ )i e (71)
PEM _
1 — ; +m\? [ .
iy || @i (12—n) [ i@ty iy @)
PEM _ ey yeX
1 — + . . '
= 2r)m leifgl f J ¢(x)i,(d"z) ?727,:71 J ePU=THW G (dhy) 4 (y) ip(d'p) (73)
pEM_ zEX yeX
+ ) )
271’ 3m lO f (b Z’Y d4 J J pQTrZTlezp(?/—z+1e7t) ’Lp(d4p) Zv(d4y)w(y) (74)
ey yeX peM
~ lim f SV in(do) [ =+ iew) i ') vlo) 75)
zeX yeX

The interchange of the p-integral and the limit € | 0 in (71) is justified by dominated con-

vergence since q?(p)qﬁ(p)z@(d“p) is integrable on M_ and by |e”%%| < 1 for e > 0, pe M_.
In the step from (71) to (72) we have used (70) and that v°(y#)*7° = ~#, from (72) to
(73) that p* = p® and that p* = m? for p € M_. In the step from (73) to (74) we have
used Fubini’s theorem to interchange the integrals. This is justified because ¢ and ¥ are
bounded and compactly supported, and because for any given € > 0, |eP¥-2+iew)| = g=epu
tends exponentially fast to 0 as |p| — o0, p € M_. This proves the claim (29).

Now we prove the claimed properties of D and p~. For any w € R* + 4 Past, the modulus
|e?P?| = e7PIM¥ tends exponentially fast to 0 as |p| — o, p € M_. Consequently, exchanging
differentiation and integration in the following calculation is justified:

1 —id" +m |
— — ipw - 4
P (w) (27)3m JM_ om  C i(d'p)

1 o "11: + . o +
_ ‘ i m piow z'p(d4p) _ id +m

(2m)3m  2m e 2m

D(w). (76)

To show the second equality in (31), we proceed as follows: First, we show that w € R*+i Past
implies —w,w* € C\Ry = domain(y/). We take w = z + ju with z € R* and u € Past,
and assume —w,w* € R. Then 0 = Im(w,w") = 2z,u”, ie., z is orthogonal to u in the
Minkowski sense. Because u is time-like, we conclude that z is space-like or zero. We
obtain w,w* = Re(w,w") = z,2" — u,u* < 0, ie., —w,w" € domain(4/-). It follows that
V—w,wh € R* + iR = domain(K;). In particular,

3 PYIRETT)
5 RY 4 i Past 5w o T Fa(my/mw, ")
272 m —w Wk

(77)
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is a well-defined holomorphic function. Because |¢*| decays fast as |p| — o, p € M_,
uniformly for w in any compact subset of R* 4 i Past,

1

R4 . i}
D :R*+{Past > w @n)pm

J e i, (d*p) (78)
M

is also a holomorphic function. We need to show D = D. By the identity theorem for
holomorphic functions, it suffices to show that the restrictions of D and D to i Past coincide.
Given w = iu € i Past, we choose a proper, orthochronous Lorentz transform A € SO'(1,3) <
R*** that maps u to the negative time axis:

Au = —teg = (—¢,0,0,0) with ¢ = \/u,ut = \/—w,w* > 0. (79)

By Lorentz invariance of the volume-form i,(d*p) on M_, we know
| e = | e (50)

and /—w,wF = \/—(Aw),(Aw)#. Summarizing, we have reduced the claim D = D to its
special case D(w) = D(w) for w = —itey, t = \/—w,w” > 0. This special case is proven as
follows. Using

2
mwb%mmmm% (81)

rotational symmetry, and the substitution

3 3
5:@7 E=mvs?—1, m2sds=kdk, (82)
m

we obtain with the abbreviation E(p) = /p? + m?%:

) d*p
P d4p _ _m2 e*E(p)i_
Jo et = [ e

—4m? foo exp (—t\/ k2 + m2) ﬂ
0 Vk% +m?

@ K t
—4mm e ""Vst—1lds = —4mm 7m7
4 4 mts 2 1d 4 4 l(t ) 83
1 m

using the definition of K7 in (32), and hence, the claim D(—itey) = D(—iteg).

The representation (77) of D shows also that D can be analytically extended to all
arguments w € C* with —w,w” € domain(y/) = C\Ry. The same holds true for p~ =
(2m)~Y(—i¢ + m)D. To sum up, p~ has an analytic continuation p~ : domain(r) — C**4
which also concludes the proof of Lemma 2.1. 0
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Proof of Lemma 2.3. We remark that most of the arguments in this proof are valid without
regularization, i.e., also in the case € = 0. This is in contrast to Section 2.4 below, where the
regularization with € > 0 turns out to be very useful.

Let A € C°(R* RY), A € G(A), and ¥ be a Cauchy surface. Before proving the claim
(34)-(35) it will be convenient to introduce the operators APy, € = 0, which shall act on
any ¢ € Hy as

(ARE™0) (@) = [ (9 = (g =+ ) (') o), (34)

where the fixed vector u € R* is past-directed time-like. We remark that the special case
e = 0 is included in the form APY” = APY; cf. (36).

We show now that APY™ : Hy, © is well-defined. Recall the parametrization 7y (x) of
¥ as stated in (13) and the identity i,(d'z) = ['(x) d*z on (I,X)? given in (19). We use the
abbreviation z = mg(x), y = 7x(y) in the following. Line (84) can be recast into

(AP0} (0) = [ Amx ) T v dy o (85)
ApS©(x,y) := (6_“(“’”) —1)p (y — x + ieu). (86)

To show at the same time that the right-hand side of (85), i.e., (84), is well-defined for
1 € Hy and almost every x € X, and that APS’%/) € Hsy, it suffices to prove that for every
¢ € Hy, we have

LER3 J;GIR3

with some constant Cy(u, Vinax). We collect the necessary ingredients:

@)L (x)ApE™ (%, y)L ()¢ (y)| &’y < Col ][] (87)

e As ) is smooth and vanishes on the diagonal, there is a positive constant C3(A) such
that

e~ @) _ 1] < Cslz — y|[1x(z) v 1k (y)] for =,y € R (88)

Note that this bound holds globally, not only locally close to the diagonal, because
e~* — 1 is bounded and vanishes outside K x R* U R* x K for some compact set K.

e The bounds (28) from the appendix, cf. (15), show that for all z,y € & and (2°,z) =

z=y—x we find |z| < |2| < V1 + Via 2.

e Formula (238) in Corollary A.1 of the Appendix ensures for all ¢ > 0 that for all
z = (2%, z) such that 2 = y — x for 7,5y € ¥ and z # 0 that

B ) e~ Cplzl
b (= + icw)]| < Ouyi (ﬁ) . (89)
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Thanks to these ingredients we find the estimate
e~ Cply—x|

|Aps(x, y)] < O4W[1K(5E) v 1k (y)] (90)

for all z,y € ¥ such that y — x # 0 and € > 0 with some constant Cy(u, Vijax, A). Conse-
quently, using the bound for I" from (20), we have the dominating function

» e~ Cply—x|
SEE’M@F(X)APQ xy)I'(y)vy)| < C4F:x.ax2|¢($)|WW y)l. (91)
which is integrable, as the following calculation shows:
Cply—x| -
Lo [ [ 00l S ol y (92)
xeR3 JyeR3
e—Cplz| 3 3
| —j (Ol il (x + 2))] dx (93)
zeR3 |Z‘ xeR3
00
< AnCUl® [ O ds 90 mlali o sl (94)
0
< Cof gl 4], (95)

for a constant Cy(u, Vipax; A). In the step from (93) to (94) we use the Cauchy-Schwarz
inequality, and in the step from (94) to (95), we use that the norms |- o 7glls and || are
equivalent. On the one hand, this proves claim (87), which implies that the operators
APy : Hy © described in (85) and (86) are well-defined for all ¢ > 0 and bounded by

sup |APY |30 < Ca. (96)

On the other hand, we use again the integrable domination from (91) together with the
point-wise convergence

hﬁ)lp’ (y—x+ieu) =p (y—x) (97)

for x,y € ¥ with = # y; cf. the analytic continuation of p~ described in Lemma 2.1. Using
these ingredients, the dominated convergence theorem yields the following convergence in
the weak operator topology:

<¢, APEA’“%/)> I (6, APYYY for 6,1 € Hs. (98)

The next argument needs this fact only restricted to ¢, v € Cs. Using the notation (35) and
Lemma 2.1, we get for ¢, € Cs,

(8. PRy = (9, PE™6) + (6, AP0 ) 5 (6, Powy + (6, ARW).  (99)
Because Py, AP : Hx, ©O are bounded operators and Cs is dense in My, this implies that

PY:= P + AP} : Hy © (100)
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is the unique bounded operator that satisfies (34), together with the bound

HPEHHES HP ”HEO + HAPEHHZO 1+ CQ(“’a Vmaxa )‘) (101)
coming from (96). Note that we may take any fixed u € Past, e.g., u = (—=1,0,0,0), in this
bound and in the bounds below.

Next, we show that K* := |AP}? is a Hilbert-Schmidt operator. It is the integral
operator (here written in 3-vector notation)

K0() = | Py iy (102

for 1) € Hy and almost all x € 3 with the integral kernel

K (x,y) = J VAP (x,2)" T (2) Ap3° (2, y) d’z. (103)
R3
We remark that under the symmetry assumption A(x,y) = —A(y, z), we have
VAP (x,2)%7° = Ap° (2, x); (104)

cf. formula (110) below. Thanks to the estimate (90) we find

¢—Cplx—a| g~Cpla—y|

|62 (%, 5)| < TmaxCs? JR (1g(2) v 1x(2))(1x(2) v 1x(y)) d*z.  (105)

=2 z—yP
Next, we use the bound
e—CD\x—z\ech\Z*y‘(11((1') 4 1K(z))(lk(z) \% 1K(y)) < C5670D<‘y7x‘+‘x‘)/2 (106)

with the constant Cs(\, Vipax) = sup,cx eP#/2. Substituting this bound in (105) and carry-
ing out the integration yields

P o~Co(ly—x|+]x])/2

6
ly — x|

HkA(x, y)| < FmaXCLLZCSGfCD(\Y*XHIXD/?j 07)
R

sx—zPlz—y[?

for a finite constant Cg(A, Vipax). We can therefore bound the Hilbert-Schmidt norm of K A
as follows:

HK*”?Q(HE) = f j trace[1"k* (x, y) /T (x)k* (x, y)T'(y)] d*x d®y
RrR3 JR3
< 4me2f J Hk-)\()gy)HZ PBx d3y
*CD (ly=x|+Ix)
< Al max 06 f f d3xd3y < 0. (108)
wodws [y =X

This proves that K* = |APR|? is a Hilbert-Schmidt operator, and therefore, AP is compact.
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To prove part (iv) of Lemma 2.3, we assume A(z,y) = —A(y, ) for all z,y € X. From the
symmetries D(w*) = D(w)* and D(—w) = D(w) for all w € domain(r) and (y#)* = 7°y#+°,
we conclude

p(—w*) =1°p " (w)"", (109)
and hence, using the assumed symmetry of A,
A0 (e p_(y —x + zeu))* 70 = e @Yy (2 —y +ieu) (110)

for z,y € &, ¢ > 0 and u € Past. Substituting this in the specification (34)-(35) of PQ, it
follows that P is self-adjoint and concludes the proof. O

Proof of Theorem 2.4. To show the equivalence we need to control of the kernel of P2 — Pé
from above and from below. Let AA : R® — R3 be the vector field on R? with

AA(x) 2 = (Au(w) = Ay(w)) 2" (111)
for any z = (2°,x) € ¥ and z = (2°,z) € T,X. Then for any z = (2°,x) € &, A(2)|n,s =
A(z)|r,s holds if and only if AA(x) = 0. From X € G(A) and A € G(A), see Definition 2.2,
we get the Taylor expansions

e = 1 id, @)y = 2#) + Oalle = y)(1x(x) v 1)) (112)
e — 11 i, (@) ("~ 2) + Ox(Je — y) 1k (@) v 1)), (113)
) = = Vis(x) - (v %) + Os(lx — yP) (114)

for y, z € ¥ from which we conclude
e~ N@w) _ omiXey) IAA(X) - (y — x) + r1(x,y) (115)

with an error term ry that fulfills for any z,y € X

(%, ¥)] < O3y, (I = ¥) (1k(2) v 1k (y)). (116)
where we used |z — y[ = Oy, (|x — y|) due to (15). Note that the bound (116) holds not
only locally near the diagonal but also globally for z,y € ¥ because e=* — e~ is bounded

and )\ and ) vanish outside K x R* UR* x K for some compact set K < R*. For ¢, € Hyx,
formula (36) from Lemma 2.3 implies

6.(PE - Rw)
| o) | e — ey —ai @) vi)

yex

SN

:J - R3¢(I)*VOF(X)[t1($vy)+t2(w7y)]v0F(y)w(:u)d3yd3x (117)
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with
ti(z,y) = iAA(x) - (y = x)p~ (y — z)7", (118)
ta(z,y) = r(xy)p (y —z)7", (119)

where we use the abbreviations x = 7s(x), y = 7x(y) again, and I' is defined in (19). We
have introduced two extra factors 4% in (117) in order to have a positive-definite weight °T".

We claim that the kernel t5(x, y)7° gives rise to a Hilbert-Schmidt-operator Tp. Indeed,
using the bound (20) for ', the bound (238) from Corollary A.1 in the appendix for p~, and
the bound (116) for 71, we have

el = [ [ tracelta(o) T )t ) T0)] Py P
xeR3 JyeR¢

2
xeR3 JyeR3

for some constants C; and Cs that depend on =, \, \.

e*CD\)’*X\Q

v —x (1x(2) + 1x(y) Py d®*x < Cs < © (120)

If Alpy = A‘TE then AA = 0. This implies ¢, = 0 and therefore P — PZS‘ =Ty is a
Hilbert-Schmidt operator. This proves the “<” part of the claim (40).

Conversely, let us assume that A|rs = E\TE does not hold. Then we can take some
7o € R® with AA(xg) # 0. By continuity of AA, we have infyep |[AA(z)| > 0 for some
neighborhood U of x. Furthermore there is a constant Cy(Vj,ay) such that 7°T'(x) — Cq is
positive-semidefinite for all x = (2°,x) € . Consequently, we get the following bound for
allxe U and y € R%:

trace [tl(x, y) 7 T (%)t (x, y)ﬁ/OF(y)] > Cy? trace [tl(x, y) t(x, y)}
e—mly—x|\ 2
> CuldAM) -y Pl - o) > Culdat - & -F (25 e

with two positive constants C1g and C}; depending on V... In the last step, we have used
the lower bound (239) for ||p~ | from Corollary A.2 in the appendix. Because the lower bound
given in (121) is not integrable over (x,y) € U x R*, we conclude that Tj is not a Hilbert-
Schmidt operator. Because T3 is a Hilbert-Schmidt operator, this implies that P& — P3
cannot be a Hilbert-Schmidt operator. Thus, we have proven part “=” of the Theorem. O

2.4 Proof of Theorem 2.8

This section contains the centerpiece of this work. The proof of Theorem 2.8 will be given
at the end of this section. To show that the claimed equality (47) holds, we analyze the
difference of matrix elements

(0. (Pd, + 58,00 ) = {6, (P4, + S8, )v) (122)
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for ¥, ¢ € C4. This is done in two steps. First, using Stokes’ theorem, we provide a formula
for the derivative w.r.t. the flow parameter of the family of Cauchy surfaces (3;)r in
Lemma 2.11 and Corollary 2.12. Second, we give the relevant estimates on this derivative in
Lemmas 2.13-2.15 which are summarized in Corollary 2.16, and conclude with the proof of
Theorem 2.8.

For the first step, the following notations for the Dirac operators acting from the left and
from the right, respectively, are convenient:

DY(x) = Div(a) = (id" — Alx) — m)v(z), (123)
<—A - —

8(y) D' = 3y) Djf := 3 (~id” — Aly) — m) = DFo(y). (124)

where ()7 = f(y) 7 = Ouf(y)7*

Lemma 2.11. Let k : R* x R* — C*** be a smooth function. Let ¢, € C4. Then for any
teT we have

7l ) A kit o)

—=i| [ @t Dk i) o) (125)
with
D k(w, ) = vi(@)hy (€) DAk(z,y) — k(x, y) Do ()1, (). (126)

Proof. Assume that ¢, : R* — C* are smooth functions with supp ¢’ n supp?y)’ < K +
Causal for some compact set K < R%.
We set

S o= {(z,t) € B| to <t < 1y} (127)
for any real numbers ¢y < t;. By Stokes’ theorem, we have:
(j -, ) T () ve) = [ dF) () v o) (128)
Y St Bigty

We calculate:

d[¢'(x)i (d'2)¢' (2)] = 0u(¢/ (x)y" ¢/ () d*
TR e s T ) e

= J' (@) (x) d' + §'(@)30/(x) d*

= iDAY (z)' (z) d*x — i¢/(x) D 1/1(1) d'x, (129)
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see also the calculation from (17) to (20) in [3]. Integration yields

(L, L J7msteaves

i L (DA @) (x) — #(2) DA ()] d'a

toty
t1
=i [ [ D@ @) - @D @) ) . (130)
to J3
Differentiating this with respect to the upper boundary ¢;, we conclude

- T v (@)

DAG (2} () — @' () DAY/ ()] vy, (')

=i 1

)~
@) D un(wph, ()i (d)! () = F ()i (A )o@, () DA ()], (131)

using (19). In the special case ¢’ € C4 this boils down to

G| F@ b v - i | T u@ @D e,
i ¢ P
while in the special case ¢’ € C4 it boils down to
¥ ¢'( @(@) iy (d'z) ¢/ (@) = i ¢’( F(@) Doy () i (d'2) o (). (133)
We consider the function
FiTxT—C Flst)i- | (@) iy (d'2) k(. y) i () wly).  (134)
TEX yeX:
We apply (132) to ¢' = ¢ and ¢/'(z) = § o, k(z,y)i,(d'y) ¥(y) to get
et =i | @i @Die L@ o). (03)
T JYeL,
Similarly, we apply (133) to ¢/(y) = SyEE o(x) iy (d*z) k(z,y) and ¢/ = 1 to get
0 N
= F(st) = Zf ¢(x) i, (d"z) k(w, Z/)vat(ymt(y) i (d*y) Y (y). (136)
ot TEX yeX:
From the chain rule, claim (125) follows:
d
%F(tt)
=i | @) ) D2k e) = ke ) D) ()] (0') 60,
s Jyes: (137
O
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From formula (125) and the chain rule, we immediately get the following corollary.

Corollary 2.12. For any smooth function k : R* x R* x T — C¥4, (z,y,t) — ki(z,y), any
¢, €Cya, and any t € T we have

d S
7 L i e it v

- [ [ a@ns [-othen + e |n@n v, a3

This completes step one, and next, we turn to the relevant estimates. In the following
calculations for fixed ¢ € T', we drop the index t in v = v; and n = n,. Also, the t—dependence
of the remainder terms r_ is suppressed in the notation below, as we have uniformity in ¢ of
the error bounds. Recall from equation (42) that E, = F,,n” denotes the “electric field” of
the electromagnetic field F,, = 0,4, — 0,A, with respect to the local Cauchy surface X.

Lemma 2.13. For u € Past, e > 0, and x,y € R, let
pA’“‘(ﬂc7 y) = eiMA(I’y)pf (y — x + ieu) (139)

with M defined in (38). Then forteT, x,ye %, z = (2°,2) =y —x, and w = z + icu we
have

Dp*(x,y)
=SV Fu@) 5 (0, 9) + 50 0 Fo ()20 (0)y) + ol cn)  (140)

- ﬁv(i)Z#EM(‘r)aD(w) + T3($7 Y, Eu) + 7.4(I> Y, EU) (141)

with error terms

e—Cplz|
To = OA,u,E (T) [11{(1’) Vv 1[((@//)], (142)
e—Cnlz|
r3=04uz% (T) [1x(z) v 1k (y)], (143)
ech\Z\
1= Ons (VS ) 1) v 1) (14)

for any compact set K containing the support of A. For any two different points x # y in
Yy, the limit r3(z,y,0) := lim. g r3(z, y, eu) ezists.

Proof. We calculate for z,y € ¥, u € Past, and ¢ > 0:
D [e‘“‘A(‘”"y)p_ (y — z + deu)]

=[N\ (z,y) — A(w)]e’i’\A“’y)p’(y — 1+ ieu) + e’MA(’”’m(i&m —m)p~ (y — x + ieu)
= [N (z,y) — A2)]p*“(z,y), because (id" —m)p~(y —x + ieu) = 0. (145)
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Using the definition (38) of A, we get

PN e) — A) = 57 TA) — Aula) + (@ = )3 A,(0)]
= L R @ — o) + ()] (146)

2
with the Taylor rest term
rs(2,y) = 7" [A(y) — A(@) = (v — )05 A (2)] = Oallzr — y[*)[1x(2) v 1x(y)]
= Oa(2]")[1x(2) v 1k(y)] with z = y — x; (147)

cf. formula (28) in the appendix, which compares |z| with |z|. Recall that K denotes a
compact set containing the support of A. Similarly, we find

[e @0y~ (y — 2 4 ieu)](ngl
= N @Yy~ ew)[ M (@, y) — AW)] + 7 (y — @+ dew)(—id” —m)e @D
=y y) [N (@) — Aly)]. (148)

Using the symmetry A (z,y) = —A\4(y, ) and interchanging  and ¥, equation (146) can be
rewritten in the form

1
— @M (z,y) = Aly) = 5 [ Ea ()" = 2#) + rs(y, 2)]. (149)
Combining this with the definition (126) of D, we find for z,y e ¥y, z =y —
D;'p(z,y)

- %“(I)?fi(x)[v”Fuu(w)Z“ +r5(z,y) (2, )

+ 20 D Ful)” — sy, Dl ))

=}v(x)vi(w)’v”FW(I)z”pA’“‘(Ly)+ A (@, )V Fuu () 20 (y)ih(y) + rala,y,ew)  (150)

9 b

1
2

with the error term

Pl ) = SO )p () — Sp sy, D))
-0 N @) v 1 151
- AME(—EJf)[K@Jv ), (151)

fort € T, z,y € ¥y, € > 0, u € Past. Here we used the bound (238) in Lemma A.l in
the appendix for p~, the quadratic bound (147) for rs(x,y), and the fact that |vn|, being
continuous, is bounded on compact sets. This proves the claim given in (140) with the error
bound (142).
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It remains to prove the claim given in (141) with the bounds (143) and (144). Recall the
definitions of p“* and p~ given in (139) and (30), respectively. We have

ph (e y) = fiﬁD(w) +76(2, Y, €u) (152)

with the error term
1 . ) —Cbplz|
re(z,y, eu) = 567’)‘A(z’y)D(w) + (7M@) _ 1)p (2 + deu) = Ouus (e‘ﬁ) (153)
’ z

using the bounds (232), (238) from the appendix and the Taylor bound
jem¥ ) 1] = Oa(|2]) < O n(2]). (154)

which follows from A% € G(A), cf. Definition 2.2 and, once more, from the estimate (28) in
the appendix. Hence we get from (150)

DtApA,(u(‘r7 y) - TQ('I7 Y, Eu)

- %v(fﬂ)%(:ﬂ)v”Fu»(x)Z“pA"“(:m y)+ %PA’W(% Y Fu ()20 (y)1h(y)
= — 0@ Fu(@)#0D(w) = 1 dD(w)" P (5) 0 (y)(y) + el y.cu)  (155)
with the error term

e~ Cplz|

) (ko) v 1))
(156)

T = %v(w)ﬂ(f)v’ﬂu(m)z“rs + %Tg’ny,w(y)z“v(y)y/L(y) = Ouusx <T

We employ estimate (236) for 0D from the appendix and the fact supp F),, = K to find

v()ih(x) Fu ()7" 27D (w)

o(@) () Ey (e 0 ED(w) + 1y, ew)  (157)

ID(w)y" Fu(y)2"v(y)i(y) = dD(w)y" Fu (y)w'v(y)i(y) + ro(,y, eu) (158)
with the error terms
e—Cplz|
ry = —v(2)t(z) Fu (2)y ieu"dD(w) = Opus (\EW) 1x (), (159)
e—Cplzl
rg = —ID(w)y" Flu (y)ieuv(y)i(y) = Oaus (ﬁw) Lk (y)- (160)
Substituting this in (155), we conclude
D (a,y) = = - ul@ e Fun @) FD(w) = 3D (w) Fuly)wo(y)i(y)
+ (rg + r7 + r10) (2, y, €u) (161)
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with the additional error term

i 6*CD|Z‘
10 = _E(TS + T'g) = OA’u?)j (\/;‘Z|—5/2) [1]{(1‘) \ 1K(y)] (162)
The following “Lorentz symmetry relation” will be used several times in the calculations
below.
w,0,D(w) = w,0,D(w) for w e domain(r). (163)
Equation (163) can be seen as follows. Using D = for with f(¢) = —m3(27?) 71K (m&)/(mf)
from (31) and 0,r(w) = frl(v,;), we obtain w, 0, D(w) = fu;?z)“ "(r(w)) = w0, D(w).

Using the anticommutator relation {y*,7"} = 2¢" for the Dirac-matrices three times
and the Lorentz symmetry relation (163), we calculate
o(@)(2) Fy (@) 0 ED(w) = [i(2)y* 1o (2) B ()0 D(w)
=[2n"(2)1 — 29" ng(x)w” + 2w (x) — ¢ yh(x) v (@) Fu (2) 0" D(w)

=2n"(x)ypv(x)F, (x)0"D(w) (164)
= 29 ()70() F ()2 D(w) (165)
+ 20" ph(x)o(x) Fu () 0" D (w) (166)
— Wby yh(@)v () Flu (2)0" D(w). (167)
For the first term (164), using the Lorentz symmetry (163) again, we get
(164) = 2n” (z)ypv(x) F,y (2)0" D(w) = 2v(z)w”E, (z)¢dD(w)
= 2u(z)2"E,(z)¢D(w) + ri1(z,y, ew) (168)
with the error term
e~ Cplz|
ri1 = 2v(2)ieu’E,(2)dD(w) = Oaus (VEW) 1k (z), (169)

where in the last step we have used estimate (236) once more. For the second term (165),
we use n,(z)2° = Ox(|z]?), which holds because of z,y € ¥, and n(x) L 7,3, to get

(165) = —29"n (2)w”v(x) Fy (2) P D(w) = r15(x, y, €u) + ris(x, y, eu) (170)

with the error terms

—Cplz|
r12 = =291y (2)2°0(z) F (2)0" D(w) = Ops (GT) 1x(2), (171)
—Cplz|
T13 = —29"ng (x)ieuv(2) Fy (2)0" D(w) = Oa s (ﬁiZW) 1r (). (172)

We have used the estimates (234) and, once more, (236). The contribution of the third term
(166) is zero, i.e.

(166) = 2w”h(x)v(z)Fu(x)0"D(w) = 0, (173)
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because of symmetry w”0*D(w) = w*0”D(w), cf. (163), and antisymmetry F},, = —F,,. To
express the fourth term (167), we use the Lorentz symmetry relation (163) again and replace
x by y up to the following error term:

ra(,y) = Fu()v(@)h(z) = Fu (y)v@)iy) = Oas(lz)[1x(z) v 1x(y)]. (174)
We obtain for the fourth term (167):
(167) = =160" D(w)y"sh(x)v(x) Fu () = —w"dD(w)y" F ()0 (x)h(x)

= —ID(w)y" Fuu (y)w v(y)i(y) + ris(z, y, eu) (175)
with the error term
—Cplel
5 = w”aD(w)”/"TM =Opuzs (6T> [1x(z) v 1x(y)]. (176)

We have used estimate (235) from the appendix and the bound (174). The expressions (168),
(170), (173) and (175) of the four terms (164)-(167) give

v(x)h(2) F (2)y w*dD(w) = (164) + (165) + (166) + (167) (177)
:[ZU(z)z“EM(:L‘)ﬁD(w) + 7]+ [r2+ ] + 0+ [fﬁD(w)’y”EW(y)w”v(y)ﬂ(y) + 7r15),
which can be rewritten in the form

v(@)g(x) Fy (2)7" 0D (w) + dD(w)y" Fu (y)w* v (y)ih(y)

= 20(2)2"E,(z)dD(w) + rig(w,y, eu) + ri7(z, y, €u) (178)
with the error terms
e—Cnlzl
T = T2 + 715 = OA,u,E (T) [1K($) Y lK(y)] (179)
e—Colz|
ri7 =711 + 713 = Oz (\/E|z—’/2> [1x(x) v 1(y)]. (180)

We have used the estimates (171) and (176) to bound r1 and the estimates (169) and (172)
to bound ry7. Substituting this result in equation (161) together with the error bounds (151),
(156) and (162), we infer

D'p* " (z,y)

= — V) Fa (a7 0 D) = D) o ) o))+ ra + v+ i

dm
- %v(w)z“EH(:ﬂ)d’D(w) +rg 4Ty (181)
with the error terms
i e~ Cplz|
r3(x,y, eu) =ro + 17 — e = Osus (‘Z—|) [1x(z) v 1k (y)], (182)
i e—Cplzl
ry(z,y, eu) = rip — = Ouusx (ﬁm—aﬂ) [1x(z) v 1 (y)]. (183)
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This proves the claim given in (141) with the bounds (143), (144). Recall that despite
the uniformity in e of the bound given in (182), r3 = rs3(z,y, eu) depends on e. To ensure
existence of the limit lim, o 73(z, y, eu) for two different points x, y € ¥; from the explicit form
of r3, we observe that z = y — x is space-like, and hence z € domainr. As a consequence,
the functions D and ¢, D are continuous at z, cf. Lemma 2.1, which implies the claim. O

In the following, we abbreviate 0, = 0/dw". Recall the notation r(w) = /—w,w” from
(27).

Lemma 2.14. For w € domain(r) and u = 0,1,2,3, one has
Oulr(w)?@D(w)] = 2w,dD(w) — v,w" 0, D(w) + yw,m>D(w). (184)
Proof. The function D fulfills the Klein-Gordon equation
(O + m*)D(w) =0, w e domain(r). (185)

Indeed, for w € R* + iPast, this can be seen from the definition (31) of D as follows:
Because of the fast convergence of e to 0 as |p| — o0, p € M_, we can interchange the
Klein-Gordon-operator with the integral in the following calculation:

@O+ m*)D(w) = 2m)*m™ | (@ +m?)e™ iy (d'p)
M-

= (27r)73m71J‘ 7(7p2+m2) e i, (d'p) = 0. (186)

By analytic continuation, the Klein-Gordon equation (185) follows for all w € domain(r).
Equation (184) is proven by the following calculation:
Aulr(w)*@D(w)] = =0, [ww,dD(w)]
= auluryo,D(w))
= —00,D(w) — w"7,0,D
— D) — ',

w) — w’d,0,D(w)

(
D(w) — 1o, (w”0,D(w)) + w(d,w”)d,D(w)

= 3yd.D(w) — w.0,D(w) — o, (wd,D(w))
(123) 31/}8#4D(1L’) w” FY‘LLOV (w) wau(wu(ﬁVD(w))
= 240, D(w) — w0, D(w) — yw, D (w)
(163),(185) 2w, @D (w) — 70" 3, D(w) + bw,m?D(w). (187)

a

Recall the definition of the helper object ég 6“( L) = [(E) (2)][(r*@ D) (w)]/(8m) intro-
duced in Definition 2.6. The properties of 52 “(x,y) claimed in Lemma 2.7 follow analo-
gously to the arguments used in (92)-(95), i.e., from the bound (233) given in Corollary A.1
in the appendix, the compact support of E, boundedness of d(jt, £,)/0t, and the dominated
convergence theorem.
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Lemma 2.15. Forte R, z,ye ¥, 2 =y — x, u € Past, and ¢ > 0 we have

DA & Eu( U) ﬁvt( )ZuE ( )&D(UJ) + 7'18(‘ra Y, EU) + 7.19(I> Y, 6“’)7 (188)
DA (pa Aew ag VN, y) = roo(z,y, eu) + ro1 (2, y, cu) (189)

with error terms that fulfill the bounds

e*Cl‘lel efcm\z\
T8 = OA,u,z: (7) 1K($)7 9 = OA,u,): (ﬁw) 1K(5U)~, (190)

|z
6*012|Z\ *Clz\z\
20 = Oauz (—|Z‘ ) k(@) v k)], = Opusx (\/_‘ BE ) [1re(2) v 1k (y)]
(191)
with some positive constant C13(X). Furthermore, for x # y the following limit exists:
r20(2,y,0) = limra(, y, eu) (192)

Proof. In this proof, we abbreviate w = y — x + ieu = z + iue. Moreover, we suppress the w
dependence of r(w), D(w), 0* and again also the t-dependence of v, n, and of the remainder
terms r__ in the notation. Using the definition of D given in (126) of Lemma 2.11, we get

8m’DA sgf“(x, y)
= o(a)b(x) DA E(2)r*3D] — [1(x) E(x)r*d DD, (y)o(y)
= v(@)h(2)id" [h(2) E(2)r* D] — [(a) E()r*d D1 (~i)(y)u(y) + raal, . eu)
w(@)h (@) i (2) E(x) o [r*d D] + i () E(2)lr* 3Dy i (y)v(y) + ras(@, y, eu)
N R E D] + () E [ DL H0)ol) + rae ), (199
where the remainder terms are defined and estimated as follows:

(i) Recalling the definitions (123) and (124) of the Dirac operators D, and DA and the
fact that A is compactly supported, the estimate (233) of Corollary A.1 in the appendix
ensures

ra = v(@)i(x)(—m — A(x)) () E(x)r*¢D] — [j(z) E(x)r*dD](—m — Ay))Ji(y)v(y)

=Oaux (%le‘) 1k (z) (194)

for some compact set K containing the support of E.

(ii) Using once more that F has compact support and using the bound (233) again we have
the analogous estimate

ras = oo + (@)@ (GLl(2) E(2)]) r*D + i (04 (2) E(2)]) r* Dy 1h(y)v(y)

—Onus (%\") () (195)
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(iii) Using the signs coming from inner derivatives: —0"D(w) = 0 D(w) = 0D(w) and the
Taylor expansion

w(y)v(y) = w(x)v(z) + ros(z,y)  with o5 = Ox(|z]) (196)

for z,y € ¥; with € K we find with the help of bound (237) in the appendix:

e—Cplz|
To4 = T'o3 + i?/L(m)E(:n)au[rzéfD]'y“r% = Oaux (T) 1k (z). (197)

In the following calculations, we drop the argument x; thus, v, n, and E stand for v(z),
n(z), and E(z), respectively, but r = r(w) and D = D(w). Using Lemma 2.14, we get

— i (8mD{s(w,y) — ras) = —vpiy B [r*7D] + B, [r*d D]y v

= —v%’y”%E[QwuﬁD —y,w"0,D] + v%E[Qwud’D — Y, w" 0, DYk + rog(z, y, €u)
=Ti+T+T5+ Ty + 1 (198)

with the four terms

T = —21)7/L1/17/iEd‘D, T = U?ﬁy"?/LE’yﬂw”ﬁ,,D, (199)
T = 21)7/LE¢'5D1/;7/L7 T = —1)7/LE’YH"/“’7L7UV(7VD,
and the remainder term
Tog = —vﬂv“’%Eww“mQD + v%Eww#mQD’y“?/L =Ouusx (e_c”lz‘) 1x(z), (200)

where the bound comes from (231) of Corollary A.1 in the appendix and from supp F < K.
We evaluate the four terms 7} separately. Using the anticommutation rules {y*,7"} = 2¢*”
for the Dirac matrices and 7/L2 =1, we get

—2vit[2w"n, — yiq,b]E;Z’D
—dvpw’n, B¢D + 2v[2w"E, — Ey]dD
= —dvppw’n, EJD + 4vw“EN¢‘D — ZUEw“(?MD, (201)

T

where in the last step we used the Lorentz symmetry (163) to compute
1
WdD = "4 w,0,D = 3 (" w0, D + v~ w,0,D)
1 v v ’
=3 "y + 4"y w,6,D = w"d,D. (202)

Using the anticommutation rules again, the fact y#v, = 4, the definition E, = F,,n" given
in (42), and the antisymmetry F,, = —F,,, we get

VB, = 20t — iy")2E, — v, E) = 4n*E, — ARE + o'y, B
=4n'E, = ' F,n" =0 (203)
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and therefore 75 = 0. Using the same argument that was used to derive (202) we also find
¢D(w)y = w*d, D, and hence,

Ty = 20pEw"d, D (204)
Finally, we have
Ty = —dvp Byw” 0, D, (205)
which yields
Ty + Ty = —2vp Eypw"0,D = 21)¢2Ew“6uD = 2vPw"d,D. (206)

We have used that # and ¥ anticommute because of ntE, = n'F,n" = 0. Together with
the expression (201) for 73 and Ty = 0, we conclude

v+ Ty +T5+ Ty = 4vw”’E#;Z3D + ro7(z, y, eu). (207)
with the error terms
ror = —dvw’n, BFD = rog(,y, eu) + roo(z, Y, €u), (208)
where using w = z + ieu
rog = —duvitieu’n, B@D, o9 = —dvih2'n, E@D. (209)

Inequality (236) from the appendix and the fact supp E < K provide the bound

,—Cbplz|
ras = Opus <*/E€\ZT) 1x(2). (210)

For the next estimate, we observe (Vitg, (X) - z,2z) € T,%; L n(zx); recall the parametrization
(13) of ;. We obtain the Taylor expansion

2, = no()[ts, (y) = t2,(x)] = () - 2 = n9(2)Vits, (x) - 2 = () - z + Ox(|z[*) = Ox(|z*)
(211)

uniformly for z in the compact set K. Using (234) from the appendix and the support
property of E again, this implies

e—Cplz|
rao = Opum ( ) (@), (212)

|z|
Finally, we have from equation (207)
T+ Ty + Ty + Ty — 197 = 40w E,dD = 4v2"E,dD + r30(z, y, €u) (213)

with the error term

] e~ Cplz|
T30 = 4’[}’[,EUNEu¢D = OA’u,g <'\/E‘Z|—5/2) 1K($)7 (214)
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where once again we have used the bound (236) from the appendix and the fact supp £ < K.
Let us summarize: We use the equations (198), (213), and (208) to get the claimed formula

Dty (z,y) = ﬁUZ“E,ﬁD + 718 + 719 (188)

with the remainder terms

Toq e—Cplz|

. Crz|z|

e L _ —Colzl ) 1 (1) = ¢ 1

(ST s + s (ro6 + T29) Osus ( Iz +e k() Osus 2] 1(((27))
215

i e—Colz| e~ Crzlz|
"9 = g (rog +730) = O ( 2 ) =Oauz (Jw> 1k (2) (216)
)-

with any positive constant C12(X) < Cp(3). We have applied the error bounds (197), (200),
and (212) for the first remainder term 5, and the bounds (210) and (214) for the second
remainder term ri9. Finally, we have weakened the bounds slightly to get a simpler notation.
This shows the claimed error bounds in (190).

Combining this with Lemma 2.13 and setting 199 = r3 + 718, 721 = T4 + T19, equation
(189) together with the corresponding error bounds (191) are immediate consequences.

To ensure existence of the limit of roo(x,y,eu) as € | 0 for z,y € X, with x # y, we
use the existence of the limits lim, o r3(x, y, €t) and lim, o r15(z, y, eu). The existence of the
former limit was proven in Lemma 2.13, and existence of the latter limit follows by the same
argument, i.e., from the fact that the functions D and ¢,D are continuous at z, and that 75
is explicitly given in terms of D and its derivative. This yields the claim. O

Corollary 2.16. The error terms ro(-, -, €u) and roi(-, -, eu) in (189) give rise to bounded
linear operators Rog™(t), Ro1(t) : Hyx, O with matriz elements

(6, Rao™ (£} = j @ e i@ o). voeHs, 1)
TE2 JYELL

and similarly for ra1(z,y, eu), Ro1®(t). They fulfill:

(i) The operators Roy™(t), € = 0, are Hilbert-Schmidt operators. There is a constant
Cis(A,u, E) such that suDyer o | Rao™ (1) l5,) < Crs. Furthermore

lim || Rao™(t) - R’ (8) | ra(as,) = 0- (218)

(41) super [ Ro1™ () |1s,0 < Oau,n(/6).

Proof. (i) For v, ¢ € Hyx,, using the bound (191) for 7o, we find uniformly for € > 0 and
t € T that

HRzof“(t)”%z(th) = J KJ‘ 3tracc [707'20(1'7’!/,eu)*,yUF(X)'rQO(:E, y,gu)F(y)] Eydix (219)
€R3 JyeR

—Cply—x| -
CMJ J [ ] (1x(z) v 1x(y)) dyd’x < . (220)
xeR3 JyeR3 ‘y — X‘
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for some constant C14(A, u,X). The limit Ry (¢) 0 Rag”(t) in the I5(Hy,) norm is im-
plied by the point-wise convergence (192) stated in Lemma 2.15 and the point-wise bound
(191), using dominated convergence.

(ii) For v, ¢ € Hy,, using the bound in (191) for ro; and the Cauchy-Schwarz inequality,
we find analogously to the calculation (92)—(95):

_OL)l
60| < Oantvd [ [ 10 e Wl )y 6] (220

e
<Ousv |5 ‘5/2 &zl [, (222)
zeR
which is finite and uniform in ¢.
The existence of the bounded linear operators Roy®(t), Ra1(t) : Hy, © follows. O

Finally, we prove the Theorem 2.8 with the collected ingredients.

Proof of Theorem 2.8. With justifications given below, we find that for ¢, € C4

(Blsiys (P8, + S8, Wls,, ) = (Blsiys (P, + sgo)ww (223)
~lim ( L[] ) (') (A 3 o, )iy () Bly)  (224)
€lo zeZtl yEEtl IEEtO yEEtO
3 Aeu
=lim f f () i, (d'z) [iD?(pA‘”Jr s + ES?’ ](Ly)iw(d“y)zﬁ(y) dt (225)
€l0 to Jxed; JyeXy ot
t1 - aSA,eu
:limf f B(x) i, (d"x) |:—7:T’20(,”L‘71 Leu) — irg (z,y, eu) + f* (z, y)]
€lo 7 xedy Jyedy ot
“iy(d'y) P(y) dt (226)
i1 .
i [ i ol R (001> — i Ol Rr® (0l + (ol S vl )] de - (22)
€l0 to

In the first step from (223) to (224) we expressed the matrix elements of the operators Pa*
and S& in terms of the respective integral kernels p“*4 and s5" glven in Lemma 2.3 and part
(i) of Lemma 2.7. The step from (224) to (225) follows from Corollary 2.12. The step from
(225) to (226) is a consequence of equation (189) in Lemma 2.15. Finally, in the step from
(226) to (227) we have used that the integral kernels roo(-, -, eu), ro1(-, -, eu), and Osgf”/ﬁt
give rise to bounded operators Ry (t), Ro1(t), and S‘Sf" as ensured by Corollary 2.16 and
part (ii) of Lemma 2.7.

Claim (ii) of Corollary 2.16 implies that Ra;““(t) converges to zero in operator norm
as € | 0, uniformly in ¢ € T. Furthermore, claim (i) of Corollary 2.16 and part (ii) of
Lemma 2.7 guarantee that —iRe™(t) + S'gf" converges in the Io(Hy,) norm to a Hilbert-

Schmidt operator R(t) := —iRy’(t) + S’gt’o such that sup,ep | R(t)||1,(35,) < ©. Calculation
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(223)—(227) can now be rewritten in the form of claim (47):

t1
(o (P, + 58, )0, ) = (Ol (B, + 88,015, ) = [ (@l ROl e (228)

at first for ¢, € C4, but then extended by a density argument to ¢,¢ € H,. Since the
operators Uuy are unitary, we get the estimate

HUAZ“ (Pffl + Sgtl )UE“A - UAE‘O (Pgo + SS’(J)U&OA ‘IQ(HA) (229)
t1
< [ 1ROl dt < = (2)
to
This proves the claim. O

Proof of Theorem 2.5. As a consequence of Theorem 2.8 and Lemma 2.7 claim (41) holds
for the special case A = A. For general A € G(A), Theorem 2.4 implies P& — P2 € I(Hs)
which concludes the proof for the general case. O

A Appendix

In this appendix we provide auxiliary estimates for the covariant functions D, its derivatives,
and p~ needed in the proofs of the main results.

Lemma A.1 (Upper bounds). Let u be a time-like four-vector. For all space-like z € R*

with |2°] < Vinax|z| and € = 0 with w = z + ieu # 0 we have the following bounds with the
constant Cp(Vinax) = 3V 1 — Vinax 2, nad’mg 1/0 as +o0:
[w“w” D(w)] < Ouvy, (¢77) | (231)
e—Cplz|
\zxu»|<zOMMX(—Ta;—), (232)

~Cplzl

‘T(w)2(/uD( < u ,Vinax ( ) ) (233)
—cn\z\

OuD(w)] < O vy ( ) (234)

|z v e

ﬂ) , (235)

|z)? v €

|w” 0, D(w)| < Oy vpan

e—Cnlz|
‘a [ (“})ZCMD<7U uvmax ‘Z|2 ) (237)

cD\zl) (238)

[p™ ()] < Ou vt

e—Cplz|
eud,D(w) umu( ) (230)
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For e =0 one may take, e.g., u = (—1,0,0,0). In this case the u-dependence of the constants
in (231)-(238) drops out.

Lemma A.2 (Lower Bound). For all space-like z € R*\{0} one has the lower bound

ol

o= () = O (239)

with a positive numerical constant Cls.

The proofs have been carried out in [4]. However, they can also be inferred from the
asymptotic behavior of the modified Bessel function K and its derivative given in [1, Chap-
ters 9.6 and 9.7].
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