MATHEMATISCHES INSTITUT DER UNIVERSITAT MUNCHEN Exercise sheet 3
MARKUS HEYDENREICH 5 Nov 2018

Discrete Probability

1. Let P be a transition matrix and u, v two probability distributions on S. Show that

|uP = vP|rv < [lp = vlrv.
This implies that advancing a chain moves it closer to stationarity (w.r.t. || - ||7v).

2. Let ¥ be an irreducible transition matrix and 7 a probability distribution on &. Show
that

W(z,y) [ ] gngjyg A 1] ity £ o

defines a reversible Markov chain with stationary distribution 7.

p($7 y) =

3. (A generalized hard-core model) We consider a generalization of the hard-core model
which allows different “packing intensities” of 1’s in the graph. To this end, we introduce
a parameter A > 0 (“fugacity”) and change the probability measure pg into a probability
measure Ly defined by

A . . .
if £ is feasible
paa(§) = { Zeo

0 otherwise,

where n(§) is the number of 1’s in ¢ and

ZG A= Z )‘ 1{5 is feasible}

£e{0,1}V

is a normalizing constant. The conditional probability that v takes the value 1, given the
values at all other vertices, equals /\_+1 if all neighbors are vacant, otherwise it is 0. The
case A = 1 has been treated in the lecture.

Construct an MCMC algorithm for this generalized hard-core model (and verify that it

is irreducible and aperiodic chain).



4. (Glauber dynamics for the Ising model) Consider the Ising model on a finite graph
G=W,E):foroceS={-1,+1}" let

{v,w}
describes the energy of the configuration o and
Z2(8) =3 e
cEeS

is the partition function. Prove that the Glauber dynamics for the Ising model

1 exp{f D qwppee 0 (w)o' (V) }
Z {w,v}

PO':O/:— 10 . . .
V exp{—p Zv;{w,v}eg o'(v)} + exp{p Zv:{w,v}eg o'(v)} {o(v)=0"(v) for all v£w}

weyY

gives a reversible Markov chain with stationary distribution .

5. (An alternative proof of the convergence theorem for Markov chains)
Let (X,,Y,), be two coupled Markov chains (with same irreducible and aperiodic tran-
sition matrix P) on S satisfying

if X, =Y, then X,, =Y, for all n > k.
(a) Show that, if Xy ~ p and Yy ~ v, then
||,upn - VPnHTV S IE])(’7—Couple > n)a

with
Teouple := min{k | X,, =Y, for all n > k}.

(b) If in (a) we take v = 7 (the stationary measure) then we obtain a bound on the
difference between pP" and 7. The only thing left to show is that P(7couple < 00) = 1.
Show that if the two chains are taken independent of each other (until they meet),
then they are assured to eventually meet.



