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1. Let P be a transition matrix and µ, ν two probability distributions on S. Show that

‖µP − νP‖TV ≤ ‖µ− ν‖TV .

This implies that advancing a chain moves it closer to stationarity (w.r.t. ‖ · ‖TV ).

2. Let Ψ be an irreducible transition matrix and π a probability distribution on S. Show
that

p(x, y) :=

 ψ(x, y)
[
π(y)ψ(y,x)
π(x)ψ(x,y)

∧ 1
]

if y 6= x;

1−
∑

z:z 6=x ψ(x, z)
[
π(z)ψ(z,x)
π(x)ψ(x,z)

∧ 1
]

if y = x

defines a reversible Markov chain with stationary distribution π.

3. (A generalized hard-core model) We consider a generalization of the hard-core model
which allows different “packing intensities” of 1’s in the graph. To this end, we introduce
a parameter λ > 0 (“fugacity”) and change the probability measure µG into a probability
measure µG,λ defined by

µG,λ(ξ) =

{
λn(ξ)

ZG,λ
if ξ is feasible

0 otherwise,

where n(ξ) is the number of 1’s in ξ and

ZG,λ =
∑

ξ∈{0,1}V
λn(ξ)1{ξ is feasible}

is a normalizing constant. The conditional probability that v takes the value 1, given the
values at all other vertices, equals λ

λ+1
if all neighbors are vacant, otherwise it is 0. The

case λ = 1 has been treated in the lecture.

Construct an MCMC algorithm for this generalized hard-core model (and verify that it
is irreducible and aperiodic chain).



4. (Glauber dynamics for the Ising model) Consider the Ising model on a finite graph
G = (V , E): for σ ∈ S = {−1,+1}V let

µ(σ) =
1

Z(β)
e−βH(σ),

where β > 0 is a parameter (commonly known as “inverse temperature”),

H(σ) = −
∑
{v,w}

σ(v)σ(w)

describes the energy of the configuration σ and

Z(β) =
∑
σ∈S

e−βH(σ)

is the partition function. Prove that the Glauber dynamics for the Ising model

Pσ,σ′ =
1

V

∑
w∈V

exp{β
∑

v:{w,v}∈E σ
′(w)σ′(v)}

exp{−β
∑

v:{w,v}∈E σ
′(v)}+ exp{β

∑
v:{w,v}∈E σ

′(v)}
1{σ(v)=σ′(v) for all v 6=w}

gives a reversible Markov chain with stationary distribution µ.

5. (An alternative proof of the convergence theorem for Markov chains)
Let (Xn, Yn)n be two coupled Markov chains (with same irreducible and aperiodic tran-
sition matrix P ) on S satisfying

if Xk = Yk then Xn = Yn for all n ≥ k.

(a) Show that, if X0 ∼ µ and Y0 ∼ ν, then

‖µP n − νP n‖TV ≤ P(τcouple > n),

with
τcouple := min{k | Xn = Yn for all n ≥ k}.

(b) If in (a) we take ν = π (the stationary measure) then we obtain a bound on the
difference between µP n and π. The only thing left to show is that P (τcouple <∞) = 1.
Show that if the two chains are taken independent of each other (until they meet),
then they are assured to eventually meet.
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