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Abstract

This thesis is about the question whether there is a quantized analogue of the Liénard-
Wiechert fields.
Classically, the computation of the Liénard-Wiechert fields is well-understood: The so-
lution consists of two different types of fields. There is a initial field as well as a retarded
field. In the classical computation, starting with some initial data at t0 → −∞, we
can show that for certain conditions only the retarded field survives. It has two contri-
butions, a (boosted) Coulomb term and a radiation term which is proportional to the
acceleration of the charge.
In this thesis, we consider the Nelson model with just one nucleon since this model shares
many features with quantum electrodynamics. It describes the interaction of a field of
spinless nucleons with a scalar meson field. We will calculate the corresponding fields in
this model in various conditions and compare them to the classical situation.
We start with a semi-classical situation, where we consider the trajectory of the nucleon
to be given. At first, we look at a nucleon at a fixed point and then we consider a
nucleon with a given classical trajectory. In both situations, we obtain for t0 → −∞
qualitatively the same result, namely, the initial field (i.e. the free field) vanishing for
similar conditions as in the classical case and a (boosted) Yukawa or Coulomb potential
solving the inhomogeneous wave equation having a source term at the position of the
charge. Nevertheless, there is no radiation term in this setting.
Finally, we look at a particle whose dynamics are determined by the free Schrödinger
equation. We will see that in this case it is not as easy to obtain a general result. There-
fore, we consider a nucleon whose dynamics are determined by a quantum mechanical
harmonic oscillator. Then, we find that the field consists again of the free field part and
a second part, which is the convolution of the eigenstates of the harmonic oscillator with
a potential. In case of the ground state, this potential is just the Coulomb potential
again. In addition, there appear terms solving the homogeneous wave equation and
hence we may interpret them as radiation.
It is well-known that in quantum electrodynamics there are ultraviolet as well as infrared
divergences. Nevertheless, this model offers a good chance to understand the origin of
them. This is an additional goal of this thesis.





Style of writing

Although this master thesis is written by only one author, the chosen form of writ-
ing employs the use of first person plural throughout the work for two reasons: First,
research is never done by a single person alone. In this sense phrases like "we conclude"
are used to recall all people who contributed to a "conclusion" in one way or another.
Second, for an interested reader phrases like "we prove" are also meant in the sense that
the author and the reader go through a "proof" together to check if it is correct.
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1 Roadmap
This first chapter should give an overview over the rest of the thesis and help the reader
to find the main results in it.

This work deals with the second quantization of fields, in particular, we would like
to find a second quantized version of the Liénard-Wiechert fields (LWFs).
In order to do so, we work with certain scalar field interaction models. Of course,
we would actually like to find the second quantized fields in quantum electrodynamics
(QED). Nevertheless, for simplicity we restrict ourself to Nelson’s model (in [6]) with
one nucleon. It describes the interaction of a field of spinless nucleons with a scalar
meson field, where the nucleons are treated non-relativistically. Note that in this model
the scalar field is usually massive, i.e. the bosons have field mass µ. However, in the
limit µ → 0, the scalar field can be interpreted as a photon field without spin. Hence
the model is already pretty close to QED, when neglecting pair-creation and spin. So
this should give us a good intuition for what happens if we consider QED.

This work is divided into four main sections. 2, 3, 4, 5. Section 2 gives a short in-
troduction on the classical LWFs. Section 3 is about the second quantized fields in the
Nelson model for one nucleon with a given trajectory. Further, we will explaining di-
vergences appearing in this particular toy model. Section 4 deals with the same model,
but the dynamics of a free nucleon determined by the quantum mechanical equation.
Finally, section 5 describes again the same interaction, but dynamics of the nucleon
determined by a quantum mechanical harmonic oscillator.

In the following, we give a brief summary over the main results in the sections:

Section 2 - Introduction:

This section gives some introduction on the (well-known) classical computation of the
LWFs. We will show that, given some initial data at t0, the field consists of two terms,
the initial field and the retarded field. Actually, in addition to that, there could also be
a advanced field, but usually physicists find arguments not to consider this solution. If
the initial fields decay just a little bit (spatially), we can show that only the retarded
(and the advanced) field survives in the limit t0 → −∞. Then, the retarded field has
two contributions, namely a radiation field and a (boosted) Coulomb field. Note that
the radiation term is proportional to the acceleration of the particle, but there is no
notion of acceleration in quantum mechanics. Hence, in will be difficult to identify those
terms in a second quantized version.

2



Chapter 1. Roadmap 3

Section 3 - Interaction between a scalar field and a spinless fermion:

This section deals with the interaction of a spinless fermion field and a (massive) scalar
field. We assume the fermion momenta to be very small, i.e. the dispersion of the
fermions is just

√
m2

0 + p2 ≈ m0. Soon, we restrict the model to only one fermion as
this yields the same results, but the calculations get easier. The Hamiltonian for this
situation looks like the following:

H = m0 +
∫

d3kωka∗kak + λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
(1.1)

where ak, a∗k are the annihilation, creation operators of the meson field, γk = f(k2)√
2ωk

,
ωk =

√
k2 + µ2 and f(k2) is an appropriate cutoff function, most of the time we will

choose f ∈ C∞0 (R3) and such that it removes the ultraviolet as well as the infrared
divergences.
Then, the first important result is that the time evolution in the interaction picture
weakly converges to a dressing operator Df = exp

{
λ

(2π)
3
2

∫
d3k γk

ωk

(
ake

ik·x − a∗ke−ik·x
)}

.
Note that by weak convergence, we mean in the sense of matrix elements and by integrals
over operators, we actually mean those operators acting on a state in the Hilbert space
and performing the integration afterwards. We call Df the dressing operator, since it
dresses the nucleon with the right field.
With this at hand we calculate the expectation of the field operator for some initial data
at t0 → −∞. The result is the free (meson) field and a Yukawa potential. Note that only
the free field depends on the initial data and again we show that for certain conditions
(e.g. f ∈ C∞0 (R3)) it vanishes. So in the limit µ→ 0 only a Coulomb potential survives,
which is independent of the initial data. This agrees with our classical results.
In a next step, we consider a nucleon on a given trajectory. For simplicity we choose just
a straight line, i.e. a fermion with constant velocity v. In this case, we get analogous
results. The only difference in the field is we get the a Coulomb potential boosted with
this velocity v.
A second goal of this section is to understand the origin of the divergences in this toy
model. There appear two different types of divergences: infrared and ultraviolet diver-
gence. In any model we consider, we start with a cutoff function, which is smooth and
which has compact support in between the two balls BΛ(0) and Bκ(0), (Λ > κ > 0).
Having such a cutoff function, all integral are finite and we do not have any problems
with divergences. However, in the end we are interested in the situation without a cut-
off, i.e. in the limit f → 1, (Λ → ∞, κ → 0). Now, if we look at the different types of
divergences separately, then we notice that their origins are completely different. The
appearance of the ultraviolet divergence has basically just the same reason as it has
in classical calculations. The Maxwell equations are divergent at the origin. Hence, if
we calculate the self-interaction, we need the evaluate these equations at its divergent
point. However, the infrared divergence is a new problem, which occurs in the limit of
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a massless scalar field and it is due to the fact that there is no notion of probability
implemented in the Maxwell equations. They simpy allow more solutions than just the
ones, which are square integrable. On the other hand, the quantum description restricts
us to just consider these ones. Hence, it sounds reasonable that for example if we evolve
the vacuum state in time over an infinitely long period, we may end up with a state
which is not in the same Fock space anymore. The main result in this thesis is that if the
vacuum state gets "dressed" with its appropriate field, i.e. if it gets evolved in time from
−∞ to 0, then it is not in the original Fock space anymore. Luckily, we can construct a
new Fock space with the "dressed vacuum state" being the new vacuum state of this Fock
space and some new annihilation and creation operators given by an algebraic relation
to the old ones. Hence, the infrared problem is essentially just a self-made problem and
it can be resolved by just changing the Fock space appropriately. Similarly, we obtain
that the dressed vacuum state belonging to a Coulomb field boosted with velocity v and
the dressed vacuum state belonging to a Coulomb field boosted with a different velocity
v′ can not be in the same Fock space.

Section 4 - Interaction between a scalar field and a spinless fermion field
with a quantum mechanical motion:

This section is about the same interaction between a scalar field and one spinless fermion
as before. However, so far, we have just considered a semi-classical model, where the
trajectory of the fermion is given. In this chapter, we examine the case of a quantum me-
chanical motion. At first, we consider the supposed easiest case, namely a free fermion.
Then, the Hamiltonian looks like

H = p̂2

2m0
+
∫

d3kωka∗kak + λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x̂ + a∗ke
−ik·x̂

)
(1.2)

which is pretty much the same as before, except that x̂ and p̂ are operators now. Ba-
sically, we can do the same calculations as in the previous chapter and obtain similar
results. Albeit, x̂ and p̂ do not commute anymore and therefore these computations get
way more complicated. Hence, in this thesis, we will state the results just up to first
order in the coupling constant λ. Further, the results depend on the initial state in the
Fock space. We can not just give a trajectory of the fermion and calculate the field,
since the whole dynamics are given by the quantum mechanical equations. In order to
calculate an explicit field, we would have to consider a particular initial wave function.
We will see that for most choices, the expectation value of the field is just zero. The
reason for this is that we consider a free particle and the dynamics generated by the
corresponding part in the Hamiltonian, namely p̂2

2m0
, pushes the wave function to zero in

the limit t0 → −∞. In order to get a useful result, we would have to choose very special
initial data by considering scattering theory.
However, we can still show that the field solves the inhomogeneous wave equation with
a source term at the position of the charge at time t, namely at x̂(t).
In order to avoid the problem described above, we continue with the nucleon being in
a quantum mechanical harmonic oscillator, since we know that the eigenstates of the
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harmonic oscillator are bound states and therefore we can hope that this problem does
not occur in this setting.

Section 5 - Charge in a harmonic oscillator

In this section, we examine of a more specific situation, namely an oscillating fermion,
i.e. a fermion in a quantum mechanical harmonic oscillator. Calculating the field ex-
plicitly for the ground state of the harmonic oscillator and its first excitation basically
just yields the convolution of the wave function with a potential. This potential consists
of different types of terms. It always contains the Yukawa potential, which solves the
inhomogeneous wave equation with a source term at the position of the nucleon and
thus, similarly as the first term in the classical LWFs, it can be interpreted as the field
attached to the particle. Further, there might appear additional terms, solving the ho-
mogeneous wave equation and. These terms may be interpreted as radiation term or the
far field.
This result is nice, since it is the very similar to the result in the static case, just the
field gets smeared out a little bit due to the oscillation of the fermion.



2 Introduction

As this thesis is about relating the classical Liénard-Wiechert fields (LWFs) to their
second quantized relatives, it is useful to get familiar with the classical computations
at first. The LWFs describes the dynamics of a well-localized charge coupled to its own
field. Nonetheless, they do not involve any quantum effects. This will be the aim of this
thesis. At first, we will have a short look at the derivation of the classical LWFs as this
gives us a good feeling for the general situation.
We start with the Maxwell equations in the following form:

∂tB(x, t) = −∇× E(x, t) (2.1)
∂tE(x, t) = ∇×B(x, t)− j(x, t) (2.2)

∇ ·B(x, t) = 0 (2.3)
∇ · E(x, t) = ρ(x, t) (2.4)

Note that x,E,B, j ∈ R3 are three dimensional spatial vectors and t, ρ ∈ R are just
numbers.
Combining these equations, we obtain the continuity equation (charge conservation):

∂tρ(x, t) +∇ · j(x, t) = 0 (2.5)

Now we will find a solution of this equations. First, we notice that if we choose the right
initial data at t = t0, namely

∇ ·B(x, t0) = 0 (2.6)
∇ · E(x, t0) = ρ(x, t0) (2.7)

Then, charge conservation (2.5) ensures that the constraints (2.3) and (2.4) are fulfilled
not only for t = t0 but for all times t ∈ R.
Switching to the momentum space by performing a Fourier transformation, the system of
partial differential equations can be solved in the usual way (first solve the homogeneous
problem and then find a solution for the full problem). The well-known calculation done
in many works (e.g. by H. Spohn in [3] or also in standard literature like [10]) yields to

6
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the following result:

E(k, t) = cos
(
|k|t

)
E(k, t0) +

sin
(
|k|t

)
|k|

ik ×B(k, t0)

+
∫ t

t0
ds

−sin
(
|k|(t− s)

)
|k|

ikρ(k, s)− cos
(
|k|(t− s)

)
j(k, s)


= Einitial(k, t) + Eretarded(k, t) (2.8)

B(k, t) = cos
(
|k|t

)
B(k, t0)−

sin
(
|k|t

)
|k|

ik × E(k, t0)

+
∫ t

t0
ds

sin
(
|k|(t− s)

)
|k|

ik × j(k, s)

= Binitial(k, t) +Bretarded(k, t) (2.9)

Here k ∈ R3 is the three dimensional momentum vector and s ∈ R.
In order to get back in the physical space, we use the propagator of the wave equation
Gt(x), which is the Fourier transformation of 1

(2π)
3
2 |k|

sin
(
|k|t

)
and satisfies the wave

equation: (
∂2
t −∆

)
G = δ(3)(x)δ(t) (2.10)

i.e.

Gt(x) = 1
2πδ

(
|x|2 − t2

)
(2.11)

This gives

Gt(x) = 1
4π|t| {δ(|x| − t) + δ(|x|+ t)} (2.12)

Putting everything together, the solution in the physical space reads like the following:

E(t, x) = ∂tGt−t0 ? E(t0, x) +∇x ×Gt−t0 ? B(t0, x)

−
∫ t

t0
ds {∇xGt−s ? ρ(s, x) + ∂tGt−s ? j(s, x)}

= Einitial(t, x) + Eretarded(t, x) (2.13)

B(t, x) = ∂tGt−t0 ? B(t0, x)−∇x ×Gt−t0 ? E(t0, x)−
∫ t

t0
ds∇x ×Gt−s ? j(s, x)

= Binitial(t, x) +Bretarded(t, x) (2.14)

where ? denotes the convolution. The convolution of two functions f, g is defined by
(f ? g) (x) =

∫
d3yf(x− y)g(y).
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Now, we look at the special case where the fields are generated by a single, well-localized
point charge, i.e. we calculate the Liénard-Wiechert fields. This calculation is well-known
and one can find it in almost every standard literature on electrodynamics, but still it is
a good exercise to get a feeling for what happens to the initial data in the classical case
before we try to find a second quantized version.

Let us assume the trajectory of our point charge is given by its position q(t) ∈ R3

and its velocity v(t) = q̇(t) ∈ R3. Then the charge distribution and the current look like
the following:

ρ(x, t) = eδ(3)(x− q(t)) (2.15)
j(x, t) = eq̇(t)δ(3)(x− q(t)) (2.16)

Note that at every spacetime point (x, t) ∈ R3 × R the contribution from the initial
fields vanishes for t0 → −∞, of the initial fields decay fast enough. Heuristically, this
makes sense, since for t0 → −∞ our charge is "infinitely far away". It could only give
a contribution to the field if it is non-zero on the backwards light-cone. Since we send
t0 → −∞, we could only get contributions from points, which are spatially infinitely far
out. Hence, if the initial fields are spatially decaying fast enough, we do not get any
contribution at all. Or in other words, the initial fields only give a local contribution.
In the following, we show this behavior mathematically.

The initial part of the E-field consists of two terms and the same is true for the initial
part of the B-field. Actually, we have to show that each of this terms vanishes in the
limit t0 → −∞. Nevertheless, the calculation is very similar for each of the terms, hence
we will do it only for the ∂tGt−t0 ? E(t0, x) term.

∂tGt−t0 ? E(t0, x)

= ∂t

∫
d3yGt−t0(y)E(t0, x− y)

= ∂t

∫
d3y

1
4π|t− t0|

[δ(|y| − t+ t0) + δ(|y|+ t− t0)]E(t0, x− y)

= ∂t

{
1

4π|t− t0|

∫
d3y [δ(|y| − t+ t0) + δ(|y|+ t− t0)]E(t0, x− y)

}

= ∂t

{
1

4π|t− t0|

∫ 2π

0
dϕ

∫ π

0
dθ sin θ

∫ ∞
0

d|y||y|2 [δ(|y| − t+ t0) + δ(|y|+ t− t0)]E(t0, x− y)
}

= ∂t

{
1

4π|t− t0|

∫ 2π

0
dϕ

∫ π

0
dθ sin θ|t− t0|2 [E(t0, x− |t− t0|er) + E(t0, x+ |t− t0|er)]

}
(2.17)
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= ∂t

{ 1
4π |t− t0|

∫
dΩ 2E(t0, x+ |t− t0|er)

}
= ∂t

{
1

4π |t− t0|
∫
∂B1(x)

dΩ 2E(t0, |t− t0|er)
}

= ±1
2π

∫
∂B1(x)

dΩE(t0, |t− t0|er) + 1
2π |t− t0|

∫
∂B1(x)

dΩ ∂tE(t0, |t− t0|er)

= 1
2π

∫
∂B1(x)

dΩ [E(t0, |t− t0|er)± |t− t0|∂tE(t0, |t− t0|er)] (2.18)

where er is the unit vector in r direction and dΩ is the angular measure in spherical
coordinates and ∂B1(x) is the unit sphere around x ∈ R, i.e. in the end, we integrate
over the unit sphere around x.
Therefore, the integral together with its measure

∫
dΩ is of order O(1). In order to get

our desired statement, we need∣∣∣∂tGt−t0 ? E(t0, x)
∣∣∣→ 0 as t0 → −∞ (2.19)

Together with the calculation above this gives us the following conditions the fields:

|E(t0, |t− t0|er)|+ |t− t0||∂tE(t0, |t− t0|er)| → 0 as t0 → −∞

⇔|E(t0, x)|+ |x||∇x · E(t0, x)| → 0 as |x| → ∞ (2.20)

This is fulfilled if

O(|E(t0, x)|) = |x|−ε (2.21)

for any ε > 0 arbitrary small.

Performing a similar calculation and putting everything together, we end up with the
desired result: For any initial data fulfilling the following condition

|E(t0, x)|+ |x||∇x · E(t0, x)|+ |B(t0, x)|+ |x||∇x ·B(t0, x)| → 0 (2.22)

as |x| → ∞, the initial fields are vanishing in the limit t0 → −∞.

Hence, if they are decaying just a little bit (spatially), i.e.

O(|E(t, x)|) = O(|B(t, x)|) = |x|−ε (2.23)

for any ε > 0 arbitrary small, then the initial data vanishes in the limit t0 → −∞. So
in the classical case, we obtain conditions on our initial data at time t0, if we want that
the initial fields will be forgotten in the limit t0 → −∞. A similar thing will happen
in the second quantized case. This is not really surprising, since the Maxwell fields are
already very closely related to Quantum mechanics.
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This has been the interesting part of the calculation, since the same thing will hap-
pen in the second quantized version again. If we would do the whole calculation for the
retarded fields, we would end up with the usual result, namely the Liénard-Wiechert
fields:

E(t, x) = e

4π

[
(1− v2)(n− v)

(1− v · n)3|x− q|2
+
n×

(
(n− v)× v̇

)
(1− v · n)3|x− q|

]∣∣∣∣∣
t=tret

(2.24)

B(x, t) = n× E(t, x) (2.25)

where

n = x− q(tret)
|x− q(tret)|

(2.26)

and the retarded time tret is the solution of tret = t− |x− q(tret)|.

This fields are smooth everywhere except on the world line of the charge x = q(t).
The first summand describes the field attached to the particle, whereas the second one
describes the far field, i.e. the radiation field that comes from infinitely far away.



3 Interaction between a scalar field
and a spinless fermion

3.1 Setting and Definition of the model
In this chapter we examine the interaction between a meson, described by a scalar field
and a nucleon, described by a spinless fermion field. One could ask, why we consider a
scalar field even though we know that actually the electromagnetic field is a vector field.
The reason is that in this case, we do not have to worry about spin indices. This would
just complicate the calculations. Of course, the model we are examining in the following
is just a toy model then, but qualitatively, the result we do get in this toy model, can
be related well to QED.
As a first step, we restrict the problem to the case where the nucleon is at a fixed point,
i.e. it has no momentum. Hence, the energy of the nucleon is given by its mass m0. The
dispersion relation for the meson field is given by ωk =

√
k2 + µ2, where k ∈ R3 is the

momentum of the meson. In the end, we want to allow dispersion relations as for the
photon, i.e. we will consider the limit µ → 0. Unfortunately, in addition to the usual
ultraviolet divergences, there appear infrared divergences in this limit. Therefore, we
start with a meson field mass µ 6= 0 and consider the limit µ → 0 afterwards. In this
case, we either need an infrared cutoff in addition to the ultraviolet cutoff or the initial
fields have to fulfill certain extra conditions.
The system can be described by the following Hamiltonian:

H = H0 + V (3.1)

H0 = m0

∫
d3pΨ∗pΨp +

∫
d3kωka∗kak (3.2)

V = λ

(2π) 3
2

∫
d3p

∫
d3kγkΨ∗(p+ k)Ψ(p)

(
a∗−k + ak

)
(3.3)

with γk = f(k2)√
2ωk

.

The operators Ψ∗p,Ψp are the creation, annihilation operators for the fermion field. They
fulfill the usual anti-commutation relations:{

Ψp,Ψ∗p′
}

= δ(3)(p− p′) (3.4)
Similarly, ak, a∗k are the creation and annihilation operators for the meson field, i.e. they
fulfill the usual commutation relations:

[ak, a∗k′ ] = δ(3)(k − k′) (3.5)

11
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(all the other commutators give zero).

After perfoming a Fourier transformation in p, i.e.

Ψp = 1
(2π) 3

2

∫
d3xΨ(x)e−ip·x (3.6)

Ψ(x) = 1
(2π) 3

2

∫
d3pΨpe

ip·x (3.7)

we obtain

H = H0 + V

H0 = m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωka∗kak (3.8)

V = λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
(3.9)

and also the anti-commutation relations translate in a nice way:

{Ψ(x),Ψ∗(x′)} = δ(3)(x− x′) (3.10)

Note that all these integral have to be understood in the weak sense, i.e. acting on a
state in the Hilbert space and performing the integration afterwards.
Up to this point, this is only formal, in the following we define the model mathematically

Definition: We call

H := F(fermion) ⊗F(meson) (3.11)

the Hilbert space of our system, where

F(fermion) :=
∞⊕
j=0
F j(fermion), F

0
(fermion) := C, F j≥1

(fermion) :=
j⊙
l=1

L2(R3,C, d3x) (3.12)

and

F(meson) :=
∞⊕
j=0
F j(meson), F

0
(meson) := C, F j≥1

(meson) :=
j⊙
l=1

L2(R3,C, d3k) (3.13)

Hence an element ψ ∈ H is a sequence of functions
{
ψ

(N)
(fermion) ⊗ ψ

(n)
(meson)

}
on R3N+3n

with ‖Ψ‖ < ∞, where ‖·‖ :=
√
〈·|·〉 is the norm induced by the scalar product of H

defined in the following:
Let ψ = ψ(fermion) ⊗ ψ(meson), ξ = ξ(fermion) ⊗ ξ(meson) ∈ H = F(fermion) ⊗ F(meson), then
the scalar product of these elements is given by

〈ψ|ξ〉 :=
∞∑

n,N=0

∫
d3x1...d3xNψ

(N)
(fermion)(x1, ..., xN)ξ(N)

(fermion)(x1, ..., xN)

×
∫

d3k1...d3knψ
(n)
(meson)(k1, ..., kn)ξ(n)

(meson)(k1, ..., kn) (3.14)
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where ψ(n)
(meson), ξ

(n)
(meson) are symmetric in their arguments (bosons) and ψ(N)

(fermion), ξ
(N)
(fermion)

are antisymmetric in their arguments (fermions).
Further, we define the meson annihilation and creation operators ak, a∗k

(akψ) := ψ(fermion) ⊗
(
akψ(meson)

)
, (a∗kψ) := ψ(fermion) ⊗

(
a∗kψ(meson)

)
(3.15)

with(
akψ(meson)

)(n)
(k1, ..., kn) :=

√
n+ 1ψ(n+1)

(meson)(k, k1, ..., kn)(
a∗kψ(meson)

)(n)
(k1, ..., kn) := 1√

n

n∑
i=1

δ(3)(k − ki)ψ(n−1)
(meson)(k1, ..., ki−1, ki+1, ..., kn) (3.16)

and similar we define the fermion annihilation and creation operators Ψ(x),Ψ∗(x)

(Ψ(x)ψ) :=
(
Ψ(x)ψ(fermion)

)
⊗ ψ(meson), (Ψ∗(x)ψ) :=

(
Ψ∗(x)ψ(fermion)

)
⊗ ψ(meson)

(3.17)

with(
Ψ(x)ψ(fermion)

)(N)
(x1, ..., xN) :=

√
N + 1ψ(N+1)

(fermion)(x, x1, ..., xN)(
Ψ∗(x)ψ(fermion)

)(N)
(x1, ..., xN) := 1√

N

N∑
i=1

(−1)1+iδ(3)(x− xi)ψ(N−1)
(fermion)(x1, ..., xi−1, xi+1, ..., xN)

(3.18)

Hence for any element |ψ〉 ∈ H, we can write

|ψ〉 =
∞∑
N=0

1√
N !

∫
d3x1...d3xNψ

(N)
fermion(x1, ..., xN)Ψ∗(x1)...Ψ∗(xn) |0〉

⊗
∞∑
n=0

1√
n!

∫
d3k1...d3knψ

(n)(k1, ..., kn)a∗k1 ...a
∗
kn |0〉 (3.19)

where |0〉 ⊗ |0〉 is the vacuum state of H and 〈0|0〉 = 1. Formally, this is implemented
by the commutation relations mentioned before.
Further, let n be the meson particle number operator defined by

(nψ) := ψ(fermion) ⊗
(
nψ(meson)

)
,

(
nψ(meson)

)(n)
:= nψ

(n)
(meson) (3.20)

on the domain D(n) of all ψ ∈ H, such that
{
nψ(n)

}
are again in H.

Similarly, let N be the fermion particle number operator defined by

(Nψ) :=
(
Nψ(fermion)

)
⊗ ψ(meson),

(
Nψ(fermion)

)(N)
:= Nψ

(N)
(fermion) (3.21)

on the domain D(N) of all ψ ∈ H, such that
{
Nψ(N)

}
are again in H.

In the following, if we talk about states in the Hilbert space, we always mean the
normalized ones.
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Remark: With the definition above we know that for any function h ∈ L2(R3) the
operators

∫
d3kh(k)ak,

∫
d3kh(k)a∗k,

∫
d3xh(x)Ψ(x),

∫
d3xh(x)Ψ∗(x) defined by

(∫
d3kh(k)akψmeson

)(n)
(k1, ..., kn) :=

√
n+ 1

∫
d3kh(k)ψ(n+1)

(meson)(k, k1, ..., kn)(∫
d3kh(k)a∗kψ(meson)

)(n)
(k1, ..., kn) := 1√

n

n∑
i=1

h(ki)ψ(n−1)
(meson)(k1, ..., ki−1, ki+1, ..., kn)

(3.22)

(∫
d3xh(x)Ψ(x)ψ(fermion)

)(N)
(x1, ..., xN) :=

√
N + 1

∫
d3xh(x)ψ(N+1)

(fermion)(x, x1, ..., xN)(∫
d3xh(x)Ψ∗(x)ψ(fermion)

)(N)
(x1, ..., xN) := 1√

N

N∑
i=1

(−1)1+ih(xi)ψ(N−1)
(fermion)(x1, ..., xi−1, xi+1, ..., xN)

(3.23)

are well-defined operators on the domain D(n 1
2 ) of all ψ ∈ H, such that

{
n

1
2ψ(n)

}
are

again in H, respectively on the domain D(N 1
2 )of all ψ ∈ H, such that

{
N

1
2ψ(N)

}
are

again in H. This can be seen by Schwarz inequality, for example∥∥∥∥∫ d3kh(k)akψ
∥∥∥∥ ≤ ‖h‖2

∥∥∥n 1
2ψ
∥∥∥ (3.24)

and analogously for the others.
Further, for any f ∈ C∞0 , we know ‖ωk‖2 <∞. Hence, the integral operator

∫
d3kωka∗kak

is well-defined on D(n). This can be shown again by Schwarz inequality∥∥∥∥∫ d3kωka∗kakψ
∥∥∥∥ ≤ ‖ωk‖2‖nψ‖ (3.25)

Unfortunately, 1√
2ωk

/∈ L2(R3), hence we need to introduce a cutoff function in order to
make the interacting part of the Hamiltonian well-defined.

Having this on hand we write down the following well-defined Hamiltonian

Definition: Let f ∈ C∞0 be a cutoff function, ωk =
√
k2 + µ2 and γk = f(k2)√

2ωk
, then we

define the Hamiltonian by

H = H0 + V

H0 = m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωka∗kak =: H(fermion)

0 +H
(meson)
0 (3.26)

V = λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
(3.27)

with D(H0) = D(N) ∩ D(n) and D(V ) = D(N) ∩ D(n 1
2 ).
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It is well-known that D(n) ⊂ D(n 1
2 ), hence

D(H) = D(N) ∩ D(n) (3.28)

This Hamiltonian is self-adjoint. This can be shown by noticing that H0 is self-adjoint
and V is relatively bounded with respect to H0, then one concludes that by the Kato-
Rellich theorem that also H is self-adjoint on the domain D(H) = D(H0). This was
shown by Nelson in his original paper [6].

In the following, if we write down an integral containing operators, we always under-
stand this integral as acting on a state |ψ〉 ∈ H, in particular an element of the domain
of this integral operator. In most of the upcoming cases, we are just interested in what
happens to the meson part of this domain, which is a subspace of F(meson). Sometimes,
we will call this meson Fock space also F|0〉, where |0〉 indicates the vacuum state.

3.2 Evolution operator
First of all, it needs to be clarified that (as mentioned before) in the following if we
write down integral operator like UI(t0, t), those integrals are always meant in the weak
sense, i.e. they always have to be understood acting on a state in our Fock space and
then performing the integration (not the other way round). This is no limitation in our
context, since we only talk about weak convergences is this chapter anyways.

We start with the calculation of the evolution operator UI(t, t0) in the interaction picture.
It is defined by

i∂tUI(t, t0) = V (t)UI(t, t0) (3.29)

where V (t) = eiH0tV e−iH0t.
A formal solution to this partial differential equation is given by the Born series

UI(t, t0) = 1− i
∫ t

t0
dt1V (t1)UI(t1) (3.30)

Iterating this yields

UI(t, t0) = 1 + ...+ (−i)n
∫ t

t0
dt1...

∫ tn−1

t0
dtnV (t1)...V (tn) + ... (3.31)

Note that t1 > t2 > ... > tn, therefore we can introduce the time ordering operator T [·]
and write

UI(t, t0) = 1 + ...+ (−i)n
∫ t

t0
dt1...

∫ tn−1

t0
dtnT

[
V (t1)...V (tn)

]
= 1 + ..+ (−i)n

n!

∫ t

t0
dt1...dtnT

[
V (t1)...V (tn)

]
=:

∞∑
n=0

1
n!U

(n)
I (t, t0) (3.32)
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where

U
(n)
I (t, t0) := (−i)n

∫ t

t0
dt1...dtnT

[
V (t1)...V (tn)

]
(3.33)

Here we used that T
[
V (t1)...V (tn)

]
is symmetric in its arguments.

In order to compute U (n)
I (t, t0), we need to know V (t) at first. Hence we compute ak(t)

in the interaction picture by the standard operator identity, i.e.

ak(t) = eiH0take
−iH0t

= ak + [iH0t, ak] + 1
2! [iH0t, [iH0t, ak]] + ... (3.34)

It is easy to see that

[iH0t, ak] = it
∫

d3k′ω′k[a∗k′ak′ , ak]

= it
∫

d3k′ω′k[a∗k′ , ak]ak′

= −it
∫

d3k′ω′kδ(3)(k − k′)ak′

= −itωkak (3.35)

hence

ak(t) = ak
(
1 + (−itωk) + ...+ 1

n! (−itωk)
n + ...

)
= ake

−iωkt (3.36)

Together with

[H0,Ψ∗(x)Ψ(x)] = 0 (3.37)

(which obviously holds by [H0, H0] = 0) this gives

V (t) = eiH0tV e−iH0t

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
eiH0take

−iH0teik·x + eiH0ta∗ke
−iH0te−ik·x

)
= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
ake
−iωkteik·x + a∗ke

iωkte−ik·x
)

(3.38)

Our goal is to calculate UI(t,−∞) = lim
t0→−∞

UI(t, t0) and we want to show that it con-
verges to the operator Tf , defined by

Tf := exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x − a∗ke−ik·x
)}

(3.39)
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Later, we will consider just one nucleon at a fixed point y ∈ R3, i.e.
Ψ∗(x)Ψ(x) = δ(3)(x− y), then Tf reduces to the dressing operator Df found in [2]:

Df = exp
{

λ

(2π) 3
2

∫
d3k γk

ωk

(
ake

ik·x − a∗ke−ik·x
)}

(3.40)

This operator transforms the non-interacting vacuum state |0〉 into a new vacuum state
|ψgs〉. This is the dressed vacuum state of the system, appropriately dressed with its field,
i.e. Df is the operator transforming a state in the Fock space with to the non-interacting
vacuum F|0〉 into the corresponding state in a Fock space with a new, dressed vacuum
state |ψgs〉 := Df |0〉. Note that there might be situations, where these two "vacuum"
states cannot be described in the same Fock space. This special situations will be
discussed later. Therefore, we have

Df : F|0〉 → FDf |0〉 (3.41)

It is easy to check that this new vacuum is stable under the production of new mesons,
since one can easily calculate that

akDf |0〉 = λ

(2π) 3
2

γk
ωk
Df |0〉 (3.42)

Hence, the new Fock space with the dressed vacuum state |ψgs〉 = Df |0〉 can be con-
structed by the following annihilation operator

bk = D∗fakDf = ak −
λ

(2π) 3
2

γk
ωk

(3.43)

and its adjoint, the creation operator. It is easy to see that bk annihilates the new
vacuum state

bk |ψgs〉 = 0 (3.44)

All these properties are just algebraic properties, no operator equalities. Nevertheless,
we may use them in they way they are written down. We will verify them later in this
thesis.
We start with the proof of the weak convergence of UI(0, t0) to Tf for t0 → −∞, i.e. we
show that for any |ξ〉 , |φ〉 ∈ H

〈φ|UI(0, t0) |ξ〉 t0→−∞−−−−→ 〈φ|Tf |ξ〉 (3.45)

We will do this proof in the following step by step, at first we will look at the situation
where there is a cutoff f(k2). Later on, we will discuss the problem without a cutoff,
i.e. in the limit f(k2)→ 1. This will lead to restrictions on |ξ〉 , |φ〉 and further, we will
have to redefine our Fock space. We may also get additional problems for the massless
case, i.e. if we let the mass of the mesonic field go to zero (µ→ 0).



Chapter 3. Interaction between a scalar field and a spinless fermion 18

Note that the dressing operator Df is basically the same as the operator Tf , Df is
the part of Tf , which is acting on the F(meson) part of the Hilbert space H. Later, we
will restrict the situation to the case with only one nucleon. In this situation, Tf almost
reduces to Df anyways. This means, the dressing operator Df is the relevant part of
the time evolution in the interaction picture "UI(t,−∞)".

3.2.1 Proof of the weak convergence with cutoff
First of all, one could ask why we are only aiming to prove weak convergence and not
a stronger form of convergence? This is due to the fact that, in this toy model, there
is always radiation running out of the system, hence the evolution operator can not
converge in any stronger sense.

In the following, we will show the weak convergence step by step. We start with consider
the first order term of UI(t, t0) (U (0)

I (t, t0) = 1):

U
(1)
I (t, t0) = −i

∫ t

t0
dt1V (t1)

= −iλ
(2π) 3

2

∫ t

t0
dt1

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk(ake−iωkt1eik·x + a∗ke

iωkt1e−ik·x)

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

[
(akeik·x−iωkt − a∗ke−ik·x+iωkt)

− (akeik·x−iωkt0 − a∗ke−ik·x+iωkt0)
]

(3.46)

We immediately see that the first part is exactly the same as the first order term in the
expansion of Tf . Hence, up to first order, the only thing we have to show, is that the
second term in the equation above (the part containing t0) vanishes as t0 → −∞ (in the
weak sense). This will give us a recipe how we should proceed with higher orders.
In order to make sense out of the limit t0 → −∞, we perform a little trick (as eiωkt0 does
not converge in this limit:

∂|k|e
−iωkt0 = −it0e−iωkt0∂|k|ωk = −it0e−iωkt0

|k|
ωk

(3.47)

which yields

e−iωkt0 = −i
t0

ωk
|k|
∂|k|e

−iωkt0 (3.48)

Hence, the second part of U (1)
I (t, t0) (the part with t0) can be written as

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x−iωkt0 − a∗ke−ik·x+iωkt0
)

(3.49)

= −iλ
(2π) 3

2

1
t0

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk
|k|
(
ake

ik·x∂|k|e
−iωkt0 + a∗ke

−ik·x∂|k|e
iωkt0

)
(3.50)
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Thus, it is sufficient to show that for any |ξ〉 , |ψ〉 ∈ F(meson)

〈φ| 1
t0

∫
d3k γk
|k|
(
ake

ik·x∂|k|e
−iωkt0 + a∗ke

−ik·x∂|k|e
iωkt0

)
|ξ〉 t0→−∞−−−−→ 0 (3.51)

which is true if
1
t0

∫
d3k γk
|k|
e−ik·x∂|k|e

iωkt0 〈φ| a∗k |ξ〉
t0→−∞−−−−→ 0 (3.52)

since the other term is just the complex conjugated of this. Define the following

Definition:

I(φ, ξ) :=
∫

d3k γk
|k|
e−ik·x(∂|k|eiωkt0) 〈φ| a∗k |ξ〉 (3.53)

Then, the condition above is equivalent to the condition that the integral exists, i.e.
|I(φ, ξ)| <∞.

Definition: For later purposes, let us also define the integral It(φ, ξ), which is the same
as I(φ, ξ) but t0 is replaced by t.

|φ〉 and |ξ〉 live in the (meson) Fock space F , hence they can be written as

|φ〉 =
∞∑
n=0

1√
n!

∫
d3k1...d3knφ

(n)(k1, ..., kn)a∗k1 ...a
∗
kn |0〉 (3.54)

|ξ〉 =
∞∑
n=0

1√
n!

∫
d3k1...d3knξ

(n)(k1, ..., kn)a∗k1 ...a
∗
kn |0〉 (3.55)

Note that talking about states in the Fock space, we mean the normalized ones:

1 = 〈φ|φ〉 =
∞∑
n=0
‖φ(n)‖2

2 (3.56)

This implies that ‖φ(n)‖2
n→∞−−−→ 0.

In the following, we will examine the condition we need for the weak convergence (up
to first order). We start with a simple case, where we set |ξ〉 = |0〉. Then

〈φ| a∗k |0〉 =
∞∑
n=0

1√
n!

∫
d3k1...d3knφ(n)(k1, ..., kn) 〈0| ak1 ...akna

∗
k |0〉 (3.57)

Exploiting the commutation relation and the fact ak |0〉 = 0, one can easily see that the
only summand giving a non-zero contribution is the one for n = 1. Hence

〈φ| a∗k |0〉 = φ(1)(k) (3.58)
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So

I(φ, 0) =
∫

d3k γk
|k|
e−ik·xφ(1)(k)(∂|k|eiωkt0) (3.59)

Note that setting |φ〉 = |0〉 will yield the same result except for a complex conjugation.

Now, we estimate this integral by transforming to spherical coordinates and integrating
by parts:

I(φ, 0) =
∫

d3k γk
|k|
e−ik·xφ(1)(k)(∂|k|eiωkt0)

=
∫ 2π

0
dϕ

∫ 1

−1
d(cosθ)

∫ ∞
0

d|k|γk|k|
2

|k|
e−i|k||x|cosθφ(1)(|k|, θ, ϕ)(∂|k|eiωkt0)

= −
∫ 2π

0
dϕ

∫ 1

−1
d(cosθ)

∫ ∞
0

d|k|eiωkt0∂|k|
(
γk|k|e−i|k||x|cosθφ(1)(|k|, θ, ϕ)

)
(3.60)

Here we have used that the boundary terms vanish. Out of this integrating by parts
comes the first condition on φ. The formula is only valid if not only φ ∈ L2 but also
∂|k|φ ∈ L2. This condition will appear again later.

Now, we apply the the triangle inequality and remember γk = f(k2)√
2ωk

:

|I(φ, 0)| ≤
∫ 2π

0
dϕ

∫ 1

−1
d(cosθ)

∫ ∞
0

d|k|
∣∣∣∣∣∂|k|(γk|k|e−i|k||x|cosθφ(1)(|k|, θ, ϕ)

)∣∣∣∣∣
=
∫ 2π

0
dϕ

∫ 1

−1
d(cosθ)

∫ ∞
0

d|k||φ(1)(|k|, θ, ϕ)||f(k2)|
∣∣∣∂|k|( |k|

√
2(k2 + µ2) 1

4
)
∣∣∣

+
∫ 2π

0
dϕ

∫ 1

−1
d(cosθ)

∫ ∞
0

d|k||φ(1)(|k|, θ, ϕ)| |k|
√

2(k2 + µ2) 1
4
|∂|k|f(k2)|

+
∫ 2π

0
dϕ

∫ 1

−1
d(cosθ)

∫ ∞
0

d|k||φ(1)(|k|, θ, ϕ)| |f(k2)||k|
√

2(k2 + µ2) 1
4
|∂|k|e−i|k||x|cosθ|

+
∫

d3k |f(k2)||k|
√

2(k2 + µ2) 1
4
|∂|k|φ(1)(|k|, θ, ϕ)| (3.61)
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After some easy computations we obtain

|I(φ, 0)| ≤
∫

d3k|φ(1)(k)|(3k
2 + 2µ2)|f(k2)|

2
√

2k2(k2 + µ2) 5
4︸ ︷︷ ︸

=:I1(φ,0)

+
∫

d3k|φ(1)(k)| |∂kf(k2)|
√

2|k|(k2 + µ2) 1
4︸ ︷︷ ︸

=:I2(φ,0)

+ |x|
∫

d3k|φ(1)(k)| |f(k2)|
√

2|k|(k2 + µ2) 1
4︸ ︷︷ ︸

=:I3(φ,0)

+
∫

d3k|∂|k|φ(1)(k)| |f(k2)|
√

2|k|(k2 + µ2) 1
4︸ ︷︷ ︸

=:I4(φ,0)

(3.62)

All these integrals I1(φ, 0), ..., I4(φ, 0) are positive and thus I(φ, 0) exists if I1(φ, 0), ..., I4(φ, 0)
have an upper bound each.
In this section, we consider to be a real cutoff function that makes all integrals finite,
for example a smooth function with compact support (f ∈ C∞0 (R3)). In this case, we
only need

φ(1) ∈ L2(R3) (3.63)
(∂|k|φ(1)) ∈ L2(R3) (3.64)

for the integral being finite.
Nevertheless, we can integrate by parts again and note that f(k2) is a smooth function
with compact support. Then, we have obtain that (3.63) is implied by (3.64), which is
true for every element in the Fock space.

We started with trying to estimate I(φ, 0) just to get a feeling for what is happen-
ing. However, this does not complete the proof, we need to show that I(φ, ξ) is finite.
In order to do this, we have to calculate

〈φ| a∗k |ξ〉 =
∞∑

n,m=0

1√
n!
√
m!

∫
d3k1...d3kn

∫
d3k′1...d3k′mφ(n)(k1, ..., kn)ξ(m)(k′1, ..., k′m)

· 〈0| ak1 ...akna
∗
ka
∗
k′1
...a∗k′m |0〉 (3.65)

This can be calculated step by step, analogously to the easy case before by using the
commutation relations in order to get a normal ordering. We start with bringing a∗k to
the left. This gives us (n-1) terms, but relabeling and using [ak, ak′ ] = 0 shows that all
of them are the same. Also note that the integral only gives a contribution if n = m+ 1.
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Hence

〈φ| a∗k |ξ〉 =
∞∑

n,m=0

1√
n!
√
m!

(n− 1)δn,m+1

∫
d3k2...d3kn

∫
d3k′1...d3k′m

· φ(n)(k, k2, ..., kn)ξ(m)(k′1, ..., k′m) 〈0| ak2 ...akna
∗
k′1
...a∗k′m |0〉 (3.66)

In the next step, we bring a∗k′1 to the left, this gives us similar as above (n-2) identical
terms and so on. Proceeding like this yields:

〈φ| a∗k |ξ〉 =
∞∑
m=0

∫
d3k2...d3km+1φ(m+1)(k, k2, ..., km+1)ξ(m)(k2, ..., km+1) (3.67)

In the end, by using the triangle inequality we get

|I(φ, ξ)|

=
∫

d3k
∣∣∣∣∣ γk|k|e−ik·x(∂|k|eiωkt0) 〈φ| a∗k |ξ〉

∣∣∣∣∣
=

∞∑
m=0

∫
d3kd3k2...d3km+1

∣∣∣∣∣(∂|k|eiωkt0) γk
|k|
e−ik·xφ(m+1)(k, k2, ..., km+1)ξ(m)(k2, ..., km+1)

∣∣∣∣∣
=:

∞∑
m=0

I(m)(φ, ξ) (3.68)

Again, we want to show that |I(φ, ξ)| < ∞. This is true if I(m)(φ, ξ) in decaying fast
enough (for m → ∞). Therefore, in this general case it not sufficient to show that all
the integrals are finite, we also need to show that they sum over them is finite.
Therefore, we examine I(m)(φ, ξ) a bit further. Basically, this is the same calculation as
in the easy part and it will give us four terms:

I(m)(φ, ξ)

≤
∫

d3k1d3k2...d3km+1

∣∣∣φ(m+1)(k1, ..., km+1)
∣∣∣∣∣∣ξ(m)(k2, ..., km+1)

∣∣∣(3k2
1 + 2µ2)|f(k2

1)|
2
√

2k2
1(k2

1 + µ2) 5
4︸ ︷︷ ︸

=:I(m)
1 (φ,ξ)

+
∫

d3k1d3k2...d3km+1

∣∣∣φ(m+1)(k1, ..., km+1)
∣∣∣∣∣∣ξ(m)(k2, ..., km+1)

∣∣∣ |∂|k1|f(k2
1)|

√
2|k1|(k2

1 + µ2) 1
4︸ ︷︷ ︸

=:I(m)
2 (φ,ξ)

+ |x|
∫

d3k1d3k2...d3km+1

∣∣∣φ(m+1)(k1, ..., km+1)
∣∣∣∣∣∣ξ(m)(k2, ..., km+1)

∣∣∣ |f(k2
1)|

√
2|k1|(k2

1 + µ2) 1
4︸ ︷︷ ︸

=:I(m)
3 (φ,ξ)

+
∫

d3k1d3k2...d3km+1

∣∣∣∂|k1|φ
(m+1)(k1, ..., km+1)

∣∣∣∣∣∣ξ(m)(k2, ..., km+1)
∣∣∣ |f(k2

1)|
√

2|k1|(k2
1 + µ2) 1

4︸ ︷︷ ︸
=:I(m)

4 (φ,ξ)

(3.69)
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Now, we have to estimate each of those integrals in a way, such that the sum of them is
still finite. We will do this in a similar way as in the easy case.
Again, let f be a smooth function with compact support. This guarantuees the existence
of the integrals I(m)

l (φ, ξ), l = 0, 1, 2, 3, 4.

Hence, the only problem we have to deal with, is the question whether the sum over m
is still finite. First, observe that the integrals I(m)

1 (φ, ξ), I(m)
2 (φ, ξ), I(m)

3 (φ, ξ) are of the
same form

I
(m)
l (φ, ξ) =

∫
d3k1d3k2...d3km+1

∣∣∣φ(m+1)(k1, ..., km+1)
∣∣∣∣∣∣ξ(m)(k2, ..., km+1)

∣∣∣gl(k1) (3.70)

with

g1(k1) = (3k2
1 + 2µ2)|f(k2

1)|
2
√

2k2
1(k2

1 + µ2) 5
4

g2(k2) = |∂|k1|f(k2
1)|

√
2|k1|(k2

1 + µ2) 1
4

g3(k2) = g4(k2) = |f(k2
1)|

√
2|k1|(k2

1 + µ2) 1
4

(3.71)

Note that we have chosen f ∈ C∞0 (R3) and hence ∂|k|f ∈ C∞0 (R3). This yields again
gl ∈ L2(R3).

Using the Minkowski inequality and Cauchy-Schwarz, we get for l = 1, 2, 3

∞∑
m=0

I
(m)
l (φ, ξ)

CS
≤

∞∑
m=0

∥∥∥ξ(m)(•)
∥∥∥

2

∥∥∥∥∫ d3k1φ
(m+1)(k1, •)gl(k1)

∥∥∥∥
2︸ ︷︷ ︸

Minkowski
≤

∫
dk1‖φ(m+1)(k1,•)‖2

|gl(k1)|

CS
≤ ‖gl‖2

∞∑
m=0

∥∥∥ξ(m)
∥∥∥

2

∥∥∥φ(m+1)
∥∥∥

2

CS
≤ ‖gl‖2︸ ︷︷ ︸

<∞

( ∞∑
m=0

∥∥∥ξ(m)
∥∥∥2

2︸ ︷︷ ︸
ξ∈F
< ∞

) 1
2
( ∞∑
m=0

∥∥∥φ(m+1)
∥∥∥2

2︸ ︷︷ ︸
φ∈F
< ∞

) 1
2

2

<∞ (3.72)
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A similar calculation can be done for l = 4:

∞∑
m=0

I
(m)
4 (φ, ξ)

CS
≤

∞∑
m=0

∥∥∥ξ(m)(•)
∥∥∥

2

∥∥∥∥∫ dk1∂|k1|
(
φ(m+1)(k1, •)

)
g4(k1)

∥∥∥∥
2︸ ︷︷ ︸

Minkowski
≤

∫
dk1‖∂|k1|φ

(m+1)(k1,•)‖2
|g4(k1)|

CS
≤ ‖g4‖2

∞∑
m=0

∥∥∥ξ(m)
∥∥∥

2

∥∥∥∂|k1|φ
(m+1)(k1, •)

∥∥∥
2

CS
≤ ‖g4‖2︸ ︷︷ ︸

<∞

( ∞∑
m=0

∥∥∥ξ(m)
∥∥∥2

2︸ ︷︷ ︸
ξ∈F
< ∞

) 1
2
( ∞∑
m=0

∥∥∥∂|k1|φ
(m+1)

∥∥∥2

2︸ ︷︷ ︸
∂|k|φ∈F
< ∞

) 1
2

2

<∞ (3.73)

Here we have used that the first derivatives are again in the Fock space, this also con-
tains the condition we needed to perform the integration by parts before.

Note that we can substitute the condition on the first derivative of φ(m) by a condi-
tion on φ(m), if we integrate by parts in the first step. Then, since

∥∥∥∂|k|g4(k)
∥∥∥

2
<∞ we

just obtain the condition φ(m), ξ(n) ∈ L2(R3) for all n,m ∈ N. Nevertheless, in order to
perform the integration by parts we need those functions to be continuosly differentiable.

Hence, we have proved the weak convergence up to first order in perturbation theory.

In the following, we want to prove it also for higher orders. This we will do step by
step:
We already know:

UI(t, t0) =
∞∑
n=0

1
n!U

(n)
I (t, t0) (3.74)

with

U
(n)
I (t, t0) = (−i)n

∫ t

t0
dt1...dtnT

[
V (t1)...V (tn)

]
(3.75)

We will proceed in the following way, we do the t1 integration first, then the t2 integration
and so on. Meanwhile, we keep the V (ti) in the same order as before. This means, we
can forget about the time ordering, since in this procedure tn ≤ ... ≤ t1 is valid at any
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step of the calculation. Hence

U
(n)
I (t, t0) =

= (−i)n λn

(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3knγk1 ...γkn

∫ t

t0
dt1...dtn

×
(
ak1e

−iωk1 t1eik1·x1 + a∗k1e
iωk1 t1e−ik1·x1

)
...
(
akne

−iωkn tneikn·xn + a∗kne
iωkn tne−ikn·xn

)

= λn

(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

×
[(
ak1e

−iωk1 t+ik1·x1 − a∗k1e
iωk1 t−ik1·x1

)
−
(
ak1e

−iωk1 t0+ik1·x1 − a∗k1e
iωk1 t0−ik1·x1

)]
...

×
[(
akne

−iωkn t+ikn·xn − a∗kne
iωkn t−ikn·xn

)
−
(
akne

−iωkn t0+ikn·xn − a∗kne
iωkn t0−ikn·xn

)]
(3.76)

Using (3.48) in the same way as before, we get

U
(n)
I (t, t0) = λn

(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

×
[ (
ak1e

−iωk1 t+ik1·x1 − a∗k1e
iωk1 t−ik1·x1

)
+ iωk1

|k1|t0

(
ak1e

ik1·x1(∂|k1|e
−iωk1 t0) + a∗k1e

−ik1·x1(∂|k1|e
iωk1 t0)

) ]
...

×
[ (
akne

−iωkn t+ikn·xn − a∗kne
iωkn t−ikn·xn

)
+ iωkn
|kn|t0

(
akne

ikn·xn(∂|kn|e−iωkn t0) + a∗kne
−ikn·xn(∂|kn|eiωkn t0)

) ]
(3.77)

As before, we claim that UI(t, t0) converges weakly to the desired evolution operator Tf ,
i.e. for any |φ〉 , |ξ〉 ∈ F|0〉

〈φ|UI(t, t0) |ξ〉 → exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x−iωk − a∗ke−ik·x+iωk
)}
(3.78)

as t0 → −∞.

Looking at (3.77), this seems to be true if for each n all the terms containing t0 vanish.
Unfortunately, this is a necessary condition, but not a sufficient one. We need that the
sum over all order n of the correction terms (i.e. the terms containing t0) must be zero.
Hence the correction must not increase to fast as n goes to infinity.
At first, let us make the following definition:
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Definition: Let Cn be all the terms in (3.77) which contain t0, i.e. Cn is the correction
term of order n.

If we can show that | 〈φ|Cn |ξ〉 | is vanishing for t0 →∞ while the sum∑∞
n=0

1
n! | 〈φ|Cn |ξ〉 |

is finite, then our job is done.
We have already calculated

| 〈φ|C1 |ξ〉 | ≤
1
t0

λ

(2π) 3
2

∫
d3xψ∗(x)ψ(x)2 |I(φ, ξ)|︸ ︷︷ ︸

<∞

→ 0 as t0 → −∞ (3.79)

in the section before.
Intuitively, it seems true that the correction coming from the second order is not bigger
than the one coming from the first order squared. In order to proof this, we will estimate
the correction term | 〈φ|Cn |ξ〉 | (|φ〉 , |ξ〉 ∈ F abitrary) from above for each order n, keep
track of all these corrections and sum over them. Then we just have to show that this
sum vanishes and we are finished with the proof.

First of all, note that by our defintion of | 〈φ|Cn |ξ〉 | it already contains the x1, ..., xn inte-
grations and the prefactor λn

(2π)
3n
2
. In order to shorten our calculations and for notational

simplicity, let us make the following definitions:

Definition:

λn

(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)C ′n := Cn (3.80)

and

An(φ, ξ) :=
∫

d3k1...d3kn
γk1

ωk1

...
γkn
ωkn

∣∣∣∣∣ 〈φ|
[ (
ak1e

−iωk1 t+ik1·x1 − a∗k1e
iωk1 t−ik1·x1

)
+ iωk1

|k1|t0

(
ak1e

ik1·x1(∂|k1|e
−iωk1 t0) + a∗k1e

−ik1·x1(∂|k1|e
iωk1 t0)

) ]
...

×
[ (
akne

−iωkn+1 t+ikn·xn+1 − a∗kne
iωkn t−ikn·xn

)
+ iωkn
|kn|t0

(
akne

ikn·xn(∂|kn|e−iωkn t0) + a∗kne
−ikn·xn(∂|kn|eiωkn t0)

) ]

−
[ (
ak1e

−iωk1 t+ik1·x1 − a∗k1e
iωk1 t−ik1·x1

)
...

×
(
akne

−iωkn t+ikn·xn − a∗kne
iωkn t−ikn·xn

) ]]
|ξ〉
∣∣∣∣∣ (3.81)

Then for any |φ〉 , |ξ〉 ∈ F and n ∈ N, we know by the triangle inequality.

| 〈φ|C ′n |ξ〉 | ≤ An(φ, ξ) (3.82)
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and since Ψ lives in our Fock space, the integrations over x each give a finite result and
hence do not make any problem. Thus, it suffices to estimate An(φ, ξ)) from above. In
particular, we need to show:

Theorem 3.2.1 Let |φ〉 , |ξ〉 ∈ F , then

∞∑
n=1

1
n! | 〈φ|C

′
n |ξ〉 | ≤

∞∑
n=0

1
n!An(φ, ξ)→ 0 as t0 → −∞ (3.83)

Proof: For n = 1 we have already calculated the correction in the section above, i.e.

| 〈φ|C ′1 |ξ〉 | ≤ A1(φ, ξ) ≤ 2
t0
|I(φ, ξ)| (3.84)

Next, we estimate | 〈φ|C ′n |ξ〉 | from above by looking carefully at all the different terms
in it.

| 〈φ|C ′n |ξ〉 | =
∣∣∣∣∣
∫

d3k1...d3kn
γk1

ωk1

...
γkn
ωkn
〈φ|

[ (
ak1e

−iωk1 t+ik1·x1 − a∗k1e
iωk1 t−ik1·x1

)
+ iωk1

|k1|t0

(
ak1e

ik1·x1(∂|k1|e
−iωk1 t0) + a∗k1e

−ik1·x1(∂|k1|e
iωk1 t0)

) ]
...

×
[ (
akne

−iωkn+1 t+ikn·xn+1 − a∗kne
iωkn t−ikn·xn

)
+ iωkn
|kn|t0

(
akne

ikn·xn(∂|kn|e−iωkn t0) + a∗kne
−ikn·xn(∂|kn|eiωkn t0)

) ]

−
[ (
ak1e

−iωk1 t+ik1·x1 − a∗k1e
iωk1 t−ik1·x1

)
...

×
(
akne

−iωkn t+ikn·xn − a∗kne
iωkn t−ikn·xn

) ]]
|ξ〉
∣∣∣∣∣ (3.85)

Basically, there are (2n− 1) terms in this formula, since for each m = 1, .., n there is one
factor containing t and one factor containing t0. The −1 comes from the fact that if we
do the multiplication, then there is exactly one term where only t and no t0 appears,
but this term cancels with the last summand.

Now will try to estimate each of the other terms step by step:

There are
(
n
1

)
terms, for which only one factor contains t0.

At first, let us look at the term, where the factor containing t0 stands on the very
left. Then, by inserting the identity I = ∑∞

i=0
∫

d3p1...d3pi |p1...pi〉 〈p1...pi|, we get the
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following estimation from above for this particular term:∣∣∣∣∣
∞∑
i=0

∫
d3p1...d3pi

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

〈φ|
[
iωk1

|k1|t0

(
ak1e

ik1·x1(∂|k1|e
−iωk1 t0) + a∗k1e

−ik1·x1(∂|k1|e
iωk1 t0)

) ]
|p1...pi〉

〈p1...pi|
[ (
ak2e

−iωk2 t+ik2·x2 − a∗k2e
iωk2 t−ik2·x2

)
...
(
akne

−iωkn t+ikn·xn − a∗kne
iωkn t−ikn·xn

) ]
|ξ〉
∣∣∣∣∣

≤
∞∑
i=0

∫
d3p1...d3pi2

1
t0
|I(φ, p1...pi)| · 2n−1 1

tn−1 |It(p1...pi, ξ)|n−1

= 2n
t0tn−1

∞∑
i=0

∫
d3p1...d3pi|I(φ, p1...pi)| · |It(p1...pi, ξ)|n−1 (3.86)

In the first step, we used nothing else than the definition (3.53) of I(·, ·) and It(·, ·) and
again the triangle inequality. Remember that there are

(
n
1

)
terms which all give this

contribution.
Proceeding like this, we find that there are

(
n
l

)
terms, for which l factors contain t0 and

n− l factors contain t. Each giving a contribution, which can be estimated from above
by

2n
tl0t

n−l

∞∑
i=0

∫
d3p1...d3pi|I(φ, p1...pi)|l · |It(p1...pi, ξ)|n−l (3.87)

If we keep track of all the contributions and sum them up, we obtain

| 〈φ|C ′n |ξ〉 | ≤ 2n
n∑
l=1

(
n

l

)
1

|t0|l · |t|n−l
∞∑
i=0

∫
d3p1...d3pi|I(φ, p1...pi)|l · |It(p1...pi, ξ)|n−l

= 2n
∞∑
i=0

∫
d3p1...d3pi

n∑
l=1

(
n

l

)
1

|t0|l · |t|n−l
|I(φ, p1...pi)|l · |It(p1...pi, ξ)|n−l

(3.88)

using the binomial theorem we obtain

| 〈φ|C ′n |ξ〉 | ≤ 2n
∞∑
i=0

∫
d3p1...d3pi


∣∣∣∣∣ |I(φ, p1...pi)|

|t0|
+ |It(p1...pi, ξ)|

|t|

∣∣∣∣∣
n

︸ ︷︷ ︸
≤ |I(φ,p1...pi)|

n

|t0|n
+ |It(p1...pi,ξ)|

n

|t|n

−|It(p1...pi, ξ)|n
|t|n


≤ 2n

∞∑
i=0

∫
d3p1...d3pi

|I(φ, p1...pi)|n
|t0|n

(3.89)



Chapter 3. Interaction between a scalar field and a spinless fermion 29

Now, we have calculated the correction terms in each order, it remains to show that the
sum over them still vanishes as t0 → −∞.

∞∑
n=1

1
n! | 〈φ|C

′
n |ξ〉 | ≤

∞∑
n=0

1
n!2

n
∞∑
i=0

∫
d3p1...d3pi

|I(φ, p1...pi)|n
|t0|n

(3.90)

In the section before, we calculated |I(φ, p1...pi)| <∞, ∀ |φ〉 , |p1...pi〉 ∈ F .Futher, since
|φ〉 and |p1...pi〉 live in the Fock space, also

Z :=
∞∑
i=0

∫
d3p1...d3pi|I(φ, p1...pi)| <∞ (3.91)

and hence

∞∑
n=1

1
n! | 〈φ|C

′
n |ξ〉 | ≤

∞∑
n=0

1
n!

2nZn

|t0|n
≤ exp


2
<∞︷︸︸︷
Z

|t0|

︸ ︷︷ ︸
→1

−1→ 0 (3.92)

as t0 → −∞. �

3.2.2 The massless case - Infrared problem
Another interesting situation is the case that the meson field has no mass. This is
relevant for physical applications, since for example photons are massless. In this case,
there may appear further difficulties, because then there is a singularity at k = 0, we
have to take care of (Infrared problem).
The only point in the calculation above, where such an infrared problem could appear is
in (3.72) and (3.73). Looking at (3.71), one can easily see that without a cutoff for small
momenta (infrared cutoff), there are two different kinds of integrals, which are divergent
in the small momentum regime:

∫∞
0

d|k|
|k|3 and

∫∞
0

d|k|
|k| . The first integral diverges as

1
|k|2 for

|k| → 0 and the second one is diverging logarithmical in the same regime. This means
in the massless case we have both: ultraviolet and infrared divergences.
As we will discuss later, the infrared divergence are just a representation problem. On
the one hand, there are Maxwell equations, where absolutely no probabilities appear
and we try to fit this in a second quantized form, i.e. we want to describe everything in
a Fock space in order to obtain our usual probabilistic view, which we are used to.
We have to pay a price to combine these two pictures. Sending t0 → −∞, our fields
have "enough" time for a big change. For example the vacuum state is not in the
original Fock space anymore after performing this limit. This happens, since the desire
that everything has to be square integrable, which comes from a probabilistic view, is
not implemented in the Maxwell equations. Maxwell equations allow more solutions
than that. As mentioned before, there is a way out of this, since the only problem is
really that our solution space is not big enough, hence we have to change our Fock space
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if it is appropriate. We can do this by a unitary transformation.
However, this is just a short outlook and can not be fully understood at this point.
Hence, we will discuss it more detailed in the end of section3.2.3 and finally completely
in section 3.6.

3.2.3 Weak convergence without a cutoff - Ultraviolet problem
In this section, we will examine what happen if there is no cutoff, i.e. we examine the limit
f → 1. Of course, this limit is very problematic, since without a cutoff the Hamiltonian
itself is not a well-defined object anymore. Still, we can try to at least make sense out
of the matrix elements by implementing further conditions on the elements in the Fock
space |φ〉 ∈ F .
If we want the weak convergence still to hold, we still need the integrals to be finite, i.e.
we need

∞∑
m=0

I
(m)
l (φ, ξ) <∞ (3.93)

In principle, we can proceed the same way as before, the only problem is that the cutoff
guaranteed gl ∈ L2(R3) for i = 1, 2, 3, 4. In this scenario, this is not true anymore.
Hence, we have to impose additional conditions on the sates |φ〉 and |ξ〉. We do the
calculations (3.72) and (3.73) again for each l = 1, 2, 3, 4 and in the limit f → 1 in order
to find such conditions.
For l = 1, one can easily check that for a small ε > 0

g1(k) 1
(k2 + µ2) 1

4 +ε
= 3k2 + 2µ2

2
√

2k2(k2 + µ2) 5
4

1
(k2 + µ2) 1

4 +ε
= 3k2 + 2µ2

2
√

2k2(k2 + µ2) 3
2 +ε

(3.94)

and hence

g1(k) 1
(k2 + µ2) 1

4 +ε
∈ L2(R3) (3.95)

Then, we can repeat the calculation (3.72) with the following small modification
∞∑
m=0

I
(m)
1 (φ, ξ)

CS
≤

∞∑
m=0

∥∥∥ξ(m)(•)
∥∥∥

2

∥∥∥∥∫ dk1φ
(m+1)(k1, •)g1(k1)

∥∥∥∥
2︸ ︷︷ ︸

Minkowski
≤

∫
dk1

∥∥∥φ(m+1)(k1,•)(k2
1+µ2)

1
4 +ε
∥∥∥

2
|g1(k1)(k2

1+µ2)−
1
4−ε|

CS
≤
∥∥∥g1(•)(•2 + µ2)− 1

4−ε
∥∥∥

2

∞∑
m=0

∥∥∥ξ(m)
∥∥∥

2

∥∥∥φ(m+1)(•, ...)(•2 + µ2) 1
4 +ε
∥∥∥

2

CS
≤
∥∥∥g1(•)(•2 + µ2)− 1

4−ε
∥∥∥

2︸ ︷︷ ︸
<∞

( ∞∑
m=0

∥∥∥ξ(m)
∥∥∥2

2︸ ︷︷ ︸
ξ∈F
< ∞

) 1
2
( ∞∑
m=0

∥∥∥φ(m+1)(•, ...)(•2 + µ2) 1
4 +ε
∥∥∥2

2︸ ︷︷ ︸
!
<∞

) 1
2

<∞ (3.96)
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So basically, we need the following: For any m ∈ N

k → φ(m+1)(k,K) · k 1
2 +ε ∈ L2(R3) (3.97)

for all K ∈ R3m and without singularities.

For l = 2, the integrals are obviously zero, since f(k2) = 1 and hence ∂|k|f(k2) = 0.

For l = 3, we can do exactly the same calculation as before and obtain the condition:
For any m ∈ N

k → φ(m+1)(k,K) · k 3
2 +ε ∈ L2(R3) (3.98)

for all K ∈ R3m and without singularities.
Note that this condition implies the first one.

For l = 4, there are two possibilities, either we again do the calculation straight for-
ward, which yields, again the second condition, but for the derivative or we integrate
by parts and end up with exactly the first condition again. This one is included in the
second one, once again.

One could argue that the whole model is not even well-defined without a cutoff function,
however despite this fact, we still consider this case, since we actually can make sense
out of matrix element of for example the dressing operator. Albeit, this only true for a
few test functions and we have just specified the conditions the have to fulfill.

The origin of these ultraviolet divergences is the self-interaction of the charged particle
with its own field, since the field is evaluated at the origin in the Maxwell equations,
but as mentioned in the introduction the Maxwell equations are divergent at this point.
This ultraviolet divergence already appears in classical calculations, whenever one as-
sumes a point particle. When QED was developed, there was the hope that this ultra-
violet divergence vanishes, since in quantum there position of the particles smear out
like |ψ|2 and therefore the concept of point particles gets a little bit weaker. Unfortu-
nately, it turned out that there is still a ultraviolet divergence in QED, but it is "only"
a logarithmical divergence. Some people would say this is a good achievement. The
probabilistic view, which comes from quantum mechanics, makes the terms a little bit
"less divergent", but in the end they are still divergent. Nevertheless, the ultraviolet
divergence is not a particular problem of QED, but a problem which arises from the
concept of point particles.

However, the additional conditions on our states in the Hilbert space are not the only
problem which occurs if we have no cutoff. Another problem is, thatthat considering
f(k2) = 1 ∀k ∈ R3, the dressed vacuum state is not in our Fock space F|0〉. At first this
sounds alarming, but luckily we are still able to make sense out of this. In the following
we will try to understand where this problem comes from and how we can deal with it.
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At first, let us remember what our Fock space looks like:

F|0〉 =
∞∑
n=0

1√
n!

∫
dk1...dknφ(n)(k1, ..., kn)a∗k1 ...a

∗
kn
|0〉 (3.99)

with φ(n) ∈ L2(R3n) ∀n ∈ N.
The dressed vacuum state is

|Ψgs〉 = Df |0〉 = exp
{

λ

(2π) 3
2

∫
dk γk
ωk

(akeik·x − a∗ke−ik·x))
}
|0〉 (3.100)

Unfortunately, if we do not have a cutoff

γk
ωk

= 1√
2ω3

k

= 1
√

2(k2 + µ2) 3
4
6∈ L2(R3n) (3.101)

and therefore

|Ψgs〉 = Df |0〉 6∈ F|0〉 (3.102)

But we could still construct a "new" Fock space

F|Ψgs〉 =
∞∑
n=0

1√
n!

∫
dk1...dknφ(n)(k1, ..., kn)b∗k1 ...b

∗
kn
|Ψgs〉 (3.103)

with φ(n) ∈ L2(R3n) ∀n ∈ N.
b∗k is then the appropriate "new" creation operator defined by the following Bogoliubov
transformation

bk = D∗fakDf (3.104)

Since, Df is a unitary operator, the two Fock spaces F|0〉 and F|Ψgs〉 are unitarly equiv-
alent by the transformation above. Clearly, bk annihilates the dressed vacuum state
|Ψgs〉, i.e. bk |Ψgs〉 = 0. Further, by the commutation relations it is easy to see that

ak |Ψgs〉 = akDf |0〉 = λ

(2π) 3
2

γk
ωk
Df |0〉 = λ

(2π) 3
2

γk
ωk
|Ψgs〉 (3.105)

Hence

bk = ak −
λ

(2π) 3
2

γk
ωk

(3.106)

Note that this equation cannot be understood as an operator identity, but only as an
analytical identification.

It remains the question where does this problem come from? We are describing electro-
magnetic fields, which obey the Maxwell equations and we want to press them into a
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quantum mechanical description, i.e. we want to describe them in a probabilistic theory.
Obviously, this probabilities need to be square integrable, i.e. in L2. In Maxwells theory
the are no probabilities. This is the origin of the infrared divergence.

As discussed before, the ultraviolet divergence occurs because of the fact the we consider
point particles. Unfortunately, the ultraviolet divergence cannot be explained by just
a bad representation. It is really inherited from classical electrodynamics. We always
describe point charges and their self-interaction. In order to do this we have to evaluate
the field along the trajectory of the charge, i.e. along the spacetime point, where the
field is divergent.

In the end, the infrared problem is just a representational problem and can be resolved
by choosing the right Fock space. Whereas, the ultraviolet problem is a problem inher-
ited from classical electro dynamics and we kind of have to live with it.

The dressed vacuum state does not fulfill the conditions coming from this probabilistic
description, but still if we describe everything in the "new" Fock space F|Ψgs〉, then all
the excitations will fulfill them.

3.2.4 Weak convergence
This section is a summarization of the previous result and we write them down in a
mathematical way.

Definition: Let κ,Λ ∈ R+
0 with Λ > κ, then we call fΛ

κ ∈ C∞0 (R3) with

supp(fΛ
κ ) = BΛ(0) \ Bκ(0) (3.107)

a cutoff function.
Note that by κ = 0, we mean supp(fΛ) = BΛ(0).

Then we can sum up the results we proven so far in the following theorem

Theorem 3.2.2 Let fΛ
κ ∈ C∞0 (R3) (κ = 0 is allowed) be a cutoff function and |ξ〉 , |φ〉 ∈

H states in the Hilbert space, which has been defined before and the meson amplitudes
φ(n)(k1, ..., kn), ξ(n)(k1, ..., kn) be continuously differentiable functions in every argument.
Further, let the mass of the meson field be non zero, i.e. µ 6= 0. Then

〈ξ|UI(t, t0) |φ〉 → 〈ξ|TfΛ
κ
|φ〉 as t0 → −∞ (3.108)

where

TfΛ
κ

= exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x − a∗ke−ik·x
)}

(3.109)

with γk = fΛ
κ√

2ωk
. Hence the evolution operator in the interaction picture converges weakly

to operator TfΛ
κ
.
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Proof: We have already proved the theorem in the previous sections. �

Remark: In the limit of a massless meson, i.e. µ → 0, in addition to the ultraviolet
divergences there appear also infrared divergences. Regardless, we can always choose a
cutoff function fΛ

κ with κ > 0, which causes the infrared divergences to vanish. This
leads to the following corollary.

Corollary 3.2.3 Let fΛ
κ ∈ C∞0 (R3) be a cutoff function with κ > 0 and

|ξ〉 , |φ〉 ∈ H states in the Hilbert space, which we have defined before and the meson
amplitudes φ(n)(k1, ..., kn), ξ(n)(k1, ..., kn) be continuously differentiable functions in every
argument. Further, let the meson field be massless, i.e. µ = 0. Then

〈ξ|UI(t, t0) |φ〉 → 〈ξ|TfΛ
κ
|φ〉 as t0 → −∞ (3.110)

where

TfΛ
κ

= exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x − a∗ke−ik·x
)}

(3.111)

with γk = fΛ
κ√

2ωk
. Hence the evolution operator in the interaction picture converges weakly

to operator TfΛ
κ
.

Proof: This corollary is a direct consequence of the theorem above. �

We can make a similar statement without a cutoff, but we have this impose extra con-
dition on our states in the Hilbert space then.

Theorem 3.2.4 Let |ξ〉 , |φ〉 ∈ H, i.e.
|ξ〉 =

∣∣∣ξ(nucleon)
〉
⊗
∣∣∣ξ(meson)

〉
and |φ〉 =

∣∣∣φ(nucleon)
〉
⊗
∣∣∣φ(meson)

〉
.

Further, let the meson states
∣∣∣ξ(meson)

〉
,
∣∣∣φ(meson)

〉
∈ F|0〉 be normalized product states in

the meson Fock space with amplitudes

ξ(n)(k1, ..., kn) = 1√
n!

n∏
i=1

h|ξ〉(ki) ∀n ∈ N (3.112)

φ(n)(k1, ..., kn) = 1√
n!

n∏
i=1

h|φ〉(ki) ∀n ∈ N (3.113)

with h|ξ〉, h|φ〉,∇kh|ξ〉,∇kh|φ〉 ∈ L2(R3) and suppose we can find constants K > 0 and
ε > 0, such that

|hi(k)| ≤ |k|−3−ε ∀k ∈ {k ∈ R3 : |k| ≥ K} (3.114)

for i = |ξ〉 , |φ〉. Then

〈ξ|UI(t, t0) |φ〉 → 〈ξ|T |φ〉 as t0 → −∞ (3.115)
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where

T = exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x − a∗ke−ik·x
)}

(3.116)

with γk = 1√
2ωk

. Hence the evolution operator in the interaction picture converges weakly
to operator T .

Proof: The proof was already done in the previous sections. �

Remark: One may wonder, why weak convergence in the theorems above holds for all
elements in the Hilbert space H (with maybe some additional conditions), since the
model is just defined on the domain of H, which is a subspace of the Hilbert space, i.e.
D(H) ⊂ H. At first, this sounds not right. However, Stone’s theorem guarantees the
existence time evolution U(t, t0) generated by the self-adjoint Hamiltonian H. Hence
even though the model is not defined on the whole Hilbert space, we can still make sense
out of the matrix element of the time evolution.

In the following, for notational simplicity, we will suppress the constants Λ, κ whenever
we write down a cutoff function. We just write f instead of fΛ

κ , but we know what is
meant by this notation. Note that also in the beginning of this thesis we have used this
simplified notation, but we have always used it in the sense of this section.

3.3 Results of this Toy model
This chapter should present the solution of the toy model and relate it to the results
found by S. Schweber in [2].
So far, we have seen that in the weak limit the evolution operator is given by

UI(t,−∞) = exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk

(
ake

ik·x−iωkt − a∗ke−ik·x+iωkt
)}
(3.117)

and for t = 0 this yields the operator

Tf := UI(0,−∞) = exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk
(akeik·x − a∗ke−ik·x))

}
(3.118)

As we have discussed before, this operator defines the dressed vacuum state of the model:

|Ψgs〉 = Tf |0〉 (3.119)

which is not in our previous Fock space F|0〉 anymore, but we can define a "new" Fock
space F|Ψgs〉 with "new" creation and annihilation operators

bk := T ∗f akTf (3.120)
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which are unitary equivalent. Then, in this picture also our Hamiltonian is transformed
by the dressing operator. The "new" Hamiltonian, which is acting on our "new" Fock
space F|Ψgs〉 can be obtained by applying (3.120) to (3.26) and to (3.27)

H ′ := T ∗fHTf = T ∗fH0Tf + T ∗f V Tf = H ′0 + V ′ (3.121)

Remembering (3.37), we similarly get[
Tf ,

∫
d3xΨ∗(x)Ψ(x)

]
= 0 (3.122)

Applying this and using the unitarity of Tf , we get

H ′0 = T ∗fH0Tf

= T ∗f

(
m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωka∗kak

)
Tf

= m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωkT ∗f a∗kTfT ∗f akTf (3.123)

We just have used (3.122) and the fact that Tf is unitary, i.e. TfT ∗f = T ∗f Tf = I. Using
the definition (3.120) we get the final result:

H ′0 = m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωkb∗kbk (3.124)

Similarly, (also by (3.122)) we obtain

V ′ = T ∗f V Tf

= T ∗f

(
λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk(akeik·x + a∗ke

−ik·x)
)
Tf

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
T ∗f akTfe

ik·x + T ∗f a
∗
kTfe

−ik·x
)

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
bke

ik·x + b∗ke
−ik·x

)
(3.125)

We have to calculate bk:

bk = T ∗f akTf

= T ∗f

∞∑
n=0

λn

(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

· ak
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
...
(
akne

ikn·xn − a∗kne
−ikn·xn

)
(3.126)

From the commutation relations we know

akaki = akiak

aka
∗
ki

=
[
ak, a

∗
ki

]
+ a∗kiak = δ(3)(k − ki) + a∗kiak (3.127)
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and hence

ak
(
akie

iki·xi − a∗kie
−iki·xi

)
=
(
akie

iki·xi − a∗kie
−iki·xi

)
ak − e−iki·xiδ(3)(k − ki) (3.128)

for i = 1, ..., n.

Apply (3.128) and bring ak all the way to the right step by step, then

akTf =
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

· ak
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
...
(
akne

ikn·xn − a∗kne
−ikn·xn

)

=
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

·
[(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
ak − e−ik1·x1δ(3)(k − k1)

]
...
(
akne

ikn·xn − a∗kne
−ikn·xn

)

=
∞∑
n=0

λn

n!(2π) 3n
2

[ ∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

·
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
ak...

(
akne

ikn·xn − a∗kne
−ikn·xn

)
−
∫

d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)e−ik·x1
γk
ωk

∫
d3k2...d3kn

γk2

ωk2

...
γkn
ωkn

·
(
ak2e

ik2·x2 − a∗k2e
−ik2·x2

)
...
(
akne

ikn·xn − a∗kne
−ikn·xn

) ]
(3.129)
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Doing this step n times using [Ψ∗(xi)Ψ(xi),Ψ∗(xj)Ψ(xj)] = 0 and relabeling smart, one
obtains the following result:

akTf =
∞∑
n=0

λn

n!(2π) 3n
2

[ ∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

·
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
ak...

(
akne

ikn·xn − a∗kne
−ikn·xn

)
−
∫

d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)e−ik·x1
γk
ωk

∫
d3k2...d3kn

γk2

ωk2

...
γkn
ωkn

·
(
ak2e

ik2·x2 − a∗k2e
−ik2·x2

)
...
(
akne

ikn·xn − a∗kne
−ikn·xn

) ]

=
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

·
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
...
(
akne

ikn·xn − a∗kne
−ikn·xn

)
ak

−
∞∑
n=0

λn

n!(2π) 3n
2

(
γk
ωk

) ∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

·
n∑
i=1

e−ik·xi
∫

d3k1...d3ki−1d3ki+1...d3kn
γk1

ωk1

...
γki−1

ωki−1

γki+1

ωki+1

...
γkn
ωkn

·
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
...
(
aki−1e

iki−1·xi−1 − a∗ki−1
e−iki−1·xi−1

)
·
(
aki+1e

iki+1·xi+1 − a∗ki+1
e−iki+1·xi+1

)
...
(
akne

ikn·xn − a∗kne
−ikn·xn

)

= Tfak

− λ

(2π) 3
2

γk
ωk

∫
d3xΨ∗(x)Ψ(x)e−ik·x

∞∑
n=1

λn−1

(n− 1)!(2π)
3(n−1)

2

·
∫

d3x1...d3xn−1Ψ∗(x1)Ψ(x1)...Ψ∗(xn−1)Ψ(xn−1)
∫

d3k1...d3kn−1
γk1

ωk1

...
γkn−1

ωkn−1

·
(
ak1e

ik1·x1 − a∗k1e
−ik1·x1

)
...
(
akn−1e

ikn−1·xn−1 − a∗kn−1e
−ikn−1·xn−1

)

= Tfak −
λ

(2π) 3
2

γk
ωk

∫
d3xΨ∗(x)Ψ(x)e−ik·x Tf

= Tf

[
ak −

λ

(2π) 3
2

γk
ωk

∫
d3xΨ∗(x)Ψ(x)e−ik·x

]
(3.130)
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In the last step we again made use of (3.122).
Then

bk = T ∗f akTf = ak −
λ

(2π) 3
2

γk
ωk

∫
d3xΨ∗(x)Ψ(x)e−ik·x (3.131)

or

ak = bk + λ

(2π) 3
2

γk
ωk

∫
d3xΨ∗(x)Ψ(x)e−ik·x (3.132)

Finally, we are able to calculate the Hamiltonian (by substituting (3.131) in (3.125))

V ′ = λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
bke

ik·x + c.c.
)

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

[(
ak −

λ

(2π) 3
2

γk
ωk

∫
d3yΨ∗(y)Ψ(y)e−ik·y

)
eik·x + c.c.

]

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
− λ2

(2π)3

∫
d3xd3yΨ∗(x)Ψ(x)Ψ∗(y)Ψ(y)

∫
d3kγ

2
k

ωk

(
eik·xe−ik·y + e−ik·xeik·y

)

= λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
− λ2

(2π)3

∫
d3xd3yΨ∗(x)Ψ(x)Ψ∗(y)Ψ(y)

∫
d3k(f(k2))2

ω2
k

eik·(x−y) (3.133)

Again the last step follows by [Ψ∗(x)Ψ(x),Ψ∗(y)Ψ(y)] = 0 and symmetry in x, y.
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Similarly ,we obtain the free Hamiltonian by inserting (3.131) in (3.124)

H ′0 = m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωkb∗kbk

= m0

∫
d3xΨ∗(x)Ψ(x)

+
∫

d3kωk
[
a∗k −

λ

(2π) 3
2

γk
ωk

∫
d3xΨ∗(x)Ψ(x)eik·x

] [
ak −

λ

(2π) 3
2

γk
ωk

∫
d3yΨ∗(y)Ψ(y)e−ik·y

]

= m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωka∗kak

− λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
+ λ2

(2π)3

∫
d3xd3yΨ∗(x)Ψ(x)Ψ∗(y)Ψ(y)

∫
d3k(f(k2))2

2ω2
k

eik·xe−ik·y (3.134)

Hence

H ′ = H ′0 + V ′

H ′0 = m0

∫
d3xΨ∗(x)Ψ(x) +

∫
d3kωka∗kak

V ′ = −
∫

d3xd3yΨ∗(x)Ψ(x)V (x− y)Ψ∗(y)Ψ(y) (3.135)

with

V (x− y) := λ2

(2π)3

∫
d3k(f(k2))2

2ω2
k

eik·xe−ik·y (3.136)

If we now consider the limit f(k2)→ 1, i.e. the limit for point charges, we end up with
the well-known Yukawa potential:

V (x− y) = λ2

2

∫ d3k
(2π)3

eik·(x−y)

k2 + µ2 = −λ
2

8π
e−µ|x−y|

|x− y|
(3.137)

This means that the interaction is a Yukawa interaction and for µ→ 0 it becomes just
a Coulomb potential. This is exactly the result we would have expected, since in this
model we described the interaction between a meson and a (charged) nucleon. The limit
µ→ 0 makes sense if for example we want to describe the interaction between photons
and charged nucleons, since the photons are described by the meson field, but they have
no mass. i.e. µ = 0.

Clearly, Tf = UI(0,−∞) diagonalizes the Hamiltonian. There is a physical interpre-
tation for this: If we start with one "naked" charged particle and no mesons, i.e. the
meson vacuum and evolve in time (for an infinite long period), then the charge gets
dressed with its appropriate Coulomb field. One calls this relaxation to the ground
state.
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3.4 What happens to the initial data
In the introduction, we have seen that in the classical case our system forgets about the
initial data (if we send the initial time point infinitely to the past) and only remembers
the retarded field, namely the Liénard-Wiechert field. We would expect a similar phe-
nomena in the quantized case.

We will do this for the special case, where we have just one nucleon at a fixed spa-
tial point. As we have discussed before, the Hamiltonian looks like the following then:

H = m0 +
∫

d3kωka∗kak︸ ︷︷ ︸
=H0

+ λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
︸ ︷︷ ︸

=λϕ0(x)

(3.138)

Mathematically, we define this operator exactly in way as we did before. The only
difference is that we consider only one fermion and therefore we remove the fermion
creation and annihilation operators. Hence also the Hilbert space changes, i.e. there is
only the meson Fock space left: H := F(meson) = F .
The domain of H is then D(H) := D(n). Everything else is defined as before.
In the interaction picture, we know that

ϕt(x) = eiH0tϕ0(x)e−iH0t = 1
(2π) 3

2

∫
d3kγk

(
ake

ik·x−iωkt + a∗ke
−ik·x+iωkt

)
(3.139)

So in the end we would like to show that the expectation value of ϕt(x) again looks like
the Yukawa potential.

The states in our Fock space F are of the form:

|ξ〉 =
∞∑
n=0

1√
n!

∫
d3k1...d3knξ

(n)(k1, ..., kn)a∗k1 ...a
∗
kn |0〉 (3.140)

Now, we can start with calculating the matrix elements, as we will need them in the
following.
Remember that we have already computed

〈φ| a∗k |ξ〉 =
∞∑
n=0

√
n+ 1

∫
d3k1...d3knφ(n+1)(k, k1, ..., kn)ξ(n)(k1, ..., kn) (3.141)

and

〈φ| ak |ξ〉 =
∞∑
n=0

√
n+ 1

∫
d3k1...d3knφ(n)(k1, ..., kn)ξ(n+1)(k, k1, ..., kn) (3.142)
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Hence

〈φ|ϕt(x) |ξ〉

= 1
(2π) 3

2

∞∑
n=0

√
n+ 1

∫
d3k

∫
d3k1...d3knγk

·
[
φ(n)(k1, ..., kn)ξ(n+1)(k, k1, ..., kn)eik·x−iωkt + φ(n+1)(k, k1, ..., kn)ξ(n)(k1, ..., kn)e−ik·x+iωkt

]
(3.143)

It is easy to check that for µ = 0 this matrix elements and therefore also the expectation
value fulfills the free wave equation, i.e.

� 〈ξ|ϕt(x) |ξ〉 = 0 (3.144)

This should be intuitiv, since the interaction is not switched on yet, i.e. this is the
free field. In the next step, we switch on the interaction, i.e. we want to compute

lim
t0→−∞

〈ξt0 |U(t0, t)ϕt(x)U(t, t0) |ξt0〉, where U(t, t0) = e−iH(t−t0) now is the full time evo-
lution (not in the interaction picture anymore), i.e. (by the definition of the interaction
picture)

UI(t, t0) = eiH0te−iH(t−t0)e−iH0t0 (3.145)
⇒ U(t, t0) = e−iH0tUI(t, t0)eiH0t0 (3.146)

First of all, we notice that similar to the previous chapter (just without the
∫

d3xΨ∗(x)Ψ(x)
factor), we get the following evolution operator:

UI(t, t0) =
∞∑
n=0

λn

(2π) 3n
2

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

×
[(
ak1e

−iωk1 t+ik1·x − a∗k1e
iωk1 t−ik1·x

)
−
(
ak1e

−iωk1 t0+ik1·x − a∗k1e
iωk1 t0−ik1·x

)]
...

×
[(
akne

−iωkn t+ikn·x − a∗kne
iωkn t−ikn·x

)
−
(
akne

−iωkn t0+ikn·x − a∗kne
iωkn t0−ikn·x

)]
(3.147)

and also analogously as before, we know that UI(t, t0) weakly converges to

Df (t) = exp
{

λ

(2π) 3
2

∫
d3k γk

ωk

(
ake
−iωkt − a∗keiωkt

)}
(3.148)

as t0 → −∞ and at x = 0.
Note that by calculating Df at x = 0, we have chosen the coordinate system in a way
that the nucleon is fixed at x = 0.

Further, let |χn〉 be a basis of our Fock space F , then I = ∑∞
n=0 |χn〉 〈χn|. Next, we

will use dominated convergence in order to exchange lim and ∑. For now we will as-
sume that dominated convergence holds, but we will show it later. Then we use the
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weak convergence

lim
t0→−∞

〈ξt0|U(t0, t)ϕ0(x)U(t, t0) |ξt0〉

= lim
t0→−∞

〈ξt0| e−iH0t0UI(t0, t) eiH0tϕ0(x)e−iH0t︸ ︷︷ ︸
=ϕt(x)

UI(t, t0)eiH0t0 |ξt0〉

=
∞∑

n,n′,m,m′=0
lim

t0→−∞
〈ξt0| e−iH0t0 |χ′n〉 〈χ′n|UI(t0, t) |χn〉 〈χn|ϕt(x) |χm〉 〈χm|UI(t, t0) |χ′m〉 〈χ′m| eiH0t0 |ξt0〉

=
∞∑

n,n′,m,m′=0
lim

t0→−∞
〈ξt0| e−iH0t0 |χ′n〉 〈χ′n|D∗f (t) |χn〉 〈χn|ϕt(x) |χm〉 〈χm|Df (t) |χ′m〉 〈χ′m| eiH0t0 |ξt0〉

= lim
t0→−∞

〈ξt0| e−iH0t0D∗f (t)ϕt(x)Df (t)eiH0t0 |ξt0〉 (3.149)

Let us do a little side computation:

akDf (t) =
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

· ak
(
ak1e

−iωk1 t − a∗k1e
+iωk1 t

)
...
(
akne

−iωkn t − a∗kne
+iωkn t

)
=
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3k1...d3kn

γk1

ωk1

...
γkn
ωkn

·
(
ak1e

−iωk1 t − a∗k1e
iωk1 t

)
...
(
akne

−iωkn t − a∗kne
iωkn t

)
ak

−
∞∑
n=0

nλn

n!(2π) 3n
2

γk
ωk
e−ik·x+iωkt

∫
d3k1...d3kn−1

γk1

ωk1

...
γkn−1

ωkn−1

·
(
ak1e

−iωk1 t − a∗k1e
iωk1 t

)
...
(
akn−1e

−iωkn−1 t − a∗kn−1e
iωkn−1 t

)
= Df (t)ak −

λ

(2π) 3
2

γk
ωk
eiωktDf (t) (3.150)

and also by building the conjugate

D∗f (t)a∗k = a∗kD
∗
f (t)−

λ

(2π) 3
2

γk
ωk
e−iωktD∗f (t) (3.151)

Therefore we obtain

D∗f (t)a∗kDf (t) = a∗k −
λ

(2π) 3
2

γk
ωk
e−iωkt (3.152)

D∗f (t)akDf (t) =ak −
λ

(2π) 3
2

γk
ωk
eiωkt (3.153)
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This yields

D∗f (t)ϕt(x)Df (t) = 1
(2π) 3

2

∫
d3kγk

(
D∗f (t)akDf (t)eik·x−iωkt +D∗f (t)a∗kDf (t)e−ik·x+iωkt

)
= 1

(2π) 3
2

∫
d3kγk

(
ake

ik·x−iωkt + a∗ke
−ik·x+iωkt

)
− λ

(2π)3

∫
d3kγ

2
k

ωk

(
eik·x + e−ik·x

)
=ϕt(x)− λ

(2π)3

∫
d3k |f(k2)|2

2ω2
k

(
eik·x + e−ik·x

)
(3.154)

Hence

lim
t0→−∞

〈ξt0|U(t0, t)ϕ0(x)U(t, t0) |ξt0〉 = 〈ξt0| e−iH0t0D∗f (t)ϕt(x)Df (t)eiH0t0 |ξt0〉

= lim
t0→−∞

〈ξt0| e−iH0t0ϕt(x)eiH0t0 |ξt0〉−
λ

(2π)3

∫
d3k |f(k2)|2

2ω2
k

(
eik·x + e−ik·x

)
︸ ︷︷ ︸

=ΦYukawa(x)

= lim
t0→−∞

〈ξt0|ϕt−t0(x) |ξt0〉︸ ︷︷ ︸
free field

+ΦYukawa(x) (3.155)

We can see that this expectation value has two parts. The first one is just the one
belonging to the free field (it solves the free wave equation), the second one is again the
Yukawa potential we have already computed (for f(k2)→ 1):

ΦYukawa(x) = − λ

4π
e−µ|x|

|x|
(3.156)

Theorem 3.4.1 For µ = 0 we can see that ΦYukawa(x) is a particular solution of the
inhomogeneous wave equation, i.e.

�ΦYukawa(x) = λδ(3)(x) (3.157)

Remark: This implies

� lim
t0→−∞

〈ξt0|U(t0, t)ϕ0(x)U(t, t0) |ξt0〉 = λδ(3)(x) (3.158)

Proof: Let µ = 0, then

ΦYukawa(x) = − λ

4π
1
|x|

= λ

(2π)3

∫
d3k 1

k2 e
ik·x

⇒ �ΦYukawa(x) = λ

(2π)3

∫
d3k 1

k2 �eik·x︸ ︷︷ ︸
=k2eik·x

= λ

(2π)3

∫
d3keik·x = λδ(3)(x) (3.159)

�
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This is exactly what we would have expected, since this just gives the Coulomb potential
for µ→ 0.
Also one can see that for the particular solution, i.e. the interaction part, the initial field
is completely irrelevant, only the free field contains the initial data.

One could ask the following question: Can we find a condition on |ξ〉, such that the
free field vanishes? In order to examine this question let us have a further look at

〈ξ|ϕt(x) |ξ〉

= 1
(2π) 3

2

∞∑
n=0

√
n+ 1

∫
d3k

∫
d3k1...d3knγk

[
ξ(n)(k1, ..., kn)ξ(n+1)(k, k1, ..., kn)eik·x−iωkt + c.c.

]
(3.160)

There is kind of a natural assumption we could make, i.e. we could suppose that |ξ〉 is
a product state

ξ(n)(k1, ..., kn) = 1√
n!

n∏
i=1

h(ki) (3.161)

Then

ξ(n+1)(k, k1, ..., kn) = 1√
n+ 1

ξ(n)(k1, ..., kn)h(k) (3.162)

and by using 〈ξ|ξ〉 = 1, i.e. ∑∞n=0
∫

d3k1...d3kn|ξ(n)(k1, ..., kn)|2, we get

〈ξ|ϕt(x) |ξ〉 = 1
(2π) 3

2

∫
d3kγk

[
h(k)eik·x−iωkt + c.c.

] ∞∑
n=0

∫
d3k1...d3kn|ξ(n)(k1, ..., kn)|2︸ ︷︷ ︸

=1

= 1
(2π) 3

2

∫
d3kγk

[
h(k)eik·x−iωkt + h(k)e−ik·x+iωkt

]
(3.163)

Remark: In order to state the following theorem, we introduce a notation to denote
the cutoff function. Let A be a integral operator, then by writing Aκ,Λ, we denote the
same integral operator but with a cutoff function fΛ

κ

Hence we can state the following theorem

Theorem 3.4.2 Let f = fΛ
κ be a cutoff function, such that all the expectation values

are well-defined. Then

lim
t0→−∞

〈ξt0|U(t0, t)ϕκ,Λ0 (x)U(t, t0) |ξt0〉 = lim
t0→−∞

〈ξt0|ϕ
κ,Λ
t−t0(x) |ξt0〉+ Φκ,Λ

Yukawa(x) (3.164)

where U(t0, t) is the full time evolution operator and |ξt0〉 is the initial data at t0 → −∞
and

Φκ,Λ
Yukawa(x) := − λ

(2π)3

∫
d3k |f

Λ
κ (k2)|2
2ω2

k

(
eik·x + e−ik·x

)
(3.165)
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Further, suppose |ξt0〉 ∈ F is a product state in the Fock space with amplitudes

ξ
(n)
t0 (k1, ..., kn) = 1√

n!

n∏
i=1

h(ki) ∀n ∈ N (3.166)

with h : R3 → C and let one of the following be true:

1. The cutoff function has compact support, i.e. fΛ
κ ∈ C∞0 (R3) and let h ∈ C2(R3)

2. Let fΛ
1
Λ
be an arbitrary cutoff function and let h,∇h,∆h ∈ L2(R3). Suppose we

can find k0 > 0 and ε > 0, such that

|h(k)| ≤ |k|−3−ε ∀k ∈ {k ∈ R3 : |k| ≥ k0} (3.167)

Then the initial data vanishes, for any Λ > κ > 0

lim
t0→−∞

〈ξt0|ϕ
κ,Λ
t−t0(x) |ξt0〉 = 0 ∀x ∈ R3 (3.168)

Further, in the second case

lim
Λ→∞

lim
t0→−∞

〈ξt0|ϕ
1
Λ ,Λ
t−t0(x) |ξt0〉 = 0 ∀x ∈ R3 (3.169)

Remark: This means the initial data has only a contribution to the free field and for
h(k) decaying fast enough, even this term vanishes. This is similar to the classical case,
i.e. the Liénard-Wiechert fields.

Previously, we shown the weak convergence of UI(t, t0) to Tf for t0 → −∞ holds even
without a cutoff function for exactly the conditions on the meson states in the Fock
space, we have found in the theorem above.
Note that, in principle the Hamiltonian is only defined on the D(H). Nevertheless, the
theorem above holds even for a bigger subset of H, defined by the conditions in the
theorem. This is no contradiction, since Stones theorem tells us that U(t, t0) is defined
on the whole Hilbert space.

Physically, this theorem tells us that we can start with any field (which fulfills our
conditions) and the system converges into the ground state.

Proof: We have already proved the first part of the theorem before. Either f ∈ C∞0 (R3)
or the conditions on h guarantees the weak convergence of UI(t, t0) in the limit t0 → −∞.
The proof of the second part goes very similar to the one for the Liénard-Wiechert fields,
which we have done in the introduction.
Let us make the following definition

At(x) := 1
(2π) 3

2

∫
d3k |f(k2)|√

2ωk
h(k)eik·x−iωk(t−t0) (3.170)
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Assume that |ξt0〉 is a product state, then we know

| 〈ξt0|ϕt−t0(x) |ξt0〉 | = |At(x) + At(x)| ≤ 2|At(x)| (3.171)

Therefore, we have to estimate At(x) similarly as we have done it in the introduction
for the LWFs.
It is easy to check that for µ = 0, At(x) fulfills the homogeneous wave equation, i.e.

�At(x) = 0 (3.172)

Similar to the calculation we have done in the introduction, we know that a solution of
the homogeneous wave equation can be written as

At(x) =
(
Gt−t0 ? Ȧt0

)
(x) + ∂t (Gt−t0 ? At0) (x) (3.173)

where ? denotes the convolution and Gt is the fundamental propagator defined in the
introduction, i.e.

Gt(x) = 1
4π|t| [δ(|x| − t) + δ(|x|+ t)] (3.174)

From the definition of At(x), we get the boundary conditions

At0(x) = 1
(2π) 3

2

∫
d3k |f(k2)|2√

2ωk
h(k)eik·x

Ȧt0(x) = 1
(2π) 3

2

∫
d3k−i|f(k2)|2√ωk√

2
h(k)eik·x (3.175)

Then we can estimate At(x) by estimating both terms individually

∂t (Gt−t0 ? At0) (x)

= ∂t

{
1

4π|t− t0|

∫
3dy [δ(|x| − t+ t0) + δ(|x|+ t− t0)]At0(x− y)

}

= ∂t

{
1

4π|t− t0|

∫
dΩ

∫ ∞
0

d|y||y|2 [δ(|x| − t+ t0) + δ(|x|+ t− t0)]At0(x− y)
}

= ∂t

{
|t− t0|

4π

∫
dΩ [At0(x− |t− t0|er) + At0(x+ |t− t0|er)]

}

= ∂t

{
|t− t0|

2π

∫
dΩAt0(x− |t− t0|er)

}

= ∂t

{
|t− t0|

2π

∫
∂B1(x)

dΩAt0(|t− t0|er)
}

= 1
2π

∫
∂B1(x)

dΩ
{
±At0(|t− t0|er) + |t− t0|Ȧt0(|t− t0|er)

}
(3.176)
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where er is the unit vector in r direction, dΩ is the angular measure in spherical coordi-
nates and ∂B1(x) is the unit sphere around x ∈ R3.
Analogously for the other term

|At(x)| =
∣∣∣∣∣ 1
2π

∫
∂B1(x)

dΩ
{
±At0(|t− t0|er) + 2|t− t0|Ȧt0(|t− t0|er)

} ∣∣∣∣∣
≤ 1

2π

∫
∂B1(x)

dΩ
{
|At0(|t− t0|er)|+ 2|t− t0||Ȧt0(|t− t0|er)|

}
(3.177)

The integral
∫
∂B1(x) dΩ is of order one. Therefore it suffices to show that

|At0(|t− t0|er)|+ 2|t− t0||Ȧt0(|t− t0|er)| → 0 as t0 → −∞ (3.178)

This can be reformulated by the following

|At0(x)|+ 2|x||Ȧt0(x)| → 0 as ∀x ∈ R3 and |x| → 0 (3.179)

Now we have to estimate both terms from above. We know

At0(x) = 1
(2π) 3

2

∫
d3kγkh(k)eik·x

Ȧt0(x) = −i
(2π) 3

2

∫
d3kγkωkh(k)eik·x (3.180)

We will use a similar trick as we have done before

∇ke
ik·x = ixeik·x (3.181)

⇒∆ke
ik·x = −x2eik·x (3.182)

Then by using the first Green’s identity, we obtain

At0(x) = 1
(2π) 3

2

∫
d3kγkh(k)eik·x

= −1
(2π) 3

2x2

∫
d3kγkh(k)∆ke

ik·x

= boundary term︸ ︷︷ ︸
=0

+ 1
(2π) 3

2x2

∫
d3k∇k (γkh(k)) · ∇ke

ik·x

= i

(2π) 3
2x2

x ·
∫

d3keik·x∇k (γkh(k)) (3.183)

The boundary term vanishes since the field decays for large momenta. In order to be
able to use Green’s identity, we need γkh(k) to be continuously differentiable. This is
guaranteed by each of the two conditions in theorem.
Using |a · b| = |a||b| cos θ ≤ |a||b| and the triangle inequality, we get

|At0(x)| ≤ 1
(2π) 3

2 |x|

∫
d3k|∇k (γkh(k)) | (3.184)
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In the case of a cutoff, we have that ∇k (γkh(k)) ∈ C∞0 has compact support and hence
the statement is trivial. In the case without an cutoff, we use the assumption that h(k)
has no singularities and there is a k0 > 0 and ε > 0, such that

|h(k)| ≤ |k|−3−ε ∀k ∈ {k ∈ R3 : |k| ≥ k0} (3.185)

Then without a cutoff, i.e. f(k2) = 1, we have for large momenta

γk ∼ |k|−
1
2

⇒ |∇k (γkh(k)) | ∼ ∇k|k|−
1
2 |k|−3−ε ∼ |k|−

9
2−ε (3.186)

Hence in the ultraviolet regime the integral behaves like∫
d3k|∇k (γkh(k)) | ∼

∫ ∞
k0

d|k||k|− 5
2−ε <∞ (3.187)

In the infrared regime there is also no divergence, therefore the whole integral is finite.
So we end up with

|At0(x)| ≤ const. · 1
|x|

(3.188)

Now, we want to estimate the second term. In order to do this, we again apply the first
Greens identity and after that just the integration by parts formula for vector fields.
Again we can argue that in both formulas the boundary terms vanish. Then

Ȧt0(x) = −i
(2π) 3

2

∫
d3kγkωkh(k)eik·x

= i

(2π) 3
2x2

∫
d3kγkωkh(k)∆ke

ik·x

= boundary term︸ ︷︷ ︸
=0

+ −i
(2π) 3

2x2

∫
d3k∇k (γkωkh(k)) · ∇ke

ik·x

= boundary term︸ ︷︷ ︸
=0

+ i

(2π) 3
2x2

∫
d3keik·x∆k (γkωkh(k)) (3.189)

In order to use this fromula, we need γkωkh(k) to be twice continuously differentiable.
This is guaranteed by each of the two conditions in theorem.
The triangle inequality yields

|x||Ȧt0(x)| ≤ 1
(2π) 3

2 |x|

∫
d3k|∆k (γkωkh(k)) | (3.190)

Analogously as before, we can show that the integral is finite: If we have a cutoff, the
statement is again trivial, since ∆k (γkωkh(k)) has compact support and in the other
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case we can use the assumption. Then by assumption there is no infrared divergence
and for large momenta we know

γkωkh(k) ∼ |k|− 1
2 |k||k|−3−ε = |k|− 5

2−ε

⇒ |∆k (γkh(k)) | ∼ |k|− 9
2−ε (3.191)

Hence the integral is again finite and we get

|x||Ȧt0(x)| ≤ const.′ · 1
|x|

(3.192)

Together with (3.190) this proves (3.179) and hence the claim. �

Remark: Since, we only consider elements in the Fock space, we have h ∈ L2(R3), fur-
ther, we used that also ∇h,∆h ∈ L2(R3) should hold. We know that a square integrable
function whose derivative is also square integrable must decay in its argument. We can
also say that h(k) has to decay faster than 1

|k|
3
2
, since ‖h‖2 < ∞ must hold. Basically,

this condition suffices to show that the initial field vanishes, but without a cutoff, we
need a stronger condition in order to show the convergence for t0 → −∞. The theorem
tells us that in this QFT model the initial data vanishes in any case. This seems a little
bit surprising, since in classical electrodynamics, the initial field only vanishes if the they
decay is space, at least a little bit, but the decay is already implemented in the fact that
we are only using square integrable functions.
For any element of the Hilbert space, which fulfills the condition for the weak conver-
gence without a cutoff, we can show by a Paley-Wiener argument that h(x) is decaying
arbitrary fast in x. Hence it is a Schwarz function.

|h(x)| =
∣∣∣ ∫ d3ke−ik·xh(k)

∣∣∣ ∼ ∣∣∣ ∫ d|k|e−i|k||x||k|2−3−ε
∣∣∣ ∼ 1
|x|n

∫
d|k||k|2−3−n−ε︸ ︷︷ ︸
<∞∀n∈N

(3.193)

Similar, the free field is a Schwarz function.

3.5 Dressed vacuum state
One could ask the question, how many photons we need in order to dress the vacuum
|0〉 with its appropriate field. Or in other words, what is the expectation value of the
number operator N̂ :=

∫
dka∗kak in the dressed vacuum state

∣∣∣Ψ(gs)
〉

:= Df |0〉. The
following theorem will tell us that in the case of a massless field, we need infinitely many
photons. This should not be too surprising, since we already know that

∣∣∣Ψ(gs)
〉
and |0〉

do not live in the same Fock space. The fact that we need infinitely many photon in
order to dress the vacuum with its field is exactly the reason for this.

Theorem 3.5.1 Let N̂ be the number operator and
∣∣∣Ψ(gs)

〉
the dressed vacuum state.

Further let µ > 0, then 〈
Ψ(gs)

∣∣∣ N̂ ∣∣∣Ψ(gs)
〉

=∞ (3.194)



Chapter 3. Interaction between a scalar field and a spinless fermion 51

Proof: The proof is just a calculation and using the fact that we know how ak and Df

commute and then that the dressed vacuum state is normalized (at least in the new Fock
space) 〈

Ψ(gs)
∣∣∣ N̂ ∣∣∣Ψ(gs)

〉
=
∫

d3k 〈0|D∗fa∗kakDf |0〉

=
∫

d3k 〈0|
[
D∗f , a

∗
k

]
[ak, Df ] |0〉

= λ2

(2π)3

∫
d3k γ

2
k

ω2
k

〈0|D∗fDf |0〉︸ ︷︷ ︸
=1(normalization)

= λ2

(2π)3

∫
d3k 1

2ω3
k

(3.195)

Transforming to spherical coordinates yields〈
Ψ(gs)

∣∣∣ N̂ ∣∣∣Ψ(gs)
〉

= λ2

(2π)2

∫ ∞
0

d|k| |k|2

(|k|2 + µ2) 3
2
→∞ (3.196)

�

Remark: Note that in the limit of a massless field, i.e. µ → 0, there is not only a
ultraviolet divergence, which we somehow have to accept, since it is already there in
classical physics, but in this case the integral (3.196) is also divergent in the infrared
regime. We have already discussed the origin of the infrared divergence. The theorem
above indicates that the divergence in the infrared regime causes the fact that the dressed
vacuum state is not in the same Fock space than the vacuum state.

3.6 Charge with constant velocity
In the model discussed in the previous chapter, we looked at a nucleon (charge) at a
fixed point, i.e. the particle is not able to move. In this chapter we will generalize this
constraint a little bit by allowing the charge to move along a given classical trajectory.
In particular, we consider a charge moving on a straight line with constant velocity v.
This is of course still a pretty big simplification, since we only consider a classical mo-
tion and even here just the simplest motion one could image. Actually, we would like
to describe a charge, which moves according to a quantum mechanical equation. In this
case x would be an operator and this would complicate the calculations a lot. However,
we proceed step by step and hence we start with examining this "easy" case.

Actually, the difference to our first model is not too big. Basically, the step from a
charge at a fixed point to a charge with constant velocity is just a change of the refer-
ence frame and hence the results stay pretty much the same. This change of the reference
frame can be described by a Lorentz boost with constant velocity v , which we denote
by Λv.

x→ x′ = x− vt (3.197)
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Then the fields are just the Lorentz transformation of the fields we had before, i.e.

Ψ(x)→ Ψ(x′) = Ψ(Λ−1
v x) (3.198)

Despite nothing really new is happening in this chapter, we can still show a nice theorem,
which shows us that we need to change the Fock space.
Again, we would like to have a dressing operator similar to the one in the chapter before.
This can be done relatively easily by just doing the same derivation as in the v = 0 case.
One ends up with the following expression for the evolution operator

U v
I (t, t0)

=
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3x1...d3xnΨ∗(x1)Ψ(x1)...Ψ∗(xn)Ψ(xn)

∫
d3k1...d3kn

γk1

ω′k1

...
γkn
ω′kn

×
[(
ak1e

−iω′k1
t+ik1·x1 − a∗k1e

iω′k1
t−ik1·x1

)
−
(
ak1e

−iω′k1
t0+ik1·x1 − a∗k1e

iω′k1
t0−ik1·x1

)]
...

×
[(
akne

−iω′kn t+ikn·xn − a∗kne
iω′kn t−ikn·xn

)
−
(
akne

−iω′kn t0+ikn·xn − a∗kne
iω′kn t0−ikn·xn

)]
(3.199)

where ω′k := ωk − k · v.
Similarly to the static case, we could show that the terms including t0 are vanishing in
the limit t0 → −∞. Hence

Definition:

T vf := lim
t0→−∞

U v
I (t, t0) (3.200)

is the dressing operator, which we have already defined in the previous chapter boosted
with a constant velocity v. Similar as in the case v = 0 one can show that

T vf := exp
{

λ

(2π) 3
2

∫
d3xΨ∗(x)Ψ(x)

∫
d3k γk

ωk − k · v
(
ake

ik·x−iω′kt − a∗ke−ik·x+iω′kt
)}
(3.201)

Nevertheless, in this chapter we are not interested in the dynamics of the nucleons, since
the have a fixed path with v = const. We choose the coordinate system, such that at
t = 0, the particle is at x = 0. Then the corresponding dressing operator looks like the
following:

Dv
f := exp

{
λ

(2π) 3
2

∫
d3k γk

ωk − k · v
(ak − a∗k)

}
(3.202)

This means we get the same results as we had before, except we have to replace

ωk → ω′k := ωk − v · k (3.203)
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everywhere in the dressing operator. Then the field looks like the following

Φ(v)(x) = − λ

(2π)3

∫
d3k γ2

k

ωk − v · k
(
eik·x + e−ik·x

)
(3.204)

Later, we will show that this is a boosted Coulomb potential and thus the result fits well
into our intuition. Similarly, as in the static case, there might be situations, where the
dressing operator maps into a different Fock space.
We can construct the following Fock space, similar to the previous chapter:

Definition: Let |0〉v be the "new" vacuum state, i.e. the no meson state belonging to
the "new" annihilation operator

cvk := ak −
λ

(2π) 3
2

γk
ωk − k · v

(3.205)

and

cvk |0〉v = 0 (3.206)

Then, we can proof the following Lemma:

Lemma 3.6.1 Let f = fΛ
κ ∈ C∞0 (R3) be an appropriate cutoff function, then

|0〉v = Dv
f |0〉 (3.207)

We call |0〉v the dressed vacuum state boosted with velocity v.

Proof: Use

ak (ak′ − a∗k′) = (ak′ − a∗k′) ak + δ(3)(k − k′) (3.208)

and obtain

akD
v
f |0〉

=
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3k1...d3kn

γk1

ωk1 − k1 · v
...

γkn
ωkn − kn · v

ak
(
ak1 − a∗k1

)
...
(
akn − a∗kn

)
|0〉

=
∞∑
n=0

λn

n!(2π) 3n
2

∫
d3k1...d3kn

γk1

ωk1 − k1 · v
...

γkn
ωkn − kn · v

(
ak1 − a∗k1

)
ak...

(
akn − a∗kn

)
|0〉

+
∞∑
n=1

λn

n!(2π) 3n
2

γk
ωk − k · v

∫
d3k2...d3kn

γk2

ωk2 − k2 · v
...

γkn
ωkn − kn · v

(
ak2 − a∗k2

)
...
(
akn − a∗kn

)
|0〉

= ...

= 0 +
∞∑
n=1

nλn

n!(2π) 3n
2

γk
ωk − k · v

∫
d3k1...d3kn−1

γk1

ωk1 − k1 · v
...

γkn−1

ωkn−1 − kn−1 · v
(
ak1 − a∗k1

)
...(

akn−1 − a∗kn−1

)
|0〉

= λ

(2π) 3
2

γk
ωk − k · v

Dv
f |0〉 (3.209)
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Hence

0 =
[
ak −

λ

(2π) 3
2

γk
ωk − k · v

]
Dv
f |0〉 = cvkD

v
f |0〉 = cvk |0〉v (3.210)

�

Then, the Fock space in this setting can be constructed like the following

Definition: F|0〉v is the Fock space with the dressed vacuum state |0〉v and annihila-
tion/creation operators cvk, cv∗k . The rest is defined as before.

Then we can state the following theorem:

Theorem 3.6.2 Let f = fΛ ∈ C∞0 (R3) be an ultraviolet cutoff and let the meson field
be massless, i.e. µ = 0. Then |0〉v /∈ F|0〉

Lemma 3.6.3 Let v < 1 and f = fΛ
κ ∈ C∞0 (R3) be an appropriate cutoff function, then

|0〉v = Dv
f |0〉 = 1

Z

∞∑
n=0

1
n!

n∏
i=1

∫
d3ki

γki
ωki − ki · v

a∗ki |0〉 (3.211)

where Z is just the normalization.

Proof: We can do the following ansatz:

|0〉v =
∞∑
n=0

1√
n!

∫
d3k1...d3knu

(n)
v (k1, ..., kn)a∗k1 ...a

∗
kn |0〉 (3.212)

together with

cvk |0〉v =
[
ak −

λ

(2π) 3
2

γk
ωk − k · v

]
|0〉v = 0 (3.213)

this gives

√
n+ 1u(n+1)

v (k, k1, ..., kn) = λ

(2π) 3
2

γk
ωk − k · v

u(n)
v (k1, ..., kn) (3.214)

whence

u(n)
v (k1, ..., kn) = 1√

n!

n∏
i=1

[
λ

(2π) 3
2

γki
ωki − ki · v

]
u(0)
v (3.215)

�
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Proof of the Theorem: (Theorem 3.6.2) We will prove the theorem by contradiction.
Assume that |0〉v ∈ F|0〉, then there is a normalization constant C := 〈0|v |0〉v <∞. Let
us just calculate with the help of the preceding lemma

C := 〈0|v |0〉v =
∞∑
n=0

∫
d3k1...d3kn|u(n)

v (k1, ..., kn)|2

= |u(0)
v |2

∞∑
n=0

λ2n

n!(2π)3n

n∏
i=1

∫
d3ki

γ2
ki

(ωki − ki · v)2

= |u(0)
v |2

∞∑
n=0

λ2n

n!(2π)3n

n∏
i=1

2π
∫ 1

−1
dzi

1
(1− |v|zi)2

∫ Λ

κ
d|ki|

1
|ki|

(3.216)

In the last step, we have used that the meson mass is zero µ = 0. If we remove the
infrared cutoff, i.e. κ → 0, then the

∫
d|ki| integral is logarithmically divergent in the

infrared regime. This is a contradiction to the assumption. �

Remark: One could ask, why we just worry about the infrared divergence and still
allow an ultraviolet cutoff. The answer is that the ultraviolet divergence already arises
in the classical computations. It comes from the fact that we consider point-particles
and hence the self-interaction term evaluates the field exactly at its divergent point.
This means, we kind of have to accept the ultraviolet divergence, whenever considering
an interacting model of point-particles.
However, the infrared divergence is a new type of divergence. On the one hand, there
is the Fock space description, i.e. every state, we consider, has to be square integrable.
This arises from the fact that in quantum mechanics one interprets the square of the
wave function |ψ|2 as a probability density and thus, in order to make sense out of this
interpretation, we need

∫
|ψ|2 = 1, or in other words, we need ψ to be square integrable.

On the other hand, there are Maxwell equations and they allow more solutions than
just the ones, we can fit into one Fock space. Hence, if we try to combine these two
theories, it is clear that one Fock space is not enough to describe everything. It seems
reasonable that evolving an element of a Fock space over an infinitely long time period,
the resulting state might be in another Fock space. This is exactly the situation, which
is described by the theorem above.
One could say that the infrared divergence is a homemade problem and it can be solved
by changing the Fock space appropriately at every time step. There are already some
good results on such a change of the Fock space, for example by A. Pizzo in [11] and
[12].
This representational problem already came along in this work earlier, but here it is the
point, where it can be fully understood.

So far, we have seen that, without a infrared cutoff and in the massless case, the operator
Dv
f can not be an unitary transformation between the two Fock spaces F|0〉 and F|0〉v

(v 6= 0), where |0〉 is the vacuum state, annihilated by ak and |0〉v is the dressed vacuum
state, defined above. In the following, we will show that the same holds for the two Fock
spaces F|0〉v and F|0〉v′ (v 6= v′).
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Nevertheless, there is a natural candidate for such an operator and in certain situa-
tion, it is also well-defined. Remember the dressing operator in the static case (and for
x = 0)

Df := exp
{

λ

(2π) 3
2

∫
d3k γk

ωk
(ak − a∗k)

}
(3.217)

transforming from F|0〉 to FDf |0〉. In this situation, the relation between the correspond-
ing creation-/annihilation operators was

bk = ak −
λ

(2π) 3
2

γk
ωk

(3.218)

namely just a shift by − λ

(2π)
3
2

γk
ωk
. Looking at Df one can see that the amplitudes of the

modes in Df are determined by the "shift" of the annihilation operators.
Similarly, we observe that

cv
′

k = ak −
λ

(2π) 3
2

γk
ωk − k · v′

= ak −
λ

(2π) 3
2

γk
ωk − k · v

+ λ

(2π) 3
2

γk
ωk − k · v

− λ

(2π) 3
2

γk
ωk − k · v′

= cvk + λ

(2π) 3
2

γk
ωk − k · v

− λ

(2π) 3
2

γk
ωk − k · v′

(3.219)

and hence we can construct the following transformation:

Definition: Let one of the following conditions hold

• µ 6= 0 and f = fΛ be an appropriate ultraviolet cutoff

• µ = 0 and f = fΛ
κ with κ > 0

then we define the following bounded transformation operator

Lv→v′ : F|0〉v → F|0〉v′

|Φ〉 → Lv→v′ |Φ〉 = exp
{

λ

(2π) 3
2

∫
d3kγk

( 1
ωk − k · v′

− 1
ωk − k · v

)
(ak − a∗k)

}
|Φ〉

(3.220)

Remark: Lv→v′ is well defined, since for µ 6= 0 and f being an appropriate ultraviolet
cutoff or also for µ = 0 and f being an infrared and ultraviolet cutoff, we have∫

d3kγ2
k

∣∣∣∣ 1
ωk − k · v

− 1
ωk − k · v′

∣∣∣∣2 <∞ (3.221)

and therefore this operator is bounded and hence it can be unitarily implemented on
the Fock space.
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Theorem 3.6.4 Let µ = 0 and f = fΛ be an ultraviolet cutoff. Further, let F|0〉v
and F|0〉v′ be two Fock spaces with the dressed vacuum states |0〉v, |0〉v′ and creation-
/annihilation operators cv∗k , cvk and cv′∗k , cv

′
k , which have been defined before.

Then, for any v, v′ ∈ R3 with v 6= v′, the following operator

Lv→v′ = exp
{

λ

(2π) 3
2

∫
d3kγk

( 1
ωk − k · v′

− 1
ωk − k · v

)
(ak − a∗k)

}
(3.222)

(defined before) is the natural candidate for an unitary transformation between the two
Fock spaces, but in this setting it is not unitary.

Proof: The proof is pretty simple after all the work we have already done.
If Lv→v′ wants to have a chance to be bounded, it clearly has to fulfill the following
condition: ∫

d3kγ2
k

∣∣∣∣ 1
ωk − k · v

− 1
ωk − k · v′

∣∣∣∣2 <∞ (3.223)

Therefore, let us just calculate at first for µ = 0, i.e. ωk = |k|∫
d3kγ2

k

∣∣∣∣ 1
ωk − k · v

− 1
ωk − k · v′

∣∣∣∣2
=
∫

d3k |f
Λ
κ (k2)|2
2|k|3

∣∣∣∣∣ 1
(1− |v| cos θ1) −

1
(1− |v′| cos θ2)

∣∣∣∣∣
2

=
∫ Λ

κ
d|k| 1

2|k|

∫ 2π

0
dϕ

∫ π

0
dθ sin θ (|v| cos θ1 − |v′| cos θ2)2

(1− |v| cos θ1)2(1− |v′| cos θ2)2︸ ︷︷ ︸
:=A(v,v′)

(3.224)

where θ1 is the angle between v and k and θ2 is the angle between v′ and k respectively.

Now, we can easily see that for v = v′ A(v, v′) = 0 and hence the whole integral is
zero, but for v 6= v′, we obatin A(v, v′) = const. 6= 0 that means without an infrared
cutoff, the integral is logarithmically divergent, i.e. Lv→v′ has no chance to be bounded
and therefore it is not unitary. �

Remark: In other words, the theorem tells us that the transformation, we would like
to have, Lv→v′ can not be unitarily implemented on a Fock space.
Here we can see again that the infrared divergence shows us the fact that there are
not enough states in one Fock space in order to describe all solutions of the Maxwell
equations. in particular, even two massless charges with different velocities cannot be
described in the same Fock space, if we do not allow for an infrared cutoff.

Remark: There is a little inconsistency in the notation, we have used here. Writing

Lv→v′ = exp
{

λ

(2π) 3
2

∫
d3kγk

( 1
ωk − k · v

− 1
ωk − k · v′

)
(ak − a∗k)

}
(3.225)
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then Lv→v′ is expressed in the Fock space F|0〉, but the theorem above tells us that for
µ 6= 0 and v 6= v′ the Fock spaces F|0〉, F|0〉v and F|0〉v′ are not even unitary equivalent.
Thus, the expression above is kind of formal. What we really mean is, the transformation
from F|0〉v into F|0〉v′ . This transformation is defined by

Lv→v′ : F|0〉v → F|0〉v′ (3.226)

cvk → cv
′

k + λ

(2π) 3
2

γk
ωk − k · v′

− λ

(2π) 3
2

γk
ωk − k · v

(3.227)

|0〉v → |0〉v′ (3.228)

Theorem 3.6.5 Let f = fΛ
κ ∈ C∞0 (R3) be an appropriate cutoff function, in particular,

for µ = 0, we need an infrared cutoff, i.e. κ > 0.
Then, similarly as in the v = 0 case, we find for the time evolved expectation value of
the field

lim
t0→−∞

〈ξt0|U(t0, t)ϕ0(x)U(t, t0) |ξt0〉 = lim
t0→−∞

〈ξt0 |ϕt−t0(x) |ξt0〉︸ ︷︷ ︸
free field

+Φ(v)(x) (3.229)

with

Φ(v)(t, x) = − λ

(2π)3

∫
d3k γ2

k

ωk − k · v
(
eik·(x−vt) + e−ik·(x−vt)

)
(3.230)

The free field part vanishes for the same conditions as in the static case.

Proof: The proof goes exactly as for the v = 0 case. �

Remark: The first term is again just the free field, and it vanishes for the same condi-
tions as in the v = 0 case. Only the second term differs from the v = 0 case, hence it
needs further examination and we need to find an connection to classical physics.

Lemma 3.6.6

Φ(v)(t, x) = − λ

(2π)3

∫
d3k |f(k2)|2

2 (ω2
k − (k · v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
(3.231)

Proof:

Φ(v)(t, x) =− λ

(2π)3

∫
d3k γ2

k

ωk − k · v
(
eik·(x−vt) + e−ik·(x−vt)

)
=− λ

(2π)3

∫
d3k |f(k2)|2

2ωk (ωk − k · v)
(
eik·(x−vt) + e−ik·(x−vt)

)
=− λ

(2π)3

∫
d3k |f(k2)|2 (ωk + k · v)

2ωk (ω2
k − (k · v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
=− λ

(2π)3

∫
d3k |f(k2)|2

2 (ω2
k − (k · v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
− λ

(2π)3

∫
d3k |f(k2)|2 (k · v)

2ωk (ω2
k − (k · v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
(3.232)
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It remains to show that the second integral vanishes. This can be done by a symmetry
argument. Note that the integrant is odd for the substitution k → −k:∫

d3k f(k2)(k·v)
2ωk(ω2

k
−(k·v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
= −

∫
d3k f(k2)(k·v)

2ωk(ω2
k
−(k·v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
and hence, we conclude∫

d3k f(k2)(k·v)
2ωk(ω2

k
−(k·v)2)

(
eik·(x−vt) + e−ik·(x−vt)

)
= 0. This completes the proof. �

Theorem 3.6.7 In the limit f → 1, Φ(v) solves the inhomogeneous wave equation with
a delta source at the position of the nucleon, i.e.(

� + µ2
)

Φ(v) = λδ(3)(x− vt) (3.233)

Remark: This is exactly the equation a classical field would fulfill, if we assume that
the photon has mass µ and the charge moves along the trajectory q(t) = vt. Hence the
expectation value of the field in our model exactly agrees with Maxwell theory.

Proof: We will prove the statement in the following way: First we find a solution for(
� + µ2

)
ϕ(t, x) = λδ(3)(x− vt) (3.234)

and then we will see that it agrees with Φ(v). This we will do with the Greens function
technique. The Greens function G(t, x) for this problem solves(

� + µ2
)
G(t, x) = δ(t)δ(3)(x) (3.235)

Then, the solution can be calculated by

ϕ(t, x) =
∫

d4yG(t− y0, x− y)f(y0, y) = (G ? f) (t, x) (3.236)

with f(t, x) = λδ(3)(x − vt). Note that here ? denotes a four-convolution. Define the
Fourier transform in Minkowski spaceM by

g(x0, x) = 1
(2π)4

∫
dk0

∫
d3keik0t−ik·xĝ(k0, k) (3.237)

ĝ(k0, k) =
∫

dx0
∫

d3xe−ik0t+ik·xg(x0, x) (3.238)

where g is a function with arguments (x0, x) ∈ M and ĝ is its Fourier transform. Note
that we have chosen the metric to be ηµν = diag(1,−1,−1,−1).
Then

ϕ(t, x) = 1
(2π)2

∫
dk0

∫
d3keik0t−ik·x ̂(G ? f)(k0, k) (3.239)

From the convolution theorem we know that

̂(G ? f)(k0, k) = Ĝ(k0, k)f̂(k0, k) (3.240)
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Hence

ϕ(t, x) = 1
(2π)4

∫
dk0

∫
d3keik0t−ik·xĜ(k0, k)f̂(k0, k) (3.241)

The Fourier components of the Greens function are given by

Ĝ(k0, k) = 1
−(k0)2 + k2 + µ2 (3.242)

and

f̂(k0, k) =
∫

dx0
∫

d3xe−ik0x0+ik·xf(x0, x)

= λ
∫

dx0
∫

d3xe−ik0x0+ik·xδ(3)(x− vx0)

= λ
∫

dx0eix
0(k·v−k0)

= 2πλδ(k · v − k0) (3.243)

Then

ϕ(t, x) = λ

(2π)3

∫
dk0

∫
d3keik0t−ik·x 1

−(k0)2 + k2 + µ2 δ(k · v − k
0)

= λ

(2π)3

∫
d3keik·vt−ik·x 1

ω2
k − (k · v)2 (3.244)

By symmetry, we can show that Then

ϕ(t, x) = λ

(2π)3

∫
d3ke−ik·vt+ik·x 1

ω2
k − (k · v)2 (3.245)

is a solution as well. This proves the claim. �

3.7 Conclusion
The main result of this chapter is the calculation of the second-quantized field in this
particular model. We found that considering a given classical trajectory, the field is just
the same as the classical field. In addition to that, there is a free field, which solves
the homogeneous wave equation. In this semi-classical model, all quantum effects are
encoded in the free field. However, similar as in the classical case, given some initial
data at t0, the free field vanishes in the limit t0 → −∞ for certain conditions.



4 Interaction between a scalar field
and a spinless fermion field with a
quantum mechanical motion

This chapter examines the same model as in the previous chapter, but now we drop the
restriction of the nucleus being fixed at a point. Instead, we want the dynamics of the
nucleon to be determined by a quantum mechanical equation. We still consider only one
free fermion coupled to the scalar meson field and we assume the nucleon velocity to be
in a non-relativistic regime. The Hamiltonian looks like the following:

H = Hkin +H0 + V (4.1)

Hkin = p̂2

2m0
(4.2)

H0 =
∫

d3kωka∗kak (4.3)

V = λ

(2π) 3
2

∫
d3kγk(akeik·x̂ + a∗ke

−ik·x̂) (4.4)

with everything else defined as before. The only difference is the additional Hkin term,
which gives the dynamics of the (free) fermion and that x̂ :=

(
x̂1 x̂2 x̂3

)T
and p̂ :=(

p̂1 p̂2 p̂3
)T

are now operators and not only numbers. This notation is a little bit
inconsistent, since x̂, p̂ and also ak, a∗k are operators and we denote some of them with
a hat and the other ones not. We will still stick to this notation, because it makes clear
that x̂ and p̂, which where just number in the old model are operator now.
Note that ak, a∗k fulfill the usual commutation relations

[ak, a∗k′ ] = δ(3)(k − k′) (4.5)
[a∗k, a∗k′ ] = 0 (4.6)
[ak, ak′ ] = 0 (4.7)

and

[x̂i, p̂j] = iδij (4.8)

Next, we define this model mathematically
Definition: We call

H := L2(R3,C)⊗F (4.9)
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the Hilbert space of our system, where

F :=
∞⊕
j=0
F j, F0 := C, F j≥1 :=

j⊙
l=1

L2(R3,C, d3k) (4.10)

Hence, an element ψ ∈ H is a sequence of functions
{
ψ(fermion) ⊗ ψ(n)

(meson)

}
on R3+3n

with ‖Ψ‖ < ∞, where ‖·‖ :=
√
〈·|·〉 is the norm induced by the scalar product of H

defined in the following:
Let ψ = ψ(fermion) ⊗ ψ(meson), ξ = ξ(fermion) ⊗ ξ(meson) ∈ H = L2(R3,C) ⊗ F , then the
scalar product of these elements is given by

〈ψ|ξ〉 :=
∞∑
n=0

∫
d3xψ(fermion)(x)ξ(fermion)(x)

∫
d3k1...d3knψ

(n)
(meson)(k1, ..., kn)ξ(n)

(meson)(k1, ..., kn)

(4.11)

where ψ(n)
(meson), ξ

(n)
(meson) are symmetric in their arguments (bosons).

Further, we define the meson annihilation and creation operators ak, a∗k as before

(akψ) := ψ(fermion) ⊗
(
akψ(meson)

)
, (a∗kψ) := ψ(fermion) ⊗

(
a∗kψ(meson)

)
(4.12)

with(
akψ(meson)

)(n)
(k1, ..., kn) :=

√
n+ 1ψ(n+1)

(meson)(k, k1, ..., kn)(
a∗kψ(meson)

)(n)
(k1, ..., kn) := 1√

n

n∑
i=1

δ(3)(k − ki)ψ(n−1)
(meson)(k1, ..., ki−1, ki+1, ..., kn) (4.13)

Hence, for any element |ψ〉 ∈ H, we can write

|ψ〉 = |ψfermion〉 ⊗
∞∑
n=0

1√
n!

∫
d3k1...d3knψ

(n)(k1, ..., kn)a∗k1 ...a
∗
kn |0〉 (4.14)

where |0〉 is the vacuum state of F and 〈0|0〉 = 1. Formally, this is implemented by the
commutation relations mentioned before.
Further, let n be the meson particle number operator defined by

(nψ) := ψ(fermion) ⊗
(
nψ(meson)

)
,

(
nψ(meson)

)(n)
:= nψ

(n)
(meson) (4.15)

on the domain D(n) of all ψ ∈ H, such that
{
nψ(n)

}
are again in H.

Further, the position and the momentum operator just act the fermion part:

(x̂ψ) :=
(
x̂ψ(fermion)

)
⊗ ψ(meson), (p̂ψ) :=

(
p̂ψ(fermion)

)
⊗ ψ(meson) (4.16)

and there are defined in the usual way.

In the following, talking about states in the Hilbert space, we always mean the nor-
malized ones. Everything else is defined as in the previous chapter.
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Then, we write down the following well-defined Hamiltonian

Definition: Let f ∈ C∞0 be a cutoff function, ωk =
√
k2 + µ2 and γk = f(k2)√

2ωk
, then we

define the Hamiltonian by

H : = p̂2

2m0
+
∫

d3kωka∗kak + λ

(2π) 3
2

∫
d3kγk(akeik·x̂ + a∗ke

−ik·x̂) (4.17)

= Hkin +H0 + V (4.18)

The domain of this Hamiltonian is

D(H) = D(Hkin) ∩ D(n) (4.19)

where

• D(Hkin) contains all ψ ∈ H, such that
{
Hkinψ

(n)
}
are again in H

• D(n) contains all ψ ∈ H, such that
{
nψ(n)

}
are again in H

4.1 Time evolution - Dressing operator
Next, we want to find the time evolution operator for this model. In order to find this
operator, we follow a similar procedure as in the previous chapter. First, we calculate
the evolution operator in the interaction picture. Conceptually, this computation is
absolutely analogous to the semi-classical case, but along the way there appear further
difficulties, since x̂ and p̂ do not commute. We know

i∂tUI(t, t0) = V (t)UI(t, t0) (4.20)

with

V (t) = U∗0 (t)V U0(t) (4.21)

Here U0(t) := e−i(Hkin+H0)t defines the free time evolution.
Again, this yields

UI(t, t0) =
∞∑
n=0

1
n!U

(n)
I (t, t0) (4.22)

with

U
(n)
I (t, t0) = (−i)n

∫ t

t0
dt1...dtnT

[
V (t1)...V (tn)

]
(4.23)
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This means we have to calculate V (t):

V (t) = U∗0 (t)V U0(t)
= ei(Hkin+H0)tV e−i(Hkin+H0)t

= eiHkinteiH0tV e−iH0te−iHkint

= eiHkint
λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x̂−iωkt + a∗ke
−ik·x̂+iωkt

)
e−iHkint

= λ

(2π) 3
2

∫
d3kγk

(
ake

iHkinteik·x̂e−iHkinte−iωkt + c.c.
)

(4.24)

In the first step, we have used the Baker-Campbell-Hausdorff formula with [H0, Hkin] = 0
and in the second step, we plugged in the result for eiH0tV e−iH0t, which we have already
computed in the previous chapter. It remains to compute eiHkinteik·x̂e−iHkint. Use that
e−iHkint is an unitary operator, i.e. e−iHkinteiHkint = I. Then

eiHkinteik·x̂e−iHkint =
∞∑
n=0

in

n!e
iHkint(k · x̂)ne−iHkint

=
∞∑
n=0

in

n! e
iHkint(k · x̂)e−iHkint...eiHkint(k · x̂)e−iHkint︸ ︷︷ ︸

n times

=
∞∑
n=0

in

n! (k · x̂(t))n = eik·x̂(t) (4.25)

where

x̂(t) = eiHkintx̂e−iHkint = x̂+ eiHkint
[
x̂, e−iHkint

]
(4.26)

Use [x̂i, F (p̂i)] = i∂p̂iF (p̂i) and e−iHkint = e
−i

p̂21
2m0

t
e
−i

p̂22
2m0

t
e
−i

p̂23
2m0

t in order to get[
x̂(t), e−iHkint

]
= p̂t

m0
e−iHkint (4.27)

Then

x̂(t) = x̂+ p̂t

m0
(4.28)

This yields

V (t) = λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x̂−i(ωk− k·p̂m0
)t + a∗ke

−ik·x̂+i(ωk− k·p̂m0
)t
)

(4.29)

Let us start with computing the first order of UI(t, t0):

U
(1)
I (t, t0) = −i

∫ t

t0
dt1V (t1)

= −i
∫ t

t0
dt1

λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x̂−i(ωk− k·p̂m0
)t + a∗ke

−ik·x̂+i(ωk− k·p̂m0
)t
)

(4.30)
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This is seems to be pretty much the same as in the static case. Nevertheless, performing
the

∫ t
t0

dt1 integration is not as simple, since formally we have to integrate over an
exponential of an operator in this case. We know [x̂i, p̂j] = iδij is a number, hence

[x̂, [x̂, p̂]] = 0 and [p̂, [x̂, p̂]] = 0 (4.31)

Then, by the Baker-Campbell-Hausdorff formula, we know that

e
ik·x̂−i(ωk− k·p̂m0

)t = e−iωkte
i k·p̂
m0

t
eik·x̂e

− 1
2

[
i p̂t
m0

,ik·x̂
]

= e−iωkte
i k·p̂
m0

t
eik·x̂e

− t
2m0

[k·x̂,k·p̂]

= e−iωkte
i k·p̂
m0

t
eik·x̂e

−ik2t
2m0

= e
i

(
k·p̂
m0
−ωk− k2

2m0

)
t
eik·x̂ (4.32)

Hence, we obtain∫
dteik·x̂−i(ωk−

k·p̂
m0

)t = −i
(
k · p̂
m0
− ωk −

k2

2m0

)−1

e
i

(
k·p̂
m0
−ωk− k2

2m0

)
t
eik·x̂ + const.

= −i
(
k · p̂
m0
− ωk −

k2

2m0

)−1

e
ik·x̂−i(ωk− k·p̂m0

)t + const. (4.33)

where

1(
k·p̂
m0
− ωk − k2

2m0

) :=
(
k · p̂
m0
− ωk −

k2

2m0

)−1

(4.34)

is the inverse operator of
(
k·p̂
m0
− ωk − k2

2m0

)
.

Putting everything together, we end up with

U
(1)
I (t, t0) = − λ

(2π) 3
2

∫
d3k γk(

k·p̂
m0
− ωk − k2

2m0

)(akeik·x̂−i(ωk− k·p̂m0
)t − a∗ke

−ik·x̂+i(ωk− k·p̂m0
)t

− akeik·x̂−i(ωk−
k·p̂
m0

)t0 + a∗ke
−ik·x̂+i(ωk− k·p̂m0

)t0
)

(4.35)

Remark: In general, it is not clear, if the inverse of
(
k·p̂
m0
− ωk − k2

2m0

)
exists. In order to

check, if this operator is invertible, it is in principle enough to show that it is non-zero
everywhere (in momentum space). Physically, it is obviously a good assumption that
we restrict ourself to velocities less than the speed of light, i.e. v = |p|

m0
< 1. Then

p · k
m0

= |p|
m0
|k| cos θ < |k| ≤ ωk ≤ ωk + k2

2m0
(4.36)

⇒
(
k · p
m0
− ωk −

k2

2m0

)
< 0 (4.37)

Hence, for velocities below the speed of light, this operator is invertible.
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Similarly to the previous chapter, we can show that for t0 → −∞, U (1)
I (t, t0) weakly

converges to

− λ

(2π) 3
2

∫
d3k γk(

k·p̂
m0
− ωk − k2

2m0

)(akeik·x̂−i(ωk− k·p̂m0
)t − a∗ke

−ik·x̂+i(ωk− k·p̂m0
)t) (4.38)

i.e. in the weak limit all terms containing t0 vanish. We can extend this to all orders.
This yields the dressing operator
Definition:

Df (x̂, t) : = lim
t0→−∞

UI(t, t0)

= exp

− λ

(2π) 3
2

∫
d3k γk(

k·p̂
m0
− ωk − k2

2m0

)(akeik·x̂(t)−iωkt − a∗ke−ik·x̂(t)+iωkt
)
(4.39)

where x̂(t) = x̂+ p̂t
m0

and by lim
t0→−∞

we mean the weak limit.

Remark: In principle, we would have to prove the weak convergence in the definition
above. Though, this proof would be very similar to the one we have done in the previous
chapter. We would not learn something new out of it. Therefore we skip this proof.
Further, note that even though the k2

2m0
looks like a non-relativistic energy, it also ap-

pears, if we consider a relativistic dispersion.

In the following we will need to calculate commutators like [ak, Df (x̂, t)]. Hence, we
state the following
Lemma 4.1.1 Let |ξ〉 , |φ〉 ∈ H. Then

〈ξ| [ak, Df (x̂, t)] |φ〉 = λ

(2π) 3
2
〈ξ|Df (x̂, t)

γk(
k·p̂
m0
− ωk − k2

2m0

)e−ik·x̂(t)+iωkt |φ〉+O(λ2)

(4.40)

Remark: As in the previous chapter, we would like to establish an exact identity for this
commutator. Unfortunately, this is not possible in this situation. We cannot separate
the motion of the charge from the dynamics of the meson field, since it interacts with
each other all the time. This comes from the way we have written down the interaction
term in the Hamiltonian.

In the end, we can still make similar statements as in the previous chapter, but these
statement only hold up to first order. This may still be a good approximation, since the
coupling constant λ is very small. Further, the only effects we are neglecting by doing
so, are radiation back-reaction and similar things. However, the Coulomb field is just
first order in λ anyways. Nevertheless, we are not able to consider for example the loss
of energy of the nucleon due to radiation. These effects are very small though.
In the semi-classical case, this problem did not arise, since there the trajectory of the
particle was given, hence the model did not include effects like back-coupling anyways.
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Proof: Let us define

Z := 1
(2π) 3

2

∫
d3k′ γk′(

k′·p̂
m0
− ωk′ − k′2

2m0

)(ak′eik′·x̂(t)−iωk′ t − a∗k′e−ik
′·x̂(t)+iωk′ t

)
(4.41)

Then, we know for any operator T

D∗f (x̂, t)TDf (x̂, t) = eλZTe−λZ = T + λ

1! [Z, T ] + λ2

2! [Z, [Z, T ]] + ... (4.42)

Now, set T := ak, and calculate

[Z, ak] = 1
(2π) 3

2

∫
d3k′ γk′(

k′·p̂
m0
− ωk′ − k′2

2m0

)([ak′ , ak]eik′·x̂(t)−iωk′ t − [a∗k′ , ak]e−ik
′·x̂(t)+iωk′ t

)

= 1
(2π) 3

2

γk(
k·p̂
m0
− ωk − k2

2m0

)e−ik·x̂(t)+iωkt (4.43)

Then, the equation above reads like

D∗f (x̂, t)akDf (x̂, t) = ak + λ[Z, ak] +O(λ2) (4.44)

On the other hand

D∗f (x̂, t)akDf (x̂, t) = ak +D∗f (x̂, t)[ak, Df (x̂, t)] (4.45)

Use that Df (x̂, t) is unitary and obtain

[ak, Df (x̂, t)] = λ

(2π) 3
2
Df (x̂, t)

γk(
k·p̂
m0
− ωk − k2

2m0

)e−ik·x̂(t)+iωkt +O(λ2) (4.46)

This proves the claim. �

Remark: We would need [Z, [Z, ak]] = 0, for an exact equality in the theorem. In the
following, we get only first order effect, like the emission of free photons. But we neglect
higher order terms and therefore effects like back-coupling straight from beginning.

4.2 Fields and initial data
Again, as in the static case, we would like to know a little bit more about the field,
i.e. we want to calculate the expectation value of the field in the time evolved state
|ξt〉 = lim

t0→−∞
U(t, t0) |ξt0〉, where |ξt0〉 ∈ L2(R3)⊗F is the given initial data at t0 → −∞

and U(t, t0) is the full time evolution from t0 to t. We already know the time evolution
in the interaction picture, therefore we can easily obtain the full time evolution by

U(t, t0) = e−i(H0+Hkin)tUI(t, t0)ei(H0+Hkin)t0 =: U0(t)UI(t, t0)U∗0 (t0) (4.47)



Chapter 4. Interaction between a scalar field and a spinless fermion field with a
quantum mechanical motion 68

Definition:

U0(t) := e−i(H0+Hkin)t (4.48)

is called the free time evolution.

We know that the interaction Hamiltonian looks like

V (t) = λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x̂(t)−iωkt + a∗ke
−ik·x̂(t)+iωkt

)
(4.49)

Therefore we define the following field in the interaction picture

Definition:

ϕ0(x) := 1
(2π) 3

2

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
(4.50)

with x ∈ R3 and

ϕt(x) := U∗0 (t)ϕt(x)U0(t)

= 1
(2π) 3

2

∫
d3kγk

(
ake

ik·x−iωkt + a∗ke
−ik·x+iωkt

)
(4.51)

Theorem 4.2.1 Let f = fΛ
κ be an appropriate cutoff function and

let |ξt0〉 =
∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
∈ L2(R3)⊗F be the initial state at t0 → −∞.

Then

lim
t0→−∞

〈ξt|ϕκ,Λ0 (x) |ξt〉 = lim
t0→−∞

〈ξt0|U(t0, t)ϕκ,Λ0 (x)U(t, t0) |ξt0〉

= lim
t0→−∞

〈
ξ

(F)
t0

∣∣∣ϕκ,Λt−t0(x)
∣∣∣ξ(F)
t0

〉
︸ ︷︷ ︸

free field

+ lim
t0→−∞

〈
ξ

(x)
t0

∣∣∣ Φ̂κ,Λ
t−t0(x)

∣∣∣ξ(x)
t0

〉
(4.52)

with the field operator

Φ̂κ,Λ
t (x) := λ

(2π)3

∫
d3k

(
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)eik·(x−x̂(t)) + c.c.

)
+O(λ2) (4.53)

where c.c. denotes the conjugated.
Further, suppose |ξt0〉 ∈ L2(R3)⊗F is a normalized product state, i.e.

|ξt0〉 =
∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
=
∣∣∣ξ(x)
t0

〉
⊗
∞∑
n=0

1√
n!

n∏
i=1

∫
d3kiξ

(n)
t0 (k1, ..., kn)aki |0〉 (4.54)

with
∣∣∣ξ(x)
t0

〉
∈ L2(R3) beeing normalized, i.e.

〈
ξ

(x)
t0

∣∣∣ξ(x)
t0

〉
=
〈
ξ

(F)
t0

∣∣∣ξ(F)
t0

〉
= 1 and

ξ
(n)
t0 (k1, ..., kn) = 1√

n!

n∏
i=1

h(ki) ∀n ∈ N (4.55)

and let one of the following be true
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1. Let f = fΛ
κ ∈ C∞0 (R3)

2. Let f = fΛ
1
Λ
be an arbitrary cutoff function and let h,∇h,∆h ∈ L2(R3). Further,

suppose we can find k0 > 0 and ε > 0, such that

|h(k)| ≤ |k|−3−ε ∀k ∈ {k ∈ R3 : |k| ≥ k0} (4.56)

Then, for any Λ > κ > 0

lim
t0→−∞

〈ξt0|ϕ
κ,Λ
t−t0(x) |ξt0〉 = 0 ∀x ∈ R3 (4.57)

In the second case

lim
Λ→∞

lim
t0→−∞

〈ξt0 |ϕ
1
Λ ,Λ
t−t0(x) |ξt0〉 = 0 ∀x ∈ R3 (4.58)

Remark: This is theorem is very similar to the one in the static case. In fact, it is
exactly the same except the space, we are looking at is L2(R3)⊗ F (instead of F) and
the field Φt(x) is a different one.

Proof:

lim
t0→−∞

〈ξt|ϕκ,Λ0 (x) |ξt〉 = lim
t0→−∞

〈ξt0|U(t0, t)ϕκ,Λ0 (x)U(t, t0) |ξt0〉

= lim
t0→−∞

〈ξt0|U0(t0)UI(t0, t)U∗0 (t)ϕκ,Λ0 (x)U0(t)UI(t, t0)U∗0 (t0) |ξt0〉

= lim
t0→−∞

〈ξt0|U0(t0)UI(t0, t)ϕκ,Λt (x)UI(t, t0)U∗0 (t0) |ξt0〉

= lim
t0→−∞

〈ξt0|U0(t0)D∗f (x̂, t)ϕ
κ,Λ
t (x)Df (x̂, t)U∗0 (t0) |ξt0〉 (4.59)

We have used that UI(t, t0) converges weakly to Df (x̂, t) as t0 → −∞, this is guaranteed
by one of the two conditions in the theorem.
Let us continue with the calculation:

D∗f (x̂, t)ϕ
κ,Λ
t (x)Df (x̂, t)

= 1
(2π) 3

2

∫
d3kγk

(
D∗f (x̂, t)akDf (x̂, t)eik·x−iωkt +D∗f (x̂, t)a∗kDf (x̂, t)e−ik·x+iωkt

)
= ϕκ,Λt (x)

+ 1
(2π) 3

2

∫
d3kγk

(
D∗f (x̂, t)[ak, Df (x̂, t)]eik·x−iωkt +

[
D∗f (x̂, t), a∗k

]
Df (x̂, t)e−ik·x+iωkt

)
(4.60)

We know for matrix elements

[ak, Df (x̂, t)] = λ

(2π) 3
2
Df (x̂, t)

γk(
k·p̂
m0
− ωk − k2

2m0

)e−ik·x̂(t)+iωkt +O(λ2) (4.61)
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and hence[
D∗f (x̂, t), a∗k

]
= λ

(2π) 3
2
eik·x̂(t)−iωkt γk(

k·p̂
m0
− ωk − k2

2m0

)D∗f (x̂, t) +O(λ2) (4.62)

Apply this and obtain

D∗f (x̂, t)ϕ
κ,Λ
t (x)Df (x̂, t)

= ϕκ,Λt (x) + λ

(2π)3

∫
d3k

(
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)eik·(x−x̂(t)) + c.c.

)
+O(λ2) (4.63)

Hence, we end up with

lim
t0→−∞

〈ξt|ϕκ,Λ0 (x) |ξt〉

= lim
t0→−∞

〈ξt0|U(t0, t)ϕκ,Λ0 (x)U(t, t0) |ξt0〉

= lim
t0→−∞

(
〈ξt0|U0(t0)ϕκ,Λt (x)U∗0 (t0) |ξt0〉+ 〈ξt0|U0(t0)Φ̂t(x)U∗0 (t0) |ξt0〉

)
= lim

t0→−∞

(
〈ξt0|ϕ

κ,Λ
t−t0(x) |ξt0〉+ 〈ξt0|U0(t0)Φ̂κ,Λ

t (x)U∗0 (t0) |ξt0〉
)

(4.64)

with

Φ̂κ,Λ
t (x) = λ

(2π)3

∫
d3k

(
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)eik·(x−x̂(t)) + c.c.

)
+O(λ2) (4.65)

and x̂(t) = U∗0 (t)x̂U0(t)

U0(t0)Φ̂κ,Λ
t (x)U∗0 (t0)

= λ

(2π)3

∫
d3k

(
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)eik·(x−x̂(t−t0)) + c.c.

)
+O(λ2)

= λ

(2π)3

∫
d3k

(
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)eik·(x−x̂− p̂
m0

(t−t0)) + c.c.

)
+O(λ2)

=: Φ̂κ,Λ
t−t0(x) (4.66)

Note that ∣∣∣ξ(x)
t0

〉
= |ξx〉 ⊗

∞∑
n=0

1√
n!

n∏
i=1

∫
d3kiξ

(n)
t0 (k1, ..., kn)aki |0〉

=
∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
(4.67)

So x̂ only acts on the
∣∣∣ξ(x)
t0

〉
term and ak, a∗k only act on the

∣∣∣ξ(F)
t0

〉
terms.

Then, we obtain

lim
t0→−∞

〈ξt0 |ϕ
κ,Λ
t−t0(x) |ξt0〉 = lim

t0→−∞

〈
ξ

(x)
t0

∣∣∣⊗ 〈ξ(F)
t0

∣∣∣ϕκ,Λt−t0(x)
∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
(4.68)
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Note that ϕt−t0(x) contains no x̂ operator and
〈
ξ

(x)
t0

∣∣∣ξ(x)
t0

〉
= 1 in order to obtain

lim
t0→−∞

〈ξt0|ϕ
κ,Λ
t−t0(x) |ξt0〉 = lim

t0→−∞

〈
ξ

(F)
t0

∣∣∣ϕκ,Λt−t0(x)
∣∣∣ξ(F)
t0

〉
(4.69)

Similarly,

lim
t0→−∞

〈ξt0| Φ̂
κ,Λ
t−t0(x) |ξt0〉 = lim

t0→−∞

〈
ξ

(x)
t0

∣∣∣⊗ 〈ξ(F)
t0

∣∣∣ Φ̂κ,Λ
t−t0(x)

∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
(4.70)

Again, note that Φ̂t(x)) contains no ak, a∗k operators and
〈
ξ

(F)
t0

∣∣∣ξ(F)
t0

〉
= 1 in order to

obtain

lim
t0→−∞

〈ξt0| Φ̂
κ,Λ
t−t0(x) |ξt0〉 = lim

t0→−∞

〈
ξ

(x)
t0

∣∣∣ Φ̂κ,Λ
t−t0(x)

∣∣∣ξ(x)
t0

〉
(4.71)

Putting everything together, we obtain

lim
t0→−∞

〈ξt|ϕκ,Λ0 (x) |ξt〉 = lim
t0→−∞

〈
ξ

(F)
t0

∣∣∣ϕκ,Λt−t0(x)
∣∣∣ξ(F)
t0

〉
+ lim

t0→−∞

〈
ξ

(x)
t0

∣∣∣ Φ̂t−t0(x)
∣∣∣ξ(x)
t0

〉
(4.72)

This proves the first part of the theorem and reduces the second part exactly to the one,
which we have already proved for the static case. �

So far so good, but now until now we do not know how the field Φt(x) look like. In the
following we want to examine this field a little bit further.
First we notice that in the limit m0 →∞, i.e. in the static case, we formally get

Φ̂t(x) = λ

(2π)3

∫
d3k

(
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)eik·(x−x̂(t)) + c.c.

)
+O(λ2)

→ − λ

(2π)3

∫
d3kγ

2
k

ωk

(
eik·(x−x̂(t)) + e−ik·(x−x̂(t))

)
+O(λ2)

= λ

4π
e−µ|x−x̂(t)|

|x− x̂(t)| +O(λ2) (4.73)

as m0 →∞. This is again the Yukawa potential (up to second order in λ). Hence in this
limit we get the same result as before, which is a good indication that our calculations
are right.

If we want to calculate the expectation value of the field operator given some initial
state

∣∣∣ξ(x)
t0

〉
, it is useful to describe everything in the momentum space.

Definition: Let us define everything in the momentum space:∣∣∣ξ(x)
t0

〉
=
∫

d3pΞ(p) |p〉 (4.74)
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with Ξ ∈ L2(R3) being the initial data at t0 → −∞.

x̂ = i∇p ⇒ x̂(t) = i∇p + pt

m0
(4.75)

is the position operator in momentum space and

Φt(x) : =
〈
ξ

(x)
t0

∣∣∣ Φ̂t(x)
∣∣∣ξ(x)
t0

〉
= λ

(2π)3

∫
d3p

∫
d3kΞ(p)

(
γ2
k(

k·p
m0
− ωk − k2

2m0

)eik·(x−i∇p− pt
m0

) + c.c.

)
Ξ(p) +O(λ2)

(4.76)

Now, in the momentum space we can calculate the field for an arbitrary initial data
Ξ ∈ L2(R3). Using the Baker-Campbell-Hausdorff again, yields

e
ik·(x−i∇p− pt

m0
) = eik·xek·∇pe

−ik· pt
m0 e

− 1
2

[
k·∇p,−ik· ptm0

]
= e

ik·x+i k
2

2m0
t
ek·∇pe

−ik· pt
m0 (4.77)

We also know

ek·∇pf(p) = f(p+ k) (4.78)

Hence

e
ik·(x−i∇p− pt

m0
)Ξ(p) = e

ik·x+i k
2

2m0
t
ek·∇p

(
e
−ik· pt

m0 Ξ(p)
)

= e
ik·x+i k

2
2m0

t
e
−ik· (p+k)t

m0 Ξ(p+ k)

= e
ik·(x− p

m0
t)−i k

2
2m0

tΞ(p+ k) (4.79)

Then

Φt(x) = λ

(2π)3

∫
d3pd3k γ2

k(
k·p
m0
− ωk − k2

2m0

) (Ξ(p)Ξ(p+ k)eik·(x−
p
m0

t)−i k
2

2m0
t + c.c.

)
+O(λ2)

(4.80)

Remark: In principle, we could calculate the field with this formula, given some initial
wave function. Though, this integral is implicit and Ξ-dependent and one does not see
immediately a connection to the classical Liénard-Wiechert fields. This is due to the
fact that it is impossible the separate the field from the nucleon in this model.
In the classical computation, we calculated the LWF given some initial data. In the case
of a quantum mechanical motion of the charge, this is not possible anymore. Every time
the nucleon emits a meson (photon), it gets a kick in the momentum space. Hence, we
can not specify a trajectory of the charged particle.

Basically, Theorem 4.2.1 gives a very similar result as we have found in the semi- classical
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case, however, considering initial data |ξt0〉 at time t0 and calculate the limit t0 → −∞,
the resulting expectation value will be zero in most of the cases. This is because of the
fact that the time evolution belonging to the kinetic part of the Hamiltonian kinetic
part of the Hamiltonian e−iHkint pushes down the wave function of the nucleon and the
field gets just zero in this limit (point-wise). For example, a gaussian wave package
evolved in time with the free propagator over a infinitely long period just tends to zero
point-wise. In order to get a useful result, one has to kind exclude this effect. One could
for example consider initial states likes e−iHkint0 |ξt0〉. However, it will be necessary to
do pursue a scattering theory.
This problem did not arise in the semi-classical case, since there the trajectory of the
nucleon was given and not determined by the Hamiltonian.

4.3 Connection to Maxwell theory
In the end, we want to describe moving charges, i.e. we would expect that we can find a
connection between our result and Maxwell’s theory. From Maxwell equations we know
that the potential f(t, x) belonging to the electromagnetic field of a single charge should
fulfill the wave equation with a delta source term at the position of the charge.

�f(t, x) ∼ δ(3) (x(t)) (4.81)

The following theorem makes this connection implicitly

Theorem 4.3.1 Let ϕ0(x) be the field we have defined above and
ϕfullt (x) := U(t0, t)ϕ0(x)U(t, t0) the full time evolved field.
The full time evolution is given by

U(t, t0) = e−iH(t−t0) (4.82)

Then

�ϕfullt (x) = λδ(3)(x− x̂(t)) (4.83)

Remark: Note that if we consider just matrix elements ϕfullt (x) converges weakly to
ϕt−t0(x) + Φ̂t(x) as t0 → −∞. We also know �ϕt−t0(x) = 0. Hence

� 〈η| Φ̂t(x) |η〉′ = λδ(3)(x− x̂(t)) (4.84)

for |η〉 , |η〉′ ∈ L2(R3)⊗F .
In this sense, the theorem states that the field operator Φ̂t(x) fulfills the inhomogeneous
wave equation.
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Proof:

�ϕfullt (x) = �
(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= (∂2

t −∆)
(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
(4.85)

Let us start with calculating the time derivative

∂t
(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= eiH(t−t0)i[H,ϕ0(x)]e−iH(t−t0)

= eiH(t−t0)i ([Hkin, ϕ0(x)] + [H0, ϕ0(x)] + [V, ϕ0(x)]) e−iH(t−t0)

(4.86)

ϕ0(x) does not contain any x̂ operators, hence [Hkin, ϕ0(x)] = 0. We also find [V, ϕ0(x)] =
0, since V and ϕ0(x) are essentially the same except that in ϕ0(x), x is just a number
and in V , x̂ is an operator. It remains to compute the third commutator:

i[H0, ϕ0(x)] = i
1

(2π) 3
2

∫
d3kd3k′ωkγk′

(
eik
′·x[a∗kak, ak′ ] + e−ik

′·x[a∗kak, a∗k′ ]
)

= i
1

(2π) 3
2

∫
d3kd3k′ωkγk′

(
−δ(3)(k − k′)akeik

′·x + δ(3)(k − k′)a∗ke−ik
′·x
)

= −i 1
(2π) 3

2

∫
d3kωkγk

(
ake

ik·x − a∗ke−ik·x
)

= ϕ̇0(x) (4.87)

Hence

∂t
(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= eiH(t−t0)ϕ̇0(x)e−iH(t−t0) (4.88)

Similarly, we compute the second time derivative

∂2
t

(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= eiH(t−t0)i[H, ϕ̇0(x)]e−iH(t−t0)

= eiH(t−t0)i ([Hkin, ϕ̇0(x)] + [H0, ϕ̇0(x)] + [V, ϕ̇0(x)]) e−iH(t−t0)

(4.89)

Again, we have [Hkin, ϕ0(x)] = 0, but know the other two commutators are non zero.

i[H0, ϕ̇0(x)] = 1
(2π) 3

2

∫
d3kd3k′ωkωk′γk′

(
eik
′·x[a∗kak, ak′ ]− e−ik

′·x[a∗kak, a∗k′ ]
)

= − 1
(2π) 3

2

∫
d3kd3k′ωkωk′γk′

(
δ(3)(k − k′)akeik

′·x + δ(3)(k − k′)a∗ke−ik
′·x
)

= − 1
(2π) 3

2

∫
d3kω2

kγk
(
ake

ik·x + a∗ke
−ik·x

)
= ϕ̈0(x) (4.90)
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and

i[V, ϕ̇0(x)] = λ

(2π)3

∫
d3kd3k′ωkγkγk′

(
[ak, a∗k′ ]eik·xe−ik

′·x̂ − [a∗k, ak′ ]e−ik·xeik
′·x̂
)

= λ

(2π)3

∫
d3kd3k′ωkγkγk′δ(3)(k − k′)

(
eik·xe−ik

′·x̂ + e−ik·xeik
′·x̂
)

= λ

(2π)3

∫
d3kωkγ2

k

(
eik·xe−ik·x̂ + e−ik·xeik·x̂

)
= λ

(2π)3

∫
d3keik·(x−x̂) = λδ(3)(x− x̂) (4.91)

Hence

∂2
t

(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= eiH(t−t0)ϕ̈0(x)e−iH(t−t0) + eiH(t−t0)λδ(3)(x− x̂)e−iH(t−t0)

= eiH(t−t0)ϕ̈0(x)e−iH(t−t0) + λδ(3)(x− x̂(t)) (4.92)

We know [∆, H] = 0, hence

∆
(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= eiH(t−t0)∆ϕ0(x)e−iH(t−t0) (4.93)

Putting everything together yields

∂2
t

(
eiH(t−t0)ϕ0(x)e−iH(t−t0)

)
= eiH(t−t0) (ϕ̈0(x)−∆ϕ0(x)) e−iH(t−t0) + λδ(3)(x− x̂(t))
= λδ(3)(x− x̂(t)) (4.94)

In the last step we have used that ϕt(x) is a solution of the free wave equation, i.e.
�ϕt(x) = 0. �

4.4 Dressed vacuum state
In this model we have to define the the dressed one-particle vacuum state in slightly
more complicated way, since the space in L2(R3)⊗F in this case. Hence, product states
is this space looks like

∣∣∣ξ(x)
〉
⊗
∣∣∣ξ(F)

〉
.

Definition: Let |0〉 ∈ F be the usual vacuum, which is annihilated by the annihilation
oeprator, i.e. ak |0〉 = 0, then

(i)

|0〉ξ :=
∣∣∣ξ(x)

〉
⊗ |0〉 ∈ L2(R3)⊗F (4.95)

is called the one-particle vacuum state of the system.

(ii) ∣∣∣ξ(gs)
〉

:= Df (x̂, t) |0〉ξ (4.96)

is called the dressed one-particle vacuum state of the system.
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(iii)

N̂ :=
∫

d3ka∗kak =:
∫

dkn̂k (4.97)

is called the number operator of the system.

One could ask the question how many photons we need in order to dress the vacuum
appropriately? For photons we set µ = 0. The following theorem tells us that we need
infinitely many of them.

Theorem 4.4.1 Let N̂ be the number operator and
∣∣∣ξ(gs)

〉
of the system. Also let µ = 0

and assume that there is no cutoff, i.e. f = 1. Then〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

=∞+O(λ3) (4.98)

Proof:〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

ă

=
∫

d3k 〈0|ξD
∗
f (x̂, t)a∗kakDf (x̂, t) |0〉ξ

=
∫

d3k 〈0|ξ
[
D∗f (x̂, t), a∗k

]
[ak, Df (x̂, t)] |0〉ξ

= λ2

(2π)3

∫
d3k 〈0|ξ e

ik·x̂(t)−iωkt γk(
k·p̂
m0
− ωk − k2

2m0

)D∗f (x̂, t)Df (x̂, t)
γk(

k·p̂
m0
− ωk − k2

2m0

)e−ik·x̂(t)+iωkt |0〉ξ

+O(λ3)

= λ2

(2π)3

∫
d3k 〈0|ξ e

ik·x̂(t) γ2
k(

k·p̂
m0
− ωk − k2

2m0

)2 e
−ik·x̂(t) |0〉ξ +O(λ3)

= λ2

(2π)3

∫
d3k

〈
ξ(x)

∣∣∣ eik·x̂(t) γ2
k(

k·p̂
m0
− ωk − k2

2m0

)2 e
−ik·x̂(t)

∣∣∣ξ(x)
〉

+O(λ3) (4.99)

In the first step, we have used that ak |0〉 = 0, in the second step, we have used the
theorem from before and finally that the vacuum |0〉 is normalized.
Use that x̂ = i∂p in momentum space, hence

eik·x̂
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)2 = e−k·∇p
γ2
k(

k·p̂
m0
− ωk − k2

2m0

)2

= γ2
k(

k·p̂
m0
− ωk − 3k2

2m0

)2 e
ik·x̂ (4.100)

Hence〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

= λ2

(2π)3

∫
d3k

〈
ξ(x)

∣∣∣ γ2
k(

k·p̂
m0
− ωk − 3k2

2m0

)2

∣∣∣ξ(x)
〉

+O(λ3) (4.101)
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Going to momentum space yields〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

= λ2

(2π)3

∫
d3kd3p|ξ(p)|2 γ2

k(
k·p
m0
− ωk − 3k2

2m0

)2 +O(λ3) (4.102)

We are interested in the case µ = 0, hence〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

= λ2

(2π)3

∫
d3kd3p|ξ(p)|2 1

|k|3
(
|p| cos θ
m0
− 1− 3|k|

2m0

)2 +O(λ3) (4.103)

where θ is the angle between k and p. Now, we switch to spherical coordinates.〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

= λ2

(2π)2

∫
d3p|ξ(p)|2

∫ ∞
0

d|k|
∫ π

0
d(cos θ) 1

|k|
(
|p| cos θ
m0
− 1− 3|k|

2m0

)2 +O(λ3)

= λ2

(2π)2

∫
d3p|ξ(p)|2

∫ ∞
0

d|k| 1
|k|

−m0

|p|
1(

|p| cos θ
m0
− 1− 3|k|

2m0

)
π
θ=0

+O(λ3)

= λ2

(2π)2

∫
d3p|ξ(p)|2m0

|p|

∫ ∞
0

d|k| 1
|k|

 1(
|p|
m0
− 1− 3|k|

2m0

) − 1(
− |p|
m0
− 1− 3|k|

2m0

)
+O(λ3)

= λ2

(2π)2

∫
d3p|ξ(p)|2m0

|p|

∫ ∞
0

d|k| 1
|k|

 2 |p|
m0(

− |p|
m0
− 1− 3|k|

2m0

) (
|p|
m0
− 1− 3|k|

2m0

)
+O(λ3)

= − λ2

2π2

∫
d3p|ξ(p)|2

∫ ∞
0

d|k| 1
|k|

1
p2

m2
0
−
(
1 + 3|k|

2m0

)2 +O(λ3) (4.104)

Substitute y := 3|k|
2m0

then dy = 3d|k|
2m0

. Then
〈
ξ(gs)

∣∣∣ N̂ ∣∣∣ξ(gs)
〉

= λ2

2π2

∫
d3p|ξ(p)|2

∫ ∞
0

dy
y

1
(1 + y)2 − p2

m2
0︸ ︷︷ ︸

:=B

+O(λ3) (4.105)

From the assumption that the charge is in a non-relativistic regime, i.e. |p|
m0

= v < 1, it
follows that, the integrand in B is always positive and so is B itself.

B =
∫ z

0

dy
y

1
(1 + y)2 − p2

m2
0︸ ︷︷ ︸

:=B1

+
∫ ∞
z

dy
y

1
(1 + y)2 − p2

m2
0︸ ︷︷ ︸

:=B2

(4.106)

with z :=
√

1 + p2

m0
− 1. Then, for y ≤ z, we know 1

(1+y)2− p2
m2

0

≥ 1 and hence

B1 ≥
∫ z

0
dy 1
y

(4.107)



Chapter 4. Interaction between a scalar field and a spinless fermion field with a
quantum mechanical motion 78

with is logarithmically divergent. Since B,B1, B2 ≥ 0, we conclude B = B1 +B2 ≥ B1.
This means, there is definitely an infrared divergence in B.

Note that, we could similarly show the existence of an ultraviolet divergence. All the
divergences are logarithmical, this is the same kind of divergence, as we found in the
semi-classical case. �

This is basically the same result, we found in the semi-classical situation. As discussed
before, the infrared divergence indicates the representational problem and the ultraviolet
divergence is due to the fact that we are considering point-particles.

4.5 Momentum operator
In this chapter we will introduce the momentum operator

Definition: Let

P̂ : = p̂+ pf (4.108)

pf : =
∫

d3kka∗kak (4.109)

Then we call P̂ the total momentum operator and pf the momentum operator of the
field.

We would expect that the momentum is conserved in our model. This can be shown in
the following theorem:

Theorem 4.5.1 Let P̂ be the total momentum operator defined above, then[
P̂ , H

]
= 0 (4.110)

Hence, the total momentum is conserved.

Proof: We know that P̂ is the generator of spatial translations. Therefore

eid·P̂Hkine
−id·P̂ = Hkin (4.111)

since
[
P̂ , p̂

]
= 0 and

eid·P̂H0e
−id·P̂ = H0 (4.112)

since
[
P̂ , H0

]
= 0 and

eid·P̂ake
−id·P̂ = ak + id

1! · [P, ak] + i2d2

2! · [P, [P, ak]] + ... (4.113)
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[P, ak] = [pf , ak] =
∫

d3qq
[
a∗qaq, ak

]
= −kak (4.114)

Hence

[P, ...[P, ak]...] = (−k)nak (4.115)

Then

eid·P̂ake
−id·P̂ = ak

(
1 + −ik · d1! + (−ik · d)2

2! + ...

)
= ake

−ik·d (4.116)

Similar

eid·P̂ eik·x̂e−id·P̂ = eid·p̂eik·x̂e−id·p̂ = eik·x̂ + id

1! ·
[
p̂, eik·x̂

]
+ i2d2

2! ·
[
p̂,
[
p̂, eik·x̂

]]
+ ...

= eik·x̂eik·d (4.117)

Hence

eid·P̂V e−id·P̂ = λ

(2π) 3
2

∫
d3kγk

(
eid·P̂ake

ik·x̂e−id·P̂ + eid·P̂a∗ke
−ik·x̂e−id·P̂

)
= V (4.118)

Putting everything together

eid·P̂He−id·P̂ = H (4.119)

This implies [
P̂ , H

]
= 0 (4.120)

�

Remark: The total momentum P̂ is conserved, but the momentum of the nucleon p̂ is
not, since

[p̂, H] = [p̂, V ] = λ

(2π) 3
2

∫
d3kγk

(
ak
[
p̂, eik·x̂

]
+ a∗k

[
p̂, e−ik·x̂

])
= λ

(2π) 3
2

∫
d3kγkk

(
ake

ik·x̂ − a∗ke−ik·x̂
)
6= 0 (4.121)

in general.

4.6 Conclusion
In this chapter we considered the interaction between a scalar field and a spinless fermion
field with a free (quantum mechanical) dispersion relation. This was supposed to be the
simplest case of a quantum mechanical motion. The results found in Theorem 4.2.1 can
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be interpreted similarly as in the semi-classical case. Nevertheless, they only hold up
to first order in the coupling constant λ. Hence, they neglect higher order effects like
radiation back-reaction. Unfortunately, having this at hand, it is not as easy to actually
calculate the field for some given initial data |ξt0〉 at time t0 and in the limit t0 → −∞,
since the free time evolution, due to the dispersion of the nucleon, pushes down the wave
function of the nucleon and the resulting field is just zero. In order to get useful results,
one would have to use scattering theory and remove this effect. For example, one could
consider initial states like e−iHkint0 |ξt0〉.

However, we proceed with another situation, namely, a fermion in quantum mechan-
ical harmonic oscillator. We know that the eigenstates of the harmonic oscillator are
bound states. Therefore, in this case, we can hopefully evaluate the field even without
considering the problem, we had in this chapter.



5 Charge in a harmonic oscillator

5.1 Setting and definition
Actually, we would like to calculate the second quantized field for a given trajectory
of the charge. Nevertheless, this causes troubles in this setting. It is not possible to
separate the motion of the charge from the dynamics of the field. Whenever a photon
with momentum k is absorbed, the charge gets a kick in momentum space, exactly by
this amount k. This is implemented already in the Hamiltonian. The best we can do, is
to give suitable initial data and calculate how the system evolves.

Considering a charge, which moves according to equations of a quantum mechanical
harmonic oscillator and then calculate the expectation value of the field operator in the
eigenstates of the harmonic oscillator (and linear combinations of them), might give bet-
ter result, since the eigenstates of the harmonic oscillator are bound states. Therefore,
the free time evolution does hopefully not destroy the initial data, as it did, when we
considered a free particle.
As we have already seen, we can only to this up to second order in λ, but still this is
a good approximation, since the coupling constant λ is very small. This will give us a
good intuition about the second quantized field.
For simplicity, let us assume that the angular frequency ω of the harmonic oscillator is
the same in every spacial direction. Also note that ω is just the angular frequency of
the harmonic oscillator and has nothing to do with the modes ωk of the meson field.
Then, the Hamiltonian for this situation looks like the following

H = Hosc +H0 + V

Hosc = p̂2

2m + 1
2mωx̂

2

H0 =
∫

d3kωka∗kak

V = λ

(2π) 3
2

∫
d3kγk

(
ake

ik·x̂ + a∗ke
−ik·x̂

)
(5.1)

Note that again x̂ and p̂ is a short hand notation and it has three spatial components.
The domain of this Hamiltonian is

D(H) := D(Hosc) ∩ D(n) (5.2)

where the domain D(Hosc) contains all ψ ∈ H, such that
{
Hoscψ

(n)
}
are again in H and

everything else is defined as before.

81
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Calculations get easier if we diagonalize Hosc. This can be done by introducing the
well-known ladder operators for the quantum mechanical harmonic oscillator:

b̂i =
√
mω

2

(
x̂i + i

mω
p̂i

)
b̂∗i =

√
mω

2

(
x̂i −

i

mω
p̂i

)
(5.3)

and therefore

x̂i =
√

1
2mω

(
b̂i + b̂∗i

)
p̂i = i

√
mω

2
(
b̂i − b̂∗i

)
(5.4)

Exploiting the canonical commutations relations, we obtain

[bi, bj] =
[
b∗i , b

∗
j

]
= 0 (5.5)[

bi, b
∗
j

]
= δij (5.6)

Then

Hosc = ω

 3∑
j=1

b∗jbj + 3
2

 (5.7)

This yields the following

Definition:

H = Hosc +H0 + V

Hosc = ω

 3∑
j=1

b∗jbj + 3
2


H0 =

∫
d3kωka∗kak

V = λ

(2π) 3
2

∫
d3kγk

(
ake

i√
2mω

k·(b̂+b̂∗) + a∗ke
− i√

2mω
k·(b̂+b̂∗)

)
(5.8)

Note that b̂ actually has three entries, i.e. b̂ :=
(
b̂1 b̂2 b̂3

)T
and same for b̂∗i .

5.2 Dressing operator
Again, we start with the calculation of the time evolution operator in the interaction
picture. It is given by

UI(t, t0) =
∞∑
n=0

(−i)n
n!

∫ t

t0
dt1...

∫ t

t0
dtnT [V (t1)...V (tn)] (5.9)
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Remember

U0(t) = e−i(Hosc+H0)t = e−iH0te−iHosct (5.10)

This is true, since [Hosc, H0] = 0 and

V (t) = U∗0 (t)V U0(t) = eiHoscteiH0tV e−iH0te−iHosct

= eiHosct
λ

(2π) 3
2

∫
d3kγk

(
ake

i√
2mω

k·(b̂+b̂∗)−iωkt + a∗ke
− i√

2mω
k·(b̂+b̂∗)+iωkt

)
e−iHosct

= λ

(2π) 3
2

∫
d3kγk

(
ake
−iωkteiHoscte

i√
2mω

k·(b̂+b̂∗)e−iHosct + c.c.
)

= λ

(2π) 3
2

∫
d3kγk

(
ake
−iωkte

i√
2mω

k·(eiHosctb̂e−iHosct+eiHosctb̂∗e−iHosct)

+ a∗ke
iωkte

− i√
2mω

k·(eiHosctb̂e−iHosct+eiHosctb̂∗e−iHosct)
)

(5.11)

This means, we have to calculate

eiHosctb̂ie
−iHosct = eiωt

∑
j=1 b̂

∗
j b̂j b̂ie

−iωt
∑

l=1 b̂
∗
l b̂l

= eiωtb̂
∗
i b̂i b̂ie

−iωtb̂∗i b̂i

= b̂i + iωt

1!
[
b̂∗i b̂i, b̂i

]
+ (iωt)2

2!
[
b̂∗i b̂i,

[
b̂∗i b̂i, b̂i

]]
+ ... (5.12)

Use [
b̂∗i b̂i, b̂i

]
= −b̂i (5.13)

and obtain

eiHosctb̂ie
−iHosct = b̂i

(
1 + −iωt1! + (−iωt)2

2! + ...

)
= e−iωtb̂i (5.14)

and similar

eiHosctb̂∗i e
−iHosct = eiωtb̂∗i (5.15)

Then

V (t) = λ

(2π) 3
2

∫
d3kγk

(
ake

i√
2mω

k·(b̂e−iωt+b̂∗eiωt)−iωkt + a∗ke
− i√

2mω
k·(b̂e−iωt+b̂∗eiωt)+iωkt

)
(5.16)

Unfortunately, the time integral of V (t) is not easy to solve (as it was in the other cases
before). Therefore, we will not calculate it explicitly at this point.
Further, already in the case without a potential for the fermion field, we were not able
to calculate the field exactly. We only calculated it up to first order in the coupling
constant λ. Here we will do the same. We will only consider terms up to first order in
the coupling constant λ from the beginning, then
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Definition:

UI(t, t0)

= 1− i
∫ t

t0
dt′V (t′) +O(λ2)

= 1− i λ

(2π) 3
2

∫ t

t0
dt′

∫
d3kγk

(
ake

i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)
−iωkt′ + a∗ke

− i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′
)

+O(λ2) (5.17)

In order to calculate the fields, we will again need to know how ak and UI(t, t0) commute
with each other.

Lemma 5.2.1 Let |ξ〉 , |φ〉 ∈ H

〈ξ| [ak, UI(t, t0)] |φ〉 = −i λ

(2π) 3
2

∫ t

t0
dt′γk 〈ξ| e

− i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′ |φ〉+O(λ2)

(5.18)

Proof: Together with the definition of UI(t, t0), we obtain

[ak, UI(t, t0)]

= −i λ

(2π) 3
2

∫ t

t0
dt′

∫
d3k′

[
ak, γk′

(
ak′e

i√
2mω

k′·
(
b̂e−iωt

′+b̂∗eiωt′
)
−iωk′ t′ + c.c.

)]
+O(λ2)

= −i λ

(2π) 3
2

∫ t

t0
dt′

∫
d3k′γk′e

− i√
2mω

k′·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωk′ t′ [ak, a∗k′ ] +O(λ2)

= −i λ

(2π) 3
2

∫ t

t0
dt′γke

− i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′ +O(λ2) (5.19)

�

Remark: This implies

〈ξ| [UI(t0, t), a∗k] |φ〉 = i
λ

(2π) 3
2

∫ t

t0
dt′γk 〈ξ| e

i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)
−iωkt′ |φ〉+O(λ2) (5.20)

for any |ξ〉 , |φ〉 ∈ H.

As in the previous chapters, we proceed with calculating the expectation value of the
field.
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5.3 Expectation values of the field and initial data
Remember the definition of the field:

ϕ0(x) := 1
(2π) 3

2

∫
d3kγk

(
ake

ik·x + a∗ke
−ik·x

)
(5.21)

and

ϕt(x) := U∗0 (t)ϕt(x)U0(t)

= 1
(2π) 3

2

∫
d3kγk

(
ake

ik·x−iωkt + a∗ke
−ik·x+iωkt

)
(5.22)

This is still true, since the is no x̂ or p̂ operator in ϕ0(x) and hence it commutes with
Hosc.

Theorem 5.3.1 Let |ξt0〉 =
∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
∈ L2(R3)⊗F be the normalized initial state

at t0 ∈ R and f = fΛ
κ be an appropriate cutoff function. Then

〈ξt|ϕκ,Λ0 (x) |ξt〉 = 〈ξt0|U(t0, t)ϕκ,Λ0 (x)U(t, t0) |ξt0〉
=
〈
ξ

(F)
t0

∣∣∣ϕκ,Λt−t0(x)
∣∣∣ξ(F)
t0

〉
︸ ︷︷ ︸

free field

+
〈
ξ

(x)
t0

∣∣∣ Φ̂κ,Λ
t,t0 (x)

∣∣∣ξ(x)
t0

〉
(5.23)

with the field operator

Φ̂κ,Λ
t,t0 (x) := − iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
+iωk(t′−t)

eik·x − c.c.
)

+O(λ2) (5.24)

where c.c. denotes the conjugated.

Remark: This is similar to the theorem in the case without a harmonic potential, but
we consider an initial state at some finite time t0 ∈ R instead of the limit t0 → −∞. As
we will see later, this is reasonable, since if the charge evolves in time over an infinite
time period, radiation has infinitely long time to run away and we do not see it anymore.

Proof: The proof is again very similar to the previous cases, but without taking the
limit t0 → −∞

〈ξt|ϕκ,Λ0 (x) |ξt〉 = 〈ξt0|U(t0, t)ϕκ,Λ0 (x)U(t, t0) |ξt0〉
= 〈ξt0|U0(t0)UI(t0, t)U∗0 (t)ϕκ,Λ0 (x)U0(t)UI(t, t0)U∗0 (t0) |ξt0〉
= 〈ξt0|U0(t0)UI(t0, t)ϕκ,Λt (x)UI(t, t0)U∗0 (t0) |ξt0〉 (5.25)
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where U(t, t0) is the full time evolution from t0 to t. Also

UI(t0, t)ϕκ,Λt (x)UI(t, t0)

= 1
(2π) 3

2

∫
d3kγk

(
UI(t0, t)akUI(t, t0)eik·x−iωkt + UI(t0, t)a∗kUI(t, t0)e−ik·x+iωkt

)
= ϕκ,Λt (x)

+ 1
(2π) 3

2

∫
d3kγk

(
UI(t0, t)[ak, UI(t, t0)]eik·x−iωkt + [UI(t0, t), a∗k]UI(t, t0)e−ik·x+iωkt

)
(5.26)

The statement in the theorem is only first order in λ, hence we do not need to consider
higher order terms in this proof. From the previous lemma we know that both commu-
tators are already of order λ, therefore we only need to consider the 0-th order of UI .
All other terms are O(λ2). Then

UI(t0, t)ϕκ,Λt (x)UI(t, t0)

= ϕt(x)− iλ

(2π)3

∫
d3kγk

(∫ t

t0
dt′γke

− i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′
eik·x−iωkt

−
∫ t

t0
dt′γke

i√
2mω

k·
(
b̂e−iωt

′+b̂∗eiωt′
)
−iωkt′

e−ik·x+iωkt
)

+O(λ3)

= ϕt(x)− iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′
eik·x−iωkt − c.c.

)
+O(λ2) (5.27)

Then, similar as in the proof of the theorem without a harmonic potential

〈ξt|ϕκ,Λ0 (x) |ξt〉 = 〈ξt0|ϕ
κ,Λ
t−t0(x) |ξt0〉+ 〈ξt0 | Φ̂

κ,Λ
t,t0 (x) |ξt0〉

=
〈
ξ

(F)
t0

∣∣∣ϕκ,Λt−t0(x)
∣∣∣ξ(F)
t0

〉
+
〈
ξ

(x)
t0

∣∣∣ Φ̂κ,Λ
t,t0 (x)

∣∣∣ξ(x)
t0

〉
(5.28)

where

Φ̂κ,Λ
t,t0 (x)

= U0(t0)
(
− iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′
eik·x−iωkt − c.c.

))
U∗0 (t0)

+O(λ2) (5.29)

We made use of the fact that the initial state is normalized and ϕ only contains only
operators acting on F , whereas Φ̂t,t0 only contains operators acting on L2(R3).

The first term in the equation above is again the free field. This can be shown ab-
solutely analogously as before. It remains to calculate the second term.
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Note that U0(t) = e−iH0te−iHosct and the H0 part commutes with the bracket, since there
is no ak or a∗k in it. Hence

Φ̂κ,Λ
t,t0 (x)

=e−iωt0
∑3

j=1 b
∗
j bj

(
− iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·
(
b̂e−iωt

′+b̂∗eiωt′
)

+iωkt′
eik·x−iωkt − c.c.

))
eiωt0

∑3
l=1 b

∗
l bl

+O(λ2)

=− iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·e
−iωt0

∑3
j=1 b

∗
j
bj
(
b̂e−iωt

′+b̂∗eiωt′
)
e
iωt0

∑3
l=1 b

∗
l
bl+iωkt′

eik·x−iωkt − c.c.
)

+O(λ2)

=− iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
+iωk(t′−t)

eik·x − c.c.
)

+O(λ2)

(5.30)

In the last line we have used (5.14) in order to obtain the desired result. �

Even though, we might loose some interesting terms in the limit t0 → −∞, we can still
formulate the theorem above also in this limit.
Theorem 5.3.2 Let |ξt0〉 =

∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
∈ L2(R3)⊗F be the normalized initial state

at t0 → −∞ and f = fΛ
κ be an appropriate cutoff function. Then

lim
t0→−∞

〈ξt|ϕ0(x) |ξt〉 = lim
t0→−∞

〈ξt0|U(t0, t)ϕ0(x)U(t, t0) |ξt0〉

= lim
t0→−∞

〈
ξ

(F)
t0

∣∣∣ϕt−t0(x)
∣∣∣ξ(F)
t0

〉
︸ ︷︷ ︸

free field

+ lim
t0→−∞

〈
ξ

(x)
t0

∣∣∣ Φ̂t,t0(x)
∣∣∣ξ(x
t0

〉
(5.31)

with the field operator

Φ̂t,t0(x) := − iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e
− i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
+iωk(t′−t)

eik·x − c.c.
)

+O(λ2) (5.32)

where c.c. denotes the conjugated.
Further, suppose |ξt0〉 ∈ L2(R3)⊗F is a normalized product state, i.e.

|ξt0〉 =
∣∣∣ξ(x)
t0

〉
⊗
∣∣∣ξ(F)
t0

〉
=
∣∣∣ξ(x)
t0

〉
⊗
∞∑
n=0

1√
n!

n∏
i=1

∫
d3kiξ

(n)
t0 (k1, ..., kn)aki |0〉 (5.33)

with
∣∣∣ξ(x)
t0

〉
∈ L2(R3) beeing normalized, i.e.

〈
ξ

(x)
t0

∣∣∣ξ(x)
t0

〉
=
〈
ξ

(F)
t0

∣∣∣ξ(F)
t0

〉
= 1 and

ξ
(n)
t0 (k1, ..., kn) = 1√

n!

n∏
i=1

h(ki) ∀n ∈ N (5.34)

and let one of the following be true
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1. Let f = fΛ
κ ∈ C∞0 (R3)

2. Let f = fΛ
1
Λ
be an arbitrary cutoff function and let h,∇h,∆h ∈ L2(R3). Further,

suppose we can find k0 > 0 and ε > 0, such that

|h(k)| ≤ |k|−3−ε ∀k ∈ {k ∈ R3 : |k| ≥ k0} (5.35)

Then for any Λ > κ > 0

lim
t0→−∞

〈ξt0|ϕ
κ,Λ
t−t0(x) |ξt0〉 = 0 ∀x ∈ R3 (5.36)

In the second case

lim
Λ→∞

lim
t0→−∞

〈ξt0|ϕ
1
Λ ,Λ
t−t0(x) |ξt0〉 = 0 ∀x ∈ R3 (5.37)

Proof: The first part of the theorem is a direct consequence from the previous theorem.
The prove of the fact that the free field vanishes in the weak limit t0 → −∞ for the
conditions given in the theorem, is exactly the same as in the previous cases. �

In the following, we calculate some expectation values of the field operator. We start
with calculating the matrix elements.
It is well known that the eigenstates |n〉 := |n1, n2, n3〉 ∈ L2(R3) of the three dimension
quantum harmonic oscillator are given by the following relation

Hosc |n〉 =
(
n+ 3

2

)
ω |n〉 (5.38)

with n := n1 + n2 + n3 and n1, n2, n3 ∈ N.
We can construct them by the ladder operators b̂ and b̂∗:

b̂i |n〉 =
√
n |n− 1〉 (5.39)

b̂∗i |n〉 =
√
n+ 1 |n+ 1〉 (5.40)

This states form an orthonormal basis of L2(R3), hence it is sufficient to consider the
matrix elements 〈m| Φ̂t,t0(x) |n〉 with |n〉 , |m〉 ∈ L2(R3). Then

〈m| Φ̂t,t0(x) |n〉

= − iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
〈m| e

− i√
2mω

k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|n〉 eik·x+iωk(t′−t)

− 〈m| c.c. |n〉
)

+O(λ2) (5.41)
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We know [b, [b, b∗]] = [b∗, [b, b∗]] = 0, then by Baker-Campbell-Hausdorff

〈m| e
± i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|n〉

= 〈m| e±
i√

2mω
k·b̂∗eiω(t′−t0)

e
± i√

2mω
k·b̂e−iω(t′−t0)

e
1
2

[
− i√

2mω
k·b̂e−iω(t′−t0),− i√

2mω
k·b̂∗eiω(t′−t0)

]
|n〉

= 〈m| e±
i√

2mω
k·b̂∗eiω(t′−t0)

e
± i√

2mω
k·b̂e−iω(t′−t0)

e−
∑3

i,j=1
kikj
4mω [b̂i,b̂∗j ] |n〉

= e−
k2

4mω 〈m| e±
i√

2mω
k·b̂∗eiω(t′−t0)

e
± i√

2mω
k·b̂e−iω(t′−t0)

|n〉

= e−
k2

4mω

∞∑
g=0

∞∑
h=0

(±i)g+he−iω(t′−t0)(g−h)

g!h!(2mω) g+h2
〈m| (k · b̂∗)h(k · b̂)g |n〉

= e−
k2

4mω

∞∑
g=0

∞∑
h=0

(±i)g+he−iω(t′−t0)(g−h)

g!h!(2mω) g+h2

3∑
j1,...,jg=1

3∑
l1,...,lg=1

kl1 ...klhkj1 ...kjg 〈m| b∗l1 ...b
∗
lh
bj1 ...bjg |n〉

(5.42)

From the construction of the eigenstates we know for g ≤ n and h ≤ m:

〈m| b∗l1 ...b
∗
lh
bj1 ...bjg |n〉 =

√
m(m− 1)...(m− h)

√
n(n− 1)...(n− g) 〈m− h|n− g〉

=
√
m(m− 1)...(m− h)

√
n(n− 1)...(n− g)δh,g+m−n (5.43)

and for g > n or h > m:

〈m| b∗l1 ...b
∗
lh
bj1 ...bjg |n〉 = 0 (5.44)

Hence

〈m| e
± i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|n〉

= e−
k2

4mω

n∑
g=0

m∑
h=0

(±i)g+he−iω(t′−t0)(g−h)

g!h!(2mω) g+h2

√
m(m− 1)...(m− h)

√
n(n− 1)...(n− g)δh,g+m−n

·
3∑

j1,...,jg=1

3∑
l1,...,lg=1

kl1 ...klhkj1 ...kjg (5.45)

Let us consider some special cases, e.g. m = n = 0. Then

〈0| e±
i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|0〉 = e−

k2
4mω (5.46)

Hence, we can calculate the expectation value of the field operator in the ground state
of the harmonic oscillator:

〈0| Φ̂t,t0(x) |0〉 = − iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
e−

k2
4mω eik·x+iωk(t′−t) − c.c.

)
+O(λ2)

= − λ

(2π)3

∫
d3kγ

2
k

ωk

(
e−

k2
4mω eik·x

(
1− eiωk(t0−t)

)
+ c.c.

)
+O(λ2) (5.47)
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Substitute ki → −ki for all i = 1, 2, 3 in the conjugated terms and use a symmetry
argument in order to get

〈0| Φ̂t,t0(x) |0〉 = − 2λ
(2π)3

∫
d3kγ

2
k

ωk
e−

k2
4mω eik·x (1− cos (ωk(t− t0))) +O(λ2) (5.48)

Similarly, as in the very first chapter, we can show that the term containing t0 vanish in
the limit t0 → −∞. Let us integrate this term by parts for µ = 0 in order to see this:

I : =
∫

d3kγ
2
k

ωk
e−

k2
4mω eik·xeiωk(t0−t) = π

∫ ∞
0

d|k|e− k2
4mω ei|k|(t0−t)

∫ 1

−1
duei|k||x|u

= 2π
|x|

∫ ∞
0

d|k|e− k2
4mω ei|k|(t0−t) sin (|k||x|)

= 2π
|x|

[
1

i(t0 − t)
e−

k2
4mω ei|k|(t0−t) sin (|k||x|)

]∞
|k|=0

− 2π
i|x|(t0 − t)

∫ ∞
0

d|k|ei|k|(t0−t)
(
e−

k2
4mω |x| cos (|k||x|)− |k|

2mωe
− k2

4mω ei|k|(t0−t) sin (|k||x|)
)

= − 2π
i(t0 − t)

∫ ∞
0

d|k|ei|k|(t0−t)e− k2
4mω cos (|k||x|)

+ 2π
i|x|(t0 − t)

∫ ∞
0

d|k|ei|k|(t0−t) |k|2mωe
− k2

4mω ei|k|(t0−t) sin (|k||x|) (5.49)

Using the triangle inequality yields

|I| ≤ 2π
|t0 − t|

∫ ∞
0

d|k|
∣∣∣ei|k|(t0−t)e− k2

4mω cos (|k||x|)
∣∣∣

+ 2π
|x||t0 − t|

∫ ∞
0

d|k|
∣∣∣ei|k|(t0−t) |k|2mωe

− k2
4mω ei|k||t0−t| sin (|k||x|)

∣∣∣
≤ 2π
|t0 − t|

∫ ∞
0

d|k|e− k2
4mω︸ ︷︷ ︸

<∞

+ 2π
|x||t0 − t|

∫ ∞
0

d|k| |k|2mωe
− k2

4mω︸ ︷︷ ︸
<∞

→ 0 as t0 → −∞ (5.50)

The integrals which are remaining in the end are just gaussian integrals and thus they
are finite. (This is well-known).
Hence, only the terms without t0 survive in this limit and we end up with

lim
t0→−∞

〈0| Φ̂t,t0(x) |0〉 = − λ

(2π)3

∫
d3k2γ2

k

ωk
e−

k2
4mω eik·x +O(λ2)

= − λ

(2π)3

∫
d3k 1

k2 + µ2 e
− k2

4mω eik·x +O(λ2) (5.51)

Note that the Fourier transformation of a Gaussian wave package is well-known, i.e.

e−
k2

4mω =
(
mω

π

) 3
2
∫

d3ye−ik·ye−mωy
2 (5.52)
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Then

lim
t0→−∞

〈0| Φ̂t,t0(x) |0〉 =
∫

d3y
(
mω

π

) 3
2
e−mωy

2

︸ ︷︷ ︸
=|Ψ0(y)|2

(
− λ

(2π)3

)∫
d3k 1

k2 + µ2 e
ik·(x−y)

︸ ︷︷ ︸
=ΦYukawa(x−y)

+O(λ2)

=
(
|Ψ0|2 ? ΦYukawa

)
(x) +O(λ2) (5.53)

where ? denotes the convolution and Φn(x) := 〈x| |n〉 ∈ L2(R3) are the eigenfunctions
of the quantum harmonic oscillator in position space. It is easy to check that

Ψ0(x) =
(
mω

π

) 3
4
e−

1
2mωx

2 (5.54)

is normalized and fulfills

HoscΨ0 = 0⇒
(
−∆
2m + 1

2mωx
2
)

Ψ0(x) = 3
2ω (5.55)

Hence, it is the ground state of the quantum harmonic oscillator.
If we want to describe photon, we have to consider the limit µ→ 0, i.e. a massless meson
field. In this limit, the Yukawa potential just becomes the Coulomb potential.
We can state the following theorem as a result:

Theorem 5.3.3 The expectation value of the field operator in the ground state of the
quantum harmonic oscillator |0〉 is given by the convolution of the Yukawa potential with
the square of the wave function of the ground state, i.e.

lim
t0→−∞

〈0| Φ̂t,t0(x) |0〉 =
∫

d3y
(
mω

π

) 3
2
e−mωy

2

︸ ︷︷ ︸
=|Ψ0(y)|2

(
− λ

(2π)3

)∫
d3k 1

k2 + µ2 e
ik·(x−y)

︸ ︷︷ ︸
=ΦYukawa(x−y)

+O(λ2)

=
(
|Ψ0|2 ? ΦYukawa

)
(x) +O(λ2) (5.56)

where

Ψ0(x) := 〈x| |0〉 =
(
mω

π

) 3
4
e−

1
2mωx

2 (5.57)

is the normalized ground state wave function of the quantum harmonic oscillator.

Proof: We have already deduced the result step by step, i.e. the theorem is already
proved. �

Remark: The obtained result is exactly what we would have expected. Up to order
λ2, we just get the classical solution (the Yukawa potential) convolved with the ground
state wave function. This means that due to the uncertainty relation the field smears
out a little bit, but for the ground state expectation value this is the only difference to
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the classical case.
However, considering the limit t0 → −∞, we might loose informations about possible
radiation terms. Physically, we can understand this in the following: If we prepare a
quantum mechanical system in a way that it emits radiation at an initial time t0 and
then let it evolve in time, then the radiation runs away with the speed of light. Hence,
if the system evolves in time over an infinitely long period, the radiation runs infinitely
far away and thus we can not see it anymore.
Therefore, it might be interesting to state a similar theorem without considering this
limit. We will do this in the following.

Theorem 5.3.4 The expectation value of the field operator in the ground state of the
quantum harmonic oscillator |0〉 is given by the convolution of the potential with the
square of the wave function of the ground state, i.e.

〈0| Φ̂t,t0(x) |0〉 =
(
|Ψ0|2 ? ΦYukawa

)
(x) +

(
|Ψ0|2 ? Φ00

)
(x) +O(λ2) (5.58)

where

Ψ0(x) := 〈x| |0〉 =
(
mω

π

) 3
4
e−

1
2mωx

2 (5.59)

is the normalized ground state wave function of the quantum harmonic oscillator and

Φ00(x) := 2λ
(2π)3

∫
d3kγ

2
k

ωk
eik·x cos (ωk(t− t0)) (5.60)

Proof: From (5.48) we know

〈0| Φ̂t,t0(x) |0〉 = − 2λ
(2π)3

∫
d3kγ

2
k

ωk
e−

k2
4mω eik·x (1− cos (ωk(t− t0))) +O(λ2) (5.61)

We have already shown that the first term is the convolution between the square of the
ground state wave function and the Yukawa potential. Together with (5.52), we obtain

〈0| Φ̂t,t0(x) |0〉
=
(
|Ψ0|2 ? ΦYukawa

)
(x)

+ 2λ
(2π)3

∫
d3kγ

2
k

ωk

(
mω

π

) 3
2
∫

d3ye−ik·ye−mωy
2
eik·x cos (ωk(t− t0)) +O(λ2)

=
(
|Ψ0|2 ? ΦYukawa

)
(x)

+ 2λ
(2π)3

∫
d3y|Ψ0|2(y)

∫
d3kγ

2
k

ωk
eik·(x−y) cos (ωk(t− t0)) +O(λ2)

=
(
|Ψ0|2 ? ΦYukawa

)
(x) +

(
|Ψ0|2 ? Φ00

)
(x) +O(λ2) (5.62)

with

Φ00(x) := 2λ
(2π)3

∫
d3kγ

2
k

ωk
eik·x cos (ωk(t− t0)) (5.63)

�
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This result is nice, since it agrees with our intuition and somehow tells us that our calcu-
lations are right. It even yields a term, which could maybe be interpreted as a radiation
term. However, we continue with calculating some other expectation values in order to
get a better understanding of this.

The first idea would be to consider not just the expectation value in the ground state of
the harmonic oscillator but in a mixed state, e.g. in a mixture of the ground state and
the first excitation, i.e. |Ψmix〉 := |0〉+ |1〉.
It is clear that if we calculate Φmix(x) := lim

t0→−∞
〈Ψmix| Φ̂t,t0(x) |Ψmix〉, there will appear

terms like Φ01(x) := 〈0| Φ̂t,t0(x) |1〉. These "cross terms" are not static anymore, hence
we would expect that there occurs radiation as well. Therefore we start calculating these
cross terms:
From (5.42) we obtain

〈0| e±
i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|1〉 = ±ie− k2

4mω
e−iω(t′−t0)

(2mω) 1
2

3∑
j=1

kj 〈0| bj |1〉

= ±ie− k2
4mω

e−iω(t′−t0)

(2mω) 1
2

(k1 + k2 + k3) (5.64)

and together with (5.41) this yields

〈0| Φ̂t,t0(x) |1〉

= − λ

(2π)3

∫
d3kγ2

ke
− k2

4mω

∑3
j=1 kj√
2mω

∫ t

t0
dt′
(
eik·x−iωkteiωkt

′
e−iω(t′−t0) − e−ik·x+iωkte−iωkt

′
e−iω(t′−t0)

)
+O(λ2)

= iλ

(2π)3

∫
d3k γ2

k

ω2
k − ω2 e

− k2
4mω

∑3
j=1 kj√
2mω

·
(

(ωk + ω)eik·x−iω(t−t0) − (ωk + ω)eik·x−iωk(t−t0) − (ωk − ω)e−ik·x−iω(t−t0) + (ωk − ω)eik·x+iωk(t−t0)
)

+O(λ2) (5.65)

Substitute ki → −ki, i = 1, 2, 3 in the terms containing e−ik·x and obtain

〈0| Φ̂t,t0(x) |1〉

= 2iλ
(2π)3

∫
d3k γ2

k

ω2
k − ω2 e

− k2
4mω

∑3
j=1 kj√
2mω

eik·x
(
ωke

−iω(t−t0) − ωk cos(ωk(t− t0)) + 2iω sin(ωk(t− t0))
)

+O(λ2) (5.66)

We have already seen that considering the limit t0 → −∞ might destroy the radiation
terms. Therefore, if we want to see a radiation term, we have to consider a time evolu-
tion over finite time interval [t0, t] ∈ R.
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Similarly as for the ground state, we can rewrite the above expression in terms of the
eigenfunctions of the harmonic oscillator. We know the ground state of the harmonic
oscillator Ψ0 and also its first excitation Ψ1:

Ψ0(x) := 〈x| |0〉 =
(
mω

π

) 3
4
e−

1
2mωx

2

Ψ1(x) := 〈x| |1〉 =
(
mω

π

) 3
4
e−

1
2mωx

2√2mω (x1 + x2 + x3) (5.67)

with x ∈ R3. Then

(Ψ0 ·Ψ1) (x) =
(
mω

π

) 3
2
e−mωx

2√2mω (x1 + x2 + x3) (5.68)

Performing a Fourier transformation yields

(Ψ0 ·Ψ1) (k) =
(
mω

π

) 3
2 √

2mω 1
(2π) 3

2

∫
d3xe−mωx2 (x1 + x2 + x3) e−ik·x︸ ︷︷ ︸

=−i k1+k2+k3

(2mω)
5
2
e−

k2
4mω

= −i
(
mω

π

) 3
2 k1 + k2 + k3

(2mω)2 e−
k2

4mω (5.69)

Then
k1 + k2 + k3

(2mω) 1
2

e−
k2

4mω = i
(
mω

π

) 3
2 √

2mω
∫

d3xe−mωx2 (x1 + x2 + x3) e−ik·x (5.70)

Plugging this into (5.66), we obtain

〈0| Φ̂t,t0(x) |1〉

= − 2λ
(2π)3

∫
d3k γ2

k

ω2
k − ω2

(
mω

π

) 3
2 √

2mω
∫

d3ye−mωy2 (y1 + y2 + y3) eik·(x−y)

·
(
ωke

−iω(t−t0) − ωk cos(ωk(t− t0)) + 2iω sin(ωk(t− t0))
)

+O(λ2)

= ((Ψ0 ·Ψ1) ? Φ01) (x) +O(λ2) (5.71)

where ? denotes again the convolution and

Φ01(x) := − 2λ
(2π)3

∫
d3k γ2

k

ω2
k − ω2 e

ik·x
(
ωke

−iω(t−t0) − ωk cos(ωk(t− t0)) + 2iω sin(ωk(t− t0))
)

(5.72)

This result fits well into our picture, since we get again just an potential Φ01 which
smears out with the eigenfunctions of the quantum harmonic oscillator.

From now on, we consider the case µ = 0. We can sum up the results in the following
theorem:
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Theorem 5.3.5 The matrix element of the field operator between the ground state of the
quantum harmonic oscillator |0〉 and its first excitation |1〉 is given by the convolution
of the potential Φ01 with the product of the two wave functions of the ground state and
the first excitation, i.e.

〈0| Φ̂t,t0(x) |1〉 = ((Ψ0 ·Ψ1) ? Φ01) (x) +O(λ2) (5.73)

where

Ψ0(x) := 〈x| |0〉 =
(
mω

π

) 3
4
e−

1
2mωx

2

Ψ1(x) := 〈x| |1〉 =
(
mω

π

) 3
4
e−

1
2mωx

2√2mω (x1 + x2 + x3) (5.74)

with x ∈ R3 are the normalized ground state wave function and the normalized wave
function of the first excitation of the quantum harmonic oscillator and

Φ01(x) := − 2λ
(2π)3

∫
d3k γ2

k

ω2
k − ω2 e

ik·x
(
ωke

−iω(t−t0) − ωk cos(ωk(t− t0)) + 2iω sin(ωk(t− t0))
)

(5.75)

Proof: We have already deduced the result step by step, i.e. the theorem is already
proved. �

Next, we are interested in the expectation value of the field in the first excitation state,
i.e.

〈1| Φ̂t,t0(x) |1〉

= − iλ

(2π)3

∫
d3kγ2

k

∫ t

t0
dt′
(
〈1| e−

i√
2mω

k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|1〉 eik·x+iωk(t′−t) − c.c.

)
+O(λ2) (5.76)

with (5.42)

〈1| e−
i√

2mω
k·
(
b̂e−iω(t′−t0)+b̂∗eiω(t′−t0)

)
|1〉

= e−
k2

4mω

1∑
g=0

1∑
h=0

(−i)g+he−iω(t′−t0)(g−h)

g!h!(2mω) g+h2

3∑
j1,...,jg=1

3∑
l1,...,lg=1

kl1 ...klhkj1 ...kjg 〈1| b∗l1 ...b
∗
lh
bj1 ...bjg |1〉

= e−
k2

4mω

1− 1
2mω

3∑
j=1

3∑
l=1

kjkl 〈1| b∗jbl |1〉


= e−
k2

4mω

1− 1
2mω

3∑
j,l=1

kjkl

 (5.77)
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This yields

〈1| Φ̂t,t0(x) |1〉 =

= − iλ

(2π)3

∫
d3kγ2

ke
− k2

4mω

1− 1
2mω

3∑
j,l=1

kjkl

[eik·x−iωkt ∫ t

t0
dt′eiωkt′ − c.c.

]
+O(λ2)

= − λ

(2π)3

∫
d3kγ

2
k

ωk
e−

k2
4mω

1− 1
2mω

3∑
j,l=1

kjkl

[eik·x−iωkteiωkt′ + c.c.
]t
t′=t0

+O(λ2)

= − λ

(2π)3

∫
d3kγ

2
k

ωk
e−

k2
4mω

1− 1
2mω

3∑
j,l=1

kjkl

[eik·x − eik·x−iωk(t−t0) + c.c.
]

+O(λ2)

= − λ

(2π)3

∫
d3kγ

2
k

ωk
e−

k2
4mω

1− 1
2mω

3∑
j,l=1

kjkl

[eik·x − eik·x−iωk(t−t0) + c.c.
]

+O(λ2)

(5.78)

Substitute ki → −ki for all i = 1, 2, 3 in the conjugated terms and use a symmetry
argument in order to get

〈1| Φ̂t,t0(x) |1〉

= − 2λ
(2π)3

∫
d3kγ

2
k

ωk
e−

k2
4mω

1− 1
2mω

3∑
j,l=1

kjkl

 eik·x [1− cos (ωk(t− t0))] +O(λ2)

(5.79)

We know the first excitation state of the quantum harmonic oscillator:

Ψ1(x) =
(
mω

π

) 3
4
e−

1
2mωx

2√2mω(x1 + x2 + x3) (5.80)

and hence

|Ψ1|2(x) =
(
mω

π

) 3
2
e−mωx

22mω(x1 + x2 + x3)2 (5.81)

We can calculate the Fourier transform

|Ψ1|2(k) =
(
mω

π

) 3
2

2mω 1
(2π) 3

2

∫
d3xe−ik·xe−mωx2(x1 + x2 + x3)2

=
(
mω

π

) 3
2

2mω
∫ d3x

(2π) 3
2
e−ik·xe−mωx

2 (
x2

1 + x2
2 + x2

3 + 2x1x2 + 2x1x3 + 2x2x3
)

(5.82)
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We calculate step by step
∫ d3x

(2π) 3
2
e−ik·xe−mωx

2
x2

1

=
∫ dx1

(2π) 1
2
e−ik1x1e−mωx

2
1x2

1

∫ dx2

(2π) 1
2
e−ik2x2e−mωx

2
2

∫ dx3

(2π) 1
2
e−ik3x3e−mωx

2
3

= 1
(2mω) 1

2
e−

k2
3

4mω
1

(2mω) 1
2
e−

k2
2

4mω

∫ dx1

(2π) 1
2
e−ik1x1e−mωx

2
1x2

1

= 1
(2mω) 1

2
e−

k2
3

4mω
1

(2mω) 1
2
e−

k2
2

4mω
1

(2mω) 3
2
e−

k2
1

4mω

(
1− k2

1
2mω

)

= 1
(2mω) 5

2
e−

k2
4mω

(
1− k2

1
2mω

)
(5.83)

Hence∫ d3x
(2π) 3

2
e−ik·xe−mωx

2 (
x2

1 + x2
2 + x2

3

)
= 1

(2mω) 7
2
e−

k2
4mω

(
2mω − k2

1 − k2
2 − k2

3

)
(5.84)

And similar∫ d3x
(2π) 3

2
e−ik·xe−mωx

22x1x2

= 2
∫ dx1

(2π) 1
2
e−ik1x1e−mωx

2
1x1

∫ dx2

(2π) 1
2
e−ik2x2e−mωx

2
2x2

∫ dx3

(2π) 1
2
e−ik3x3e−mωx

2
3

= 2 1
(2mω) 1

2
e−

k2
3

4mω
−i

(2mω) 3
2
k2e
−

k2
2

4mω
−i

(2mω) 3
2
k1e
−

k2
1

4mω

= − 1
(2mω) 7

2
e−

k2
4mω 2k1k2 (5.85)

Putting everything together, we obtain

|Ψ1|2(k) =
(
mω

π

) 3
2

2mω 1
(2π) 3

2

∫
d3xe−ik·xe−mωx2(x1 + x2 + x3)2

=
(
mω

π

) 3
2

2mω 1
(2mω) 5

2
e−

k2
4mω

(
1− 1

2mω (k1 + k2 + k3)2
)

(5.86)

Therefore, we have

e−
k2

4mω

(
1− 1

2mω (k1 + k2 + k3)2
)

= 2mω
(
mω

π

) 3
2
∫

d3xe−ik·xe−mωx2(x1 + x2 + x3)2

=
∫

d3xe−ik·x|Ψ1|2(x) (5.87)
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Plugging this into (5.79) yields

〈1| Φ̂t,t0(x) |1〉

= − 2λ
(2π)3

∫
d3y|Ψ1|2(y)

∫
d3kγ

2
k

ωk
eik·(x−y) [1− cos (ωk(t− t0))] +O(λ2)

=
(
|Ψ1|2 ? ΦYukawa

)
(x) +

(
|Ψ1|2 ? Φ11

)
(x) +O(λ2) (5.88)

where

Φ11(x) := 2λ2

(2π)3

∫
d3kγ

2
k

ωk
eik·x cos (ωk(t− t0)) (5.89)

Note that Φ11 = Φ00 This can be summarized in the following theorem

Theorem 5.3.6 The expectation value of the field operator in the first excitation state of
the quantum harmonic oscillator |1〉 is given by the convolution of the potential ΦYukawa+
Φ00 with the square of the wave function.

〈1| Φ̂t,t0(x) |1〉 =
(
|Ψ1|2 ? ΦYukawa

)
(x) +

(
|Ψ1|2 ? Φ00

)
(x) +O(λ2) (5.90)

where

Ψ0(x) := 〈x| |0〉 =
(
mω

π

) 3
4
e−

1
2mωx

2

Ψ1(x) := 〈x| |1〉 =
(
mω

π

) 3
4
e−

1
2mωx

2√2mω (x1 + x2 + x3) (5.91)

with x ∈ R3 is the normalized wave function of the first excitation of the quantum
harmonic oscillator and

Φ00(x) : = 2λ
(2π)3

∫
d3kγ

2
k

ωk
eik·x cos (ωk(t− t0)) (5.92)

Proof: We have already done the proof by deducing the result step by step. �

Finally, we can make a statement about the expectation value of the field operator in
the mixed state |Ψmix〉 := |0〉+ |1〉

Theorem 5.3.7 Let |Ψmix〉 := 1√
2(|0〉 + |1〉) be the normalized mixed state out of the

ground state and the first excitation of the quantum harmonic oscillator, where

Ψ0(x) := 〈x| |0〉 =
(
mω

π

) 3
4
e−

1
2mωx

2

Ψ1(x) := 〈x| |1〉 =
(
mω

π

) 3
4
e−

1
2mωx

2√2mω (x1 + x2 + x3) (5.93)
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with x ∈ R3 are the normalized ground state wave function and the normalized wave
function of the first excitation of the quantum harmonic oscillator. Then

〈Ψmix| Φ̂t,t0(x) |Ψmix〉 =
(
|Ψmix|2 ? ΦYukawa

)
(x) +

(
|Ψmix|2 ? Φ00

)
(x)

+ ((Ψ0Ψ1) ? Re{Φ01}) (x) +O(λ2) (5.94)

with

ΦYukawa(x) : = − 2λ
(2π)3

∫
d3kγ

2
k

ωk
eik·x

Φ00(x) : = 2λ
(2π)3

∫
d3kγ

2
k

ωk
eik·x cos (ωk(t− t0))

Re{Φ01(x)} : = − 2λ
(2π)3

∫
d3k γ2

kωk
ω2
k − ω2 e

ik·x
(

cos(ω(t− t0))− cos(ωk(t− t0))
)

(5.95)

Proof: Actually, this theorem is a direct consequence of the previous ones. It is just
summing up all the contributions.

〈Ψmix|Φt,t0(x) |Ψmix〉

= 1
2 〈0|Φt,t0(x) |0〉+ 1

2 〈1|Φt,t0(x) |1〉+ 1
2 〈0|Φt,t0(x) |1〉+ 1

2 〈1|Φt,t0(x) |0〉

= 1
2
(
|Ψ0|2 ? ΦYukawa

)
(x) + 1

2
(
|Ψ0|2 ? Φ00

)
(x)

+ 1
2
(
|Ψ1|2 ? ΦYukawa

)
(x) + 1

2
(
|Ψ1|2 ? Φ00

)
(x)

+ 1
2 ((Ψ0Ψ1) ? Φ01) (x) + 1

2
(
(Ψ0Ψ1) ? Φ01

)
(x) +O(λ2) (5.96)

|0〉 and |1〉 are orthogonal, hence |Ψmix|2 = 1
2 |Ψ0|2 + 1

2 |Ψ1|2.
Further, 1

2Φ01 + 1
2Φ01 = Re{Φ01}. Then

〈Ψmix|Φt,t0(x) |Ψmix〉 =
(
|Ψmix|2 ? ΦYukawa

)
(x) +

(
|Ψmix|2 ? Φ00

)
(x)

+ ((Ψ0Ψ1) ? Re{Φ01}) (x) +O(λ2) (5.97)

And with (5.66)

Re{Φ01(x)} = 1
2
(
Φ01(x) + Φ01(x)

)
= − 2λ

(2π)3

∫
d3k γ2

k

ω2
k − ω2 e

ik·x
(
ωk
2
(
e−iω(t−t0) + e−iω(t−t0)

)
− ωk cos(ωk(t− t0))

)

= − 2λ
(2π)3

∫
d3k γ2

kωk
ω2
k − ω2 e

ik·x
(

cos(ω(t− t0))− cos(ωk(t− t0))
)

(5.98)

All the remaining terms are know from the previous theorems. �



Chapter 5. Charge in a harmonic oscillator 100

We expect the expectation value of the field to fulfill the inhomogeneous wave equation
with a delta source term at the position of the charge, independent of the state in which
we evaluate this expectation value. At least, up the first excitation of the harmonic
oscillator, this can be formulated in the following theorem.

Theorem 5.3.8 Let |Ψmix〉 := 1√
2(|0〉 + |1〉) be the normalized mixed state out of the

ground state and the first excitation of the quantum harmonic oscillator.
Then the in the limit f → 1, we get(

�(x,t) + µ2
)

ΦYukawa(x) = λδ(3)(x) (5.99)(
�(x,t) + µ2

)
Φ00(x) = 0 (5.100)(

�(x,t) + µ2
)

Re{Φ01(x)} = −λ cos(ω(t− t0))δ(3)(x) (5.101)

Proof: We already know that for f → 1(
�(x,t) + µ2

)
ΦYukawa(x) = λδ(3)(x) (5.102)

Similar, we calculate for f → 1(
�(x,t) + µ2

)
Φ00(x) = λ

(2π)3

∫
d3k 1

ω2
k

(
�(x,t) + µ2

) (
eik·x cos (ωk(t− t0))

)
= λ

(2π)3

∫
d3k 1

ω2
k

(
k2 + µ2 − ω2

k

)
︸ ︷︷ ︸

=0

(
eik·x cos (ωk(t− t0))

)

= 0 (5.103)

Further, from Theorem 5.3.7 we conclude in the limit f → 1(
�(x,t) + µ2

)
Re{Φ01(x)}

=− 2λ
(2π)3

∫
d3k γ2

kωk
ω2
k − ω2

(
�(x,t) + µ2

)
eik·x

(
cos(ω(t− t0))− cos(ωk(t− t0))

)

=− 2λ
(2π)3

∫
d3k γ2

kωk
ω2
k − ω2 e

ik·x cos(ω(t− t0))
(
−ω2 + µ2 + k2

)
+ 2λ

(2π)3

∫
d3k γ2

kωk
ω2
k − ω2 e

ik·x cos(ωk(t− t0))
(
−ω2

k + µ2 + k2
)

︸ ︷︷ ︸
=0

=− λ

(2π)3

∫
d3keik·x cos(ω(t− t0))

=− λ cos(ω(t− t0))δ(3)(x) (5.104)

�

Remark: Note that
(
�(x,t) + µ2

)
commutes with ? and hence, the statement above can

be directly applied to the expectation values of the field via the theorems 5.3.4, 5.3.6
and 5.3.7.
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5.4 Conclusion and interpretation
Calculating the expectation values in this section, we found that they are basically given
by the convolution of the wave function of the nucleon with a potential. In general, the
potential consists of different parts. There is always a Yukawa potential, which solves
the inhomogeneous wave equation with a source at the position of the nucleon. Similarly
to the classical LWFs, this can be associated with the the field attached the particle.
Further, the potential might contain terms like Φ00 and Re{Φ01}, defined in Theorem
5.3.7. These terms solve the homogeneous wave equation. This suggests that they can
be interpreted as radiation terms.
The origin of these radiation terms is a different one. The Φ00 term already appears, if
we calculate the expectation value of field in the ground state of the harmonic oscillator
(Theorem 5.3.4). The reason for this is that starting with some initial data, the Yukawa
potential builds up inside the light-cone. Hence, in a finite time interval it can not
build up everywhere, the Φ00 term cuts of the part outside the light-cone. In the limit
t0 → −∞, this term vanishes and therefore the full Yukawa potential remains. The same
term occurs, if we calculate the expectation value of the field in the first excitation of the
harmonic oscillator (Theorem 5.3.6) and it can be interpreted in the same way. However,
the term Re{Φ01} only appears in the formula for the mixed state |Ψmix〉 = 1√

2(|0〉+ |1〉)
in Theorem 5.3.7 and it is due to the oscillation of the particle.



6 Outlook
This work gave a first understanding of how we could find a second quantized analogue
of the LWFs. However, we considered only some very specific situations and we made
simplification like the negligence of pair-creation and spin. Further, in the case with
quantum mechanical motion, the results, we have found, hold just up to first order in
the coupling constant, i.e. we do not consider effects like radiation back-reaction.
Nevertheless, the results do fit well into our physical intuition and it seems possible to
include these neglected effects in a next step.
Moreover, in the last chapter we found terms in the expectation value of the field, which
suggest to be interpreted as radiation. Unfortunately, we still do not have an idea how
we can see such radiation effects in for example a wave function.
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Notation
~ = c = 1 We work in natural units

x, y, v, p, k, E,B, j ∈ R3 Writing a spatial vector, a momentum/velocity vector, a
electromagnetic field vector or a current vector we mean a three
dimensional vector in R3. Nevertheless, for notational simplicity
we do not denote these vector by bold symbols or something else,
but it will be clear out of the context.

∫
d3x

∫
R3 d3x

dΩ r2 sin θdϕdθ (angular measure in spherical coordinates)

er unit vector in radial direction in spherical coordinates

Br(x) compact ball around x ∈ R3 with radius r > 0

x · y Euclidean scalar product between two vectors x, y ∈ R3

x× y Cross product between two vectors x, y ∈ R3

∇, ∇·, ∇× Gradient, divergence, curl

| · |, ‖·‖2 Euclidean norm, 2-norm

I Identity operator

Ox→y(g(x)) f(x) ∈ Ox→y(g(x)) iff lim
x→y

‖f(x)‖
‖g(x)‖ .

Throughout this work we have not written x→ y explicitly, but it
is always clear from clear context, what it meant by the notation.

L2(R3) We actually mean L2(R3,C, d3x), the Hilbert space of square
integrable functions R3 → C.

C∞0 (R3) We actually mean C∞0 (R3,C, d3x), the space of smooth
functions R3 → C with compact support.

f ? g (f ? g) (x) =
∫

d3yf(x− y)g(y) is the convolution of two functions f, g
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