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Solutions to exercises for stochastic processes

Tutorial Exercises:

T1. We use the law of total expectation to get

E[(M, — M,)* | §,] = E[M} + M |§,] —E[2M,M, | §,]
—E[M? + M2 |§,] - 2E[E[MM, | 5] | 5]
=E[M + M? | 3] - 2E[ME[M, | 5] | 5]
=E[M} — M7 |§,].

T2. Let 0 <ty <--- <t,. The vector (Xy, — Xy,,..., X, — Xt, ,) has a multivariate normal
distribution. Therefore it suffices to show that the increments are mutually uncorrelated.
Note that since X is martingale, all increments have expectation 0. Let 1 < < 5 < n,
then by using the law of total expectation we find

COV(Xti - Xtiflﬂ th - thfl) = EKX% - Xti—1)<th - th—1)]
= E[EKth - Xti*1>(th - th*1> | gtj—lu
= [(th - th‘*l)E[th - th,1 | Stj—lu

T3. (a) By the definition of the filtration we have B, € §,. Furthermore, since B; is normally
distributed, E|B;| < oo, so that B, is integrable for all ¢ > 0. It remains to show that
E[B; — Bs|§s] = 0. Because B has independent increments we know that B; — By is
independent of FV for all 0 < s < ¢. Using Theorem 2.10 we find

E[B, — Bi[§.| = E [B, — B. | 5] = 0.
(b) By definition N; € §,; and
E|Ny| < E[B}] +t =2t < c0.
Again using Theorem 2.10 we find for any 0 < s <t
E[N: = No | 8] = E [B = B =t + 5 | 5]
=E[(B; — B,)* +2B,B, — 2B | §)] —t +s.
Since By € §° and B, — B, is independent of §°, we find

E[N; — Ny | §s] = E[(B; — B,)?] +2B,E[B; | §s] —2B2 —t +s
=t—s+2B>—2B>—t+s=0.



T4. To use the stopping theorem we first need to show that E[r] < co. We can define another
stopping time by taking 7 At, so that E[r At] < oo for all £ > 0. We can use the stopping
theorem on this stopping time to find

E[r At] = E[B2,,] < a® VI,
for all £ > 0. Using Fatou’s lemma we get

E[r] <liminf E[r A ] < a® V b* < 0.

t—o00

We can now use the stopping theorem on 7 to get
0 = By = E[B,] = —aP(B, = —a) + bP(B, = b).

Combining this with the fact that P(B, = —a) + P(B, = b) = 1, we conclude that
P(B, = —a) = a%b and P(B, = b) = 4. Furthermore, again using the stopping theorem:

E[r] = E[B?] = a*P(B, = —a) + b*P(B, = b) = ab.



