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Solutions to exercises for stochastic processes

Tutorial Exercises

T1. (a) ⇒: Suppose {τ ≤ t} ∈ Ft for all t ≥ 0. We can write

{τ < t} =
⋃
s<t
s∈Q

{τ ≤ s} ∈ Ft.

⇐: Suppose {τ < t} ∈ Ft for all t ≥ 0. In this case we have

{τ ≤ t} =
⋂
s>t
s∈Q

{τ < s},

which is an element of Fs for all s > t, so that

{τ ≤ t} ∈
⋂
s>t
s∈Q

Fs.

Since the �ltration is right-continuous we conclude that {τ ≤ t} ∈ Ft.
(b) Suppose τn is a sequence of stopping times. We have{

sup
n
τn ≤ t

}
=
⋂
n

{τn ≤ t} ∈ Ft,

and similarly {
inf
n
τn ≤ t

}
=
⋃
n

{τn ≤ t} ∈ Ft,

so that supnτn and infn τn are stopping times. For lim supn τn we can write

lim sup
n→∞

τn = inf
n≥0

sup
k≥n

τk =: inf
n≥0

σn.

By the above observations σn is a stopping time and thus so is lim supn τn. Similarly

lim inf
n→∞

τn = sup
n≥0

inf
k≥n

τk,

is a stopping time. Finally if limn→∞ τn exists it is equal to lim infn→∞ τn, so that it
is a stopping time as well.
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T2. (a) Firstly Ω ∈ Fτ , since τ is a stopping time. Suppose A ∈ Fτ , then A ∩ {τ ≤ t} ∈ Ft
for all t ≥ 0. Since Ft is a σ-algebra it holds that

Ac ∩ {τ ≤ t} =
(
A ∩ {τ ≤ t}

)c ∩ {τ ≤ t} ∈ Ft,

so Ac ∈ Fτ . Lastly suppose A1, A2, · · · ∈ Fτ . Then since Ft is a σ-algebra we have(
∞⋃
i=1

Ai

)
∩ {τ ≤ t} =

∞⋃
i=1

(
Ai ∩ {τ ≤ t}

)
∈ Ft.

So Fτ is indeed a σ-algebra.

(b) Suppose τ1 ≤ τ2. Then {τ2 ≤ t} ⊆ {τ1 ≤ t} for all t ≥ 0. Suppose A ∈ Fτ1 and let
t ≥ 0, then

A ∩ {τ2 ≤ t} = A ∩ {τ1 ≤ t} ∩ {τ2 ≤ t} ∈ Ft,
since = A ∩ {τ1 ≤ t} ∈ Ft and {τ2 ≤ t} ∈ Ft. So Fτ1 ⊆ Fτ2 .

(c) Suppose τn ↓ τ . Then by the argumentation in (b) we have Fτ ⊆ Fτn for all n. So
in particular Fτ ⊆ ∩nFτn . Now let A ∈ ∩nFτn . Then there exists some N ∈ N such
that for all n ≥ N we have A ∩ {τn ≤ t} ∈ Ft. Since Ft is a σ-algebra we �nd

Ft 3
∞⋂
n=N

A ∩ {τn ≤ t} = A ∩
∞⋂
n=N

{τn ≤ t} = A ∩ {τ ≤ t},

so that A ∈ Fτ . We conclude that Fτ = ∩nFτn .

T3. (a) Let τ1 = inf{s ≥ 1 |Bs = 0} and let τ = inf{s ≥ 0 |Bs = 0}. Firstly we can write

{τ1(ω) ≤ t} =
{

inf{s ≥ 1 | ω(s) = 0} ≤ t
}

=
{

inf{s ≥ 0 | ω(s+ 1) = 0}+ 1 ≤ t
}
,

so that
1{τ1 ≤ t} = 1{τ ≤ t− 1} ◦ θ1.

Now we can calculate the distribution of τ1 using the Markov property:

P0(τ1 ≤ t) = E0[1{τ1≤t}] = E0
[
E0[1{τ≤t−1} ◦ θ1|F1]

]
= E0

[
EB1 [1{τ≤t−1}]

]
=

∫ ∞
−∞

p1(0, x)Px(τ ≤ t− 1)dx,

where pt(a, b) = (2πt)−1/2 exp
(
−|a−b|2

2t

)
. Using the distribution of τ we get

P0(τ1 ≤ t) =

∫ ∞
−∞

1√
2π

exp

(
−x2

2

)∫ t−1

0

|x|√
2πy3

exp

(
−x

2

2y

)
dydx

=
1

π

∫ t−1

0

y−3/2
∫ ∞
0

x exp

(
−(y + 1)x2

2y

)
dxdy

=
1

π

∫ t−1

0

1
√
y(y + 1)

dy =
2

π
arctan

(√
t− 1

)
.
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(b) Let τ2 = sup{s < 1 |Bs = 0} and let again τ = inf{s ≥ 0 |Bs = 0}. We can write

{τ2(ω) ≤ t} =
{

sup{s < 1 | ω(s) = 0} ≤ t
}

=
{

inf{s > t | ω(s) = 0} ≥ 1
}

=
{

inf{s > 0 | ω(s+ t) = 0} ≥ 1− t
}
,

so that
1{τ2 ≤ t} = 1{τ ≥ 1− t} ◦ θt.

We now again use the Markov property to calculate the distribution of τ2:

P0(τ2 ≤ t) = E0[1{τ2≤t}] = E0
[
E0[1{τ≥1−t} ◦ θt|Ft]

]
= E0

[
EBt [1{τ≥1−t}]

]
=

∫ ∞
−∞

pt(0, x)Px(τ ≥ 1− t)dx.

Using the distribution of τ we get

P0(τ2 ≤ t) =

∫ ∞
−∞

1√
2πt

exp

(
−x2

2t

)∫ ∞
1−t

|x|√
2πy3

exp

(
−x

2

2y

)
dydx

=
1

π

∫ ∞
1−t

1√
ty3

∫ ∞
0

x exp

(
−(y + t)x2

2yt

)
dxdy

=
1

π

∫ ∞
1−t

yt√
ty3(y + t)

dy =
1

π

∫ ∞
1−t

√
(y + t)2

yt

t

(y + t)2
dy,

We now use the change of variables z := t/(y + t) to �nd

P0(τ2 ≤ t) =

∫ t

0

1√
y(1− y)

dy =
2

π
arcsin

(√
t
)
.
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