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T1.
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Solutions to tutorial exercises for stochastic processes

Let Z ~ N(u,0?). Let N € N and let (Z,)1<n<ny be i.i.d. random variables with Z; ~

N(N,N) Then

N
Z Zy ~ N(p,0°)
n=1

so that Z is infinitely divisible.

Let A > 0 and X ~ POI(\). Let N € N and let (X,,)1<,<n be iid. random variables
with X; ~ POI(%). Then

N
> X, ~POI(\)
n=1

so that X is infinitely divisible.

Let X be a random variable with finite support and N € N. Suppose Var(X) = 0, so that
X is constant. Then

ig

so that X is infinity divisible. Now suppose Var(X) > 0. Without loss of generality we can
assume E[X] = 0 and Var(X) = 1. Suppose there exists i.i.d. random variables (X7¥);<;<y

7

with 37, X £ X. Then E[X] = 0 and Var(X}) = + for all 4. We know that X has
finite support, so that there exists m € R such that

=inf{AeR : P(X €[4, A4]) =1},

so that P(X > m) = 0. It follows that

0=P(X >m) = (ZXN>m>>]P’(XN>N>N7

so that P (X{¥ > %) = 0. Similarly we can prove that P (X{" < —%) = 0. Let £ > 0. It

now follows that the triangular array (X})yen1<i<n satisfies the Lindeberg condition:
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The Lindeberg-Feller theorem now states that Y, X}V converges weakly to a random

variable with standard normal distribution as N — co. However, X < > XY has finite
support, which is a contradiction. It follows that the only infinitely divisible random
variables with finite support are constants.

We first show that X has stationary increments. Let 0 < s < t. We have

X, — X_ZY ZY

n=Ng

Since N is a Poisson process it has stationary increments. So the distribution of N; — N,
only depends on ¢t — s. So the distribution of X; — X, only depends on ¢t — s.

Let 0 < s < t. We prove that X; — X, and X, are independent. Denote by ¢y (-) the
characteristic function of Y;. Let a,b € R. We have

exp (zaZY) exp (w Z Y)

E[exp(iaXS +ib(X; — XS))} =

J=Ns+1
oo 00 k+l1
= ZZ exp (ZCLZY) exp <Zb Z Y) ]l{NQ k, Ny= k—l—l}]
=0 [=0 7=1 j=k+1
_ f: f: l —)\s (As)ke—k(t—s) ()\(t — 8))l
B k! il ’
k=0 [=0

since Y; are independent of each other and of N, and since N has stationary and inde-
pendent increments. It follows that

> BEANY/
E[exp(iaX; + ib(X; — qu e as(As)” )‘5 Z p)le =) ()\@l' s))
1=0 :

= ¢Xs( )‘bXﬁXS (b),

so that X, and X; — X are independent. It can be proven similarly that n increments
are independent.

Let Z ~ Exp(1). Then Z has characteristic function

1
—()
1—160 —° ’

E[ewz]
where
P (0) = log(1 — i6).

If we show that ¢ (0) satisfies the Lévy-Khinchin formula, then there exists a Lévy process
with Elexp(i0X7)] = exp(—1(#)), so that X; ~ Exp(1). The derivative of 1 satisfies

1 <
V(O = =i == | e,
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We now have

b(0) = ¥(0) + /O ’ W (s)ds = — /0 9 /O e dads = — /0 T e /0 9 ie**dsdz,

where we used Fubini’s theorem to switch the integrals. It follows that

—

o —x o) 1
P(0) = —/ e—(ew”" — 1)dz = / (1— e —if2lery) m(dz) + i@/ o dz,
0 0 0

T Z

where 7(dz) = 1{;»0)dx. Finally we have

Y(0) = i6 (1 - 1) + /OOO (1— e — b2l (yery) m(dz).

(&

Moreover, 7 is a Lévy-measure:

1 o —x
/ (> A)m(dx) = / re “dx —l—/ ¢ dr<2<c.
R\{0} 0 1 X

So 1(0) satisfies the Lévy-Khinchin formula with triplet (1 —1/e,0, 7).




