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Solutions to tutorial exercises for stochastic processes

T1. ⇒: Suppose X is F−ST measurable. For any t ∈ T we have by the de�nition of ST that
X−1(Π−1t (S)) ∈ F for any S ∈ S, where Πt denotes the projection on the tth coordinate.
Finally X−1(Π−1t (S)) = {ω : Xt(ω) ∈ S} = X−1t (S) ∈ F.

⇐: Suppose all projections Xt are F − S-measurable. Let S ∈ S and t ∈ T . Then
X−1(Π−1t (S)) = X−1t (S) ∈ F. So X is measurable on the set {Π−1t (S) : t ∈ T, S ∈ S}.
This set generates ST , so X is F−ST measurable.

T2. Since Xt is continuous and since Q is dense in R we have that

sup
t∈R

Xt = sup
t∈Q

Xt.

Let a ∈ R. Then {
sup
t∈R

Xt ≤ a

}
=

{
sup
t∈Q

Xt ≤ a

}
=
⋂
t∈Q

{Xt ≤ a} ∈ F.

So supt∈RXt is measurable on the set {(−∞, a] : a ∈ R}, which generatesB. So supt∈RXt

is F−B-measurable. Furthermore{
sup
t∈R

Xt =∞
}

=
∞⋂
n=1

⋃
t∈Q

{Xt ≥ n} ∈ F,

and similarly {
sup
t∈R

Xt = −∞
}

=
∞⋂
n=1

⋃
t∈Q

{Xt ≤ n} ∈ F,

so that the events {supt∈RXt =∞} and {supt∈RXt = −∞} are measurable as well.

T3. We �rst show by induction that for some s > 0, Ns is Poisson distributed with parameter

λs. Firstly P(Ns = 0) = e−λs. Now suppose that P(Ns = k) = e−λs (λs)
k

k!
for all s > 0.

Then by conditioning on τ1 we �nd

P(Ns = k + 1) =

∫ s

0

λe−λxP(Ns−x = k)dx =

∫ s

0

λe−λxe−λ(s−x)
(λ(s− x))k

k!
dx

= e−λs
(λs)k+1

(k + 1)!
.
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So Ns is indeed Poisson distributed with parameter λs. Let Tk :=
∑k

i=1 τi be the sequence
of arrivals. We can write

Ns =
∞∑
k=1

1{Tk≤s},

and similarly

Nt −Ns =
∞∑

k=Ns+1

1{Tk≤t} =
∞∑
k=1

1{TNs+k≤t}.

We know that TNs+1 > s. In fact by the memorylessness of the exponential distribution
we have TNs+1 ∼ s + EXP(λ). Similarly TNs+k ∼ s + T ′k, where T

′
k is an i.i.d. copy of

Tk. Furthermore TNs+k is independent of Ns, since Ns is independent of τNs+1, τNs+2, . . . .
Finally we have

P(Ns = x,Nt −Ns = y) = P(Ns = x)P(Nt −Ns = y |Ns = x)

= P(Ns = x)P

(
∞∑
k=1

1{TNs+k≤t} = y
∣∣∣Ns = x

)

= P(Ns = x)P

(
∞∑
k=1

1{s+T ′
k≤t} = y

)

= e−λs
(λs)x

x!
e−λ(t−s)

(λ(t− s))y

y!
.

T4. The process (M +N)t is increasing and right-continuous, since Mt and Nt are increasing
and right-continuous. Furthermore

(M +N)t − (M +N)s = Mt −Ms +Nt −Ns ∼ POI
(
(λ+ µ)(t− s)

)
,

sinceMt−Ms andNt−Ns are independent and Poisson distributed with parameter λ(t−s)
and µ(t − s) respectively. It remains to show that (M + N)t has steps of size 1 almost
surely. Construct the process M ′

t by placing Xi ∼ POI(λ) points, xi1, . . . , x
i
k, uniformly at

random in the interval [i, i+ 1), so that M ′
t
d
= Mt. Similarly construct N ′t

d
= Nt by placing

the points yi1, . . . , y
i
l in the interval [i, i + 1). Then (M ′ + N ′)t

d
= (M + N)t. Suppose

(M ′ +N ′)t has a jump of size 2. Then there exists an interval [i, i+ 1) such that xiv = yiw
for some v, w ∈ N. Now,

P
(
(M ′ +N ′)t has jump of size 2

)
≤

∞∑
i=0

∞∑
k=0

∞∑
l=0

k∑
v=1

l∑
w=1

P(Xi = k, Yi = l, xiv = yiw)

=
∞∑
i=0

∞∑
k=0

∞∑
l=0

k∑
v=1

l∑
w=1

P(Xi = k)P(Yi = l)P(xiv = yiw)

= 0,

since P(xiv = yiw) = 0. So (M ′ +N ′)t has steps of size 1 almost surely and thus (M +N)t
as well.
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