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Abstract

In this paper we introduce left linear theories of exponent N (a set) on
the set L as maps L � LN 3 (l; �) �! l � � 2 L such that for all l 2 L

and �; � 2 LN the relation (l � �)� = l(� � �) holds, where � � � 2 LN is
given by (� � �)(i) = �(i)�; i 2 N . We assume that L has a unit, that
is an element � 2 LN with l � � = l, for all l 2 L, and � � � = �, for all
� 2 LN . Next, left (resp. right) L-modules and L-M -bimodules and their
homomorphisms are de�ned and lead to categories L-Mod, Mod-L, and
L-M -Mod. These categories are algebraic categories and their free objects
are described explicitly. Finally, Hom(X; Y ) and X 
 Y are introduced
and their properties are investigated.
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0. Introduction

The operations de�ning an R-module X over a ring R, a monoid module over
a monoid, a�ne spaces, certain types of barycentric caculi, various convexity
theories etc. have in common, that they form certain "linear combinations"
subject to such laws as distributivity, associativity, or action of a unit. The
general de�nition for such operations and their axioms can be derived in the case
of R-modules as follows.

Let X be any unital module over a given ring R. Let furthermore r� denote a
sequence (r1; r2; : : :) of elements of R with �nite support. Then we can associate
with r� the map �(r�) : XIN �! X that is given by

�(r�)(m
�) = �(r�)(m

1;m2; : : :) :=
X
i2IN

rim
i; m� 2 XIN ;



where this in�nite sum is de�ned because the support of r� is �nite. We interpret
�(r�) as "operation on X". In particular, �(r�) operates on R(IN), the set of all
sequences of elements of R with �nite support; that is

�(r�)(s
1
�; s

2
�; : : :) =

X
i2IN

ris
i
�:

With these notations the following laws are satis�ed:

(A0) if r�, s1�, s
2
�, : : : are sequences as speci�ed above and m� 2 XIN , then

�(�(r�)(s
1
�; s

2
�; : : :))(m

�) = �(r�)(�(s
1
�)(m

�); �(s2�)(m
�); : : :);

(A1) if �j� = (�j1; �
j
2; : : :), with �

j
i the usual Kronecker symbol, then

�(�j�)(m
�) = mj; m� 2 XIN :

In terms of the initial module structure, (A0) isX
i2IN

(
X
j2IN

rjs
j
i )m

i =
X
j2IN

rj(
X
i2IN

sjim
i);

a combination of the associative law, the commutative law for the addition, and
the distributive law.

Conversely, if a set X is given and if, for every r� as above, �(r�) : X
IN �! X is

a map such that A0 and A1 are satis�ed, then X, equipped with the compositions

m1 +m2 := �((1; 1; 0; : : :))(m1;m2; : : :);
rm1 := �((r; 0; 0; : : :))(m1;m2; : : :);

is a unital R-module. A simple computation shows that the standard axioms for
unital R-modules are equivalent to the axioms (A0) and (A1) (see 4.13).

(A0) and (A1) can be cast in a di�erent way. The initially de�ned operation is
expressed as a map

� : R(IN) �XIN �! X:

Hence it gives rise to a map

(R(IN))IN �XIN �! XIN :

In particular we have

(R(IN))IN � (R(IN))IN �! (R(IN))IN :



Let us take this map as a "multiplication" on (R(IN))IN . Then associativity of
this multiplication is expressed by (A0), for X = R(IN), while unitality of the
multiplication is given by (A1), for X = R(IN). Thus (R(IN))IN is a monoid.
Moreover, (A0) and (A1), for X, state that XIN is an (R(IN))IN -module.

This view of our axioms suggests that R(IN) be replaced by an arbitrary set L
and that a monoid structure on LIN be derived from a map L � LIN �! L.
Then, of course, the monoid module structure on XIN has to come from a map
L � XIN �! X. It should be noted that this requirement puts a non-trivial
restriction on the monoid structure on LIN , and similarly on the module structure
on XIN , namely the following:

the ith "component" of a product of two elements in LIN under the multiplication

LIN � LIN �! LIN depends only on the ith "component" of the �rst factor and
in general on the full second factor.

Several instances of this very general scheme have appeared in the literature. The
Barycentric Calculus in [4] and [14] is a variant of case where R is a suitable ring
and the elements of L are those r� 2 R(IN) for which

P
i2IN ri = 1. This theory

of "baryzentrischer Kalk�ul" was later elaborated in [5]. The theory of "A�ne
R�aume" developed in [1], [2] is closely related to the barycentric calculus. In
addition, various convexity theories (see [8], [9], [10], [12], [13], etc.) are special
cases. In [3], applications to various physical problems are discussed. Additional
examples are listed in 1.4.

We call left linear theory L the special type of monoid structure we described
above on the set LN , where now the set IN of natural numbers is replaced by an
arbitrary set N of cardinality greater than two. Furthermore a left L-module is,
by de�nition, a set X together with an operation L �XN �! X subject to the
laws (L0;X) and (L1;X) that are obtained from (A0) and (A1) by replacing IN by
N . So we obtain a category of left L-modules. We study this category in order
to see which further structures on X can be derived from it. The category of
L-L-bimodules turns out to be (almost) monoidal with a speci�c tensor product.
One thing we could not �nd out is, whether the associativity homomorphism
� : (X 
L Y ) 
L Z �! X 
L (Y 
L Z) is an isomorphism in general (cf. 6.17);
however, it satis�es the usual coherence conditions for monoidal categories. Fur-
thermore there is a right adjoint, i.e. an inner hom-functor for this tensor product.

In the �rst section we will give the general de�nition of a left linear theory and an
extensive collection of examples. Then we introduce left, right, and bi-modules.
In the third and forth sections we study properties of zero element, scalars, and
addition derived from the given operations. We obtain that certain properties



carry over from the left linear theory L to left L-modules such as zero elements
or some kind of additive structure: for example, if L becomes an abelian group
by its operation, then every module over L carries the structure of an abelian
group as well. It is interesting to see how free modules arise and how they can
be embedded into L (section 5). In fact we will see, that the category of modules
is an algebraic category. In the �nal section we study tensor products and inner
hom-functors. The inner endomorphism monoid of a module will turn out to be
again a left linear theory.

1. General left linear theories

In the following let N always be a �xed set of cardinality greater than two. For
any set X let �; �; �; : : : denote elements of the set XN of maps from N to X and
let the members of these families be denoted by �(i); �(i); �(i) 2 X, where i 2 N .
The constant map or constant family N �! X sending each i 2 N to a �xed
x 2 X will be denoted by xN .
We are going to consider sets X, Y , Z together with operations

X � Y N 3 (x; �) 7! x� 2 Z

called a multiplication. This multiplication induces an operation

XN � Y N 3 (�; �) 7! �� 2 ZN :

where (��)(i) := �(i)� 2 Z, i 2 N .

1.1 De�nition: A set L together with a multiplication

L � LN 3 (l; �) 7! l� 2 L

is called a left linear theory if

8l 2 L; �; � 2 LN : (l�)� = l(��): (L0)

A left linear theory L is called unital if there is a � 2 LN , called unit, such that

8l 2 L; � 2 LN : l� = l; �� = �: (L1)

1.2 Remark: The �rst condition for L to be unital is equivalent to �� = �. The
second condition is equivalent to �(i)� = �(i) for all i 2 N .
The associative law (L0) for a left linear theory is equivalent to (��)� = �(��):



If L is a unital left linear theory then LN together with the multiplication
LN � LN �! LN is a monoid. The converse is not true, in general, because

the ith component of �� depends only on the ith component of � and is inde-

pendent of the position of this component in the family �, i.e. if �(i) = �(j) in

the families �; � 2 LN then the ith component of �� and the jth component of
�� are equal.

1.3 Lemma: Let L be a unital left linear theory. Then
(a) the unit � is uniquely determined;
(b) if 8l 2 L : l� = l�; then � = �;
(c) if L has at least two elements, then for all i; j 2 N with i 6= j we have

�(i) 6= �(j).

Proof: (a) From the above remark we have that LN is a monoid with unit �
which is unique.
(b) l� = l� implies �(i)� = �(i)� for all i 2 N hence �� = �� and � = �.
(c) Take l 6= l0 in L and form � with components �(k) = l if k 6= j and �(j) = l0.
Then �(i)� = l 6= l0 = �(j)� hence �(i) 6= �(j).

We want to give examples for left linear theories. In the sequel semiring is meant
to be a quintuple (R;+; 0; �; 1) consisting of a set R, two distinguished elements
0 and 1 of R, and two binary compositions of R such that

(o) 0 6= 1; 0 �R = R � 0 = 0,

(i) (R;+; 0) is a commutative monoid with neutral element 0,

(ii) (R; �; 1) is a monoid with neutral element 1,

(iii) 8x; y; z 2 R : x � (y + z) = x � y + x � z and (y + z) � x = y � x+ z � x.

The multiplication of a semiring R will usually be written without the multipli-
cation dot.

1.4 Examples: a) If IN is the set of natural numbers, R is a semiring, and L is
a set of (in�nite) sequences a� = (a1; a2; : : :) with entries in R such that

(L1) 8a� 2 L; �� = (b�1; b
�
2; : : :) 2 L

IN : a��� := (
P

i a
i�1

i ;
P

i a
i�2

i ; : : :) 2 L

then L is a left linear theory, called a sequential left linear theory over R. We
assume that the in�nite sums are de�ned and obey the usual laws of addition and
multiplication by requiring some weak kind of convergence. If, in addition,

(L2) 8j 2 IN : ��(j) := (�1j ; �
2
j ; : : :) 2 L, where �

i
j is the Kronecker symbol,

then L is a unital sequential left linear theory with unit ��. Observe, that this is
not a de�nition but a fact and that not every unital sequential left linear theory
will satisfy property (L2), as can be seen in example h).
If the following additional axiom holds



(L0) every a� 2 L has only �nitely many non-zero entries,

then L is called a (unital) �nitely sequential left linear theory.

An instance of what we have in mind in a) is the following

a') Let R be a semiring and denote by Rfftgg the semiring of formal power
series in t. For s 2 Rfftgg we denote by ldeg(s) the lower degree of s, that
is if s =

P
j�0 rjt

j then rj = 0 for j < ldeg(s) and rj 6= 0 for j = ldeg(s);
obviously, ldeg(0) = +1. Let � : IN �! IN [ f+1g be a function such that
limn!1 �(n) = +1. Denote by L the set of all � 2 RfftggIN such that

ldeg(�(n)) � �(n); n 2 IN:

Then a simple computation shows that L is a sequential unital left linear theory.

b) The set R(N) of all elements of RN with �nite support over a semiring R is a
unital left linear theory. If the index set IN is the set of natural numbers then
R(IN) is a unital �nitely sequential left linear theory, called the semiring R.

c) The set PRO(R) of all elements x� of R(N) with
P

i2N x
i = 0 is a left linear

theory, called the projective theory over R.

d) The set BAR(R) of all elements x� of R(N) with
P

i2N x
i = 1 is a unital left

linear theory, called the barycentric theory over R ([1],[2],[5]).

e) The set BARe(R) of all elements x� of R(N) with
P

i2N x
i = e is a left linear

theory.

f) The set I(N) of all elements of R(N) with entries in a one-sided ideal I � R is
a left linear theory.

g) The set [S](N) of all elements of R(N) with entries in the commutator of a
subset S � R is a unital left linear theory.

h) If IN is the set of natural numbers then the singleton set f��g in R(IN) withP
i2IN �

i = 1 is a unital sequential left linear theory.

i) If IN is the set of natural numbers then the set of sequences in R(IN) with at
most one non-zero coe�cient is a unital sequential left linear theory.

For the following examples let R be the ring of real or complex numbers and IN
the set of natural numbers.

j) The set 
R of all elements x� of RIN with
P

i2IN kx
ik � 1 is a unital sequential

left linear theory, called total convexity theory [9].

k) The set 
sc of all elements x� of RIN with
P

i2IN x
i = 1 and non-negative real

entries is a unital sequential left linear theory, called super convexity theory [11].



l) The set 
R;fin of all elements x� of R(IN) with
P

i2IN kx
ik � 1 is a unital

sequential left linear theory, called �nite total convexity theory [9].

m) The set 
c of all elements x� of R(IN) with
P

i2IN x
i = 1 and non-negative real

entries is a unital sequential left linear theory, called convexity theory [14].

n) The set P of all elements x� of RIN with
P

i2IN x
i � 1 and non-negative real

entries is a unital sequential left linear theory, called positive convexity theory
[8], [15].

o) The set P+ of all elements x� of RIN with 0 <
P

i2IN x
i � 1 and non-negative

real entries is a unital sequential left linear theory, called strict positive convexity
theory.

p) Further examples arise from (6.15).

Most of these and other examples of convexity theories can be found in [12].

1.5 De�nition: Let L and M be left linear theories. A map � : L �! M is
called a homomorphisms of left linear theories, if

8l 2 L; � 2 LN : �(l�) = �(l)�N(�):

If both theories are unital and � satis�es in addition

8i 2 N : �(�(i)) = �(i);

then � is called a unital homomorphism of left linear theories.

1.6 Remark: The left linear theories and the unital left linear theories form
categories. These categories are equationally de�ned or algebraic in the sense of
[6], hence the underlying functors from unital left linear theories to left linear
theories to sets have left adjoints. Thus there are free left linear theories, free
unital left linear theories, and the adjunction of a unit to a left linear theory can
be performed.
In 1.2 we observed that each unital left linear theory is a monoid. This de�nes a
functor from the category of unital left linear theories to the category of monoids
which is not quite an algebraic functor in the classical sense [6], but it still has a
left adjoint.

2. Modules

Let L be a unital left linear theory. We can de�ne various di�erent types of
modules over L. We will only consider unital modules.



Given a set X together with a multiplication

L �XN 3 (l; �) 7! l� 2 X:

As in section 1. we can de�ne

LN �XN 3 (�; �) 7! �� 2 XN

by (��)(i) = �(i)�.

2.1 De�nition: The set X together with the given multiplication is called a left
L-module if

8l 2 L; � 2 LN ; � 2 XN : (l�)� = l(��) and (L0;X)

8� 2 XN : �� = �: (L1;X)

The multiplication of a left L-module induces an multiplicationLN�XN �! XN .
So a left L-module X induces an LN -set XN over the monoid LN . The converse
is not true. The remarks of 1.2 apply in a similar way.

2.2 De�nition: Let X and Y be left L-modules. A map f : X �! Y is called
a homomorphism of left L-modules if

8l 2 L; � 2 XN : f(l�) = lfN(�):

Let L-Mod denote the category of left L-modules.

2.3 Remark: The category L-Mod is an algebraic category. The underlying
functor to the category of sets is an algebraic functor, hence has a left adjoint,
the "free" left L-module over a set. We will come back to the explicit construction
of free modules in section 5.
The homomorphisms of L-modules induce homomorphisms of LN -sets, so we get
a functor from L-modules to LN -sets.

2.4 De�nition: A set X together with a multiplication

X � LN 3 (x; �) 7! x� 2 X

is called a right L-module if

8x 2 X;�; � 2 LN : (x�)� = x(��) and (R0;X)

8x 2 X : x� = x: (R1;X)



Again this multiplication induces a multiplicationXN�LN 3 (�; �) 7! �� 2 XN ,
where ��(i) := �(i)�:

2.5 De�nition: Let X and Y be right L-modules. A map f : X �! Y is called
a homomorphism of right L-modules if

8x 2 X;� 2 LN : f(x�) = f(x)�:

Let Mod-L denote the category of right L-modules.

2.6 De�nition: Let L and M be left linear theories. A left L- and right M-
module X is called an L-M-bimodule if

8l 2 L; � 2 XN ; � 2 MN : (l�)� = l(��):

2.7 De�nition: Let X and Y be L-M-bimodules. A map f : X �! Y is called
a homomorphism of L-M-bimodules if f is a homomorphism of left L- and right
M-modules.
Let L-Mod-M denote the category of L-M-bimodules.

2.8 Examples: a) L is a L-L-bimodule with the canonical operations.

b) If R is a ring, L = R(N), and M a left R-module, then M is a left L-module
by

l� :=
X
i

�i�(i) 2M

for l = (�i) 2 R(N) = L, �(i) 2M , and � 2MN . This de�nes a functor from left
R-modules to left L- modules. Similarly commutative R-monoids over semirings
R de�ne modules over L = R(N).

c) If R, L and M are as above then M (N), the set of all elements of MN with
�nite support, is a left L-module by l� :=

P
j �

i�(i) 2 M (N) with l = (�i) 2 L,
�(i) 2M (N) with componentwise operations and � 2 (M (N))N . Again this de�nes
a functor from left R-modules to left L-modules.

d) If R, L, and M are as above and M is an R-bimodule. Then M (N) is an
L-bimodule by the additional right operation x� =

P
j m

j�(j) 2 M (N) where
x = (mi) 2 M (N) and �(j) = (�ij) 2 L = R(N). This de�nes a functor from
R-bimodules to L-bimodules. In 4.14 we show this functor to be an equivalence
of categories.

e) For any index set I the product LI is an L-bimodule.



f) For N the set of natural numbers and L := R(N) the set X of in�nite se-
quences of power series

P
i r

j
ix

i (X � R[[x]]N) such that (rji )j2N has �nite sup-
port for all i 2 N is an L-bimodule. The left multiplication is de�ned by l� =
(�k)(

P
i r

j
ikx

i) := (
P

i;k �
krjikx

i)j. The right multiplication is (
P

i r
j
ix

i)(�kj ) :=

(
P

i;j r
j
i�

k
jx

i)k2N . In fact there is a bimodule isomorphism X �= LN by (
P

i r
j
ix

i)

7! ((rji )j2N)i2N .

g) Let L be the unital sequential left linear theory of 1.4 example i) consisting of
sequences in R(IN) with only one non-zero coe�cient. Then X := R _[R=(0 = 0)
is a left L-module, where (0; : : : ; 0; �i; 0; : : :)(xj)j2IN = �ixi viewed as element in
the same component of X as xi is from.

3. Zero Elements

3.1 De�nition: Let L be a left linear theory.
a) Let X be a left L-module. X has a right zero if there is a unique element
0 2 X such that

8l 2 L : l0N = 0 (where 0N is the constant family): (i)

b) Let X be a right L-module. X has a left zero if there is a unique element
0 2 X such that

8� 2 LN : 0� = 0: (ii)

c) Let X be an L-bimodule. X has a zero if there is an element 0 2 X such that

(i) 8l 2 L : l0N = 0;

(ii) 8� 2 LN : 0� = 0:

3.2 Lemma: Let X be an L-bimodule.
(a) If X has a right zero then 8� 2 LN : 0� = 0:
(b) If X has a left zero then 8l 2 L : l0N = 0:
Proof: (a) By associativity we have 8l 2 L; � 2 LN : l(0�)N = l(0N�) =
(l0N )� = 0� hence by uniqueness 0� = 0.
(b) By associativity we have 8l 2 L; � 2 LN : (l0N )� = l(0N�) = l0N hence by
uniqueness l0N = 0.

3.3 Corollary: Let X be an L-bimodule. If X has a right zero or a left zero,
then X has a zero.

3.4 Lemma: The following are equivalent for the L-bimodule L:



(a) L has a right zero.
(b) L has a left zero.
(c) L has a zero.

Proof: (c) ) (a): We have to show uniqueness of the zero. Let 00 2 L such
that 8l 2 L : l00N = 00, then 00 = 000N = 0 by (ii).

(c) ) (b): We have to show uniqueness of the zero. Let 00 2 L such that
8� 2 LN : 00� = 00, then 00 = 000N = 0 by (i).

The converse is the previous corollary.

3.5 Lemma: Let L have a zero 0 and let X be a left L-module. Then we have

8�; � 2 XN : 0� = 0�:

Proof: Let �; � 2 XN and j 2 N . De�ne � 2 XN by

�(i) :=

(
�(j); for i = j;
�(i); for i 6= j:

Then with k 6= j we get 0� = (0�(j)N )� = 0(�(j)N�) = 0�(j)N = 0(�(j)N�) =
(0�(j)N)� = (0�(k)N)� = 0(�(k)N�) = 0�(k)N = 0(�(k)N�) = (0�(k)N )� = 0�.

3.6 Corollary: Let L have a zero 0.
(a) If X is a non-empty left L-module then X has a right zero 00 2 X and

8� 2 XN : 0� = 00.
(b) If X is a non-empty L-bimodule and has a left zero 00 then 00 is also the

(unique) right zero of X and

8� 2 XN : 0� = 00;

8x 2 X : x0N = 00:

(c) If f : X �! Y is a homomorphism of left L-modules, then f(0) = 0.
Proof: (a) For some � 2 X de�ne 00 := 0� 2 X. Then l00N = l(0�)N = l0N� =
0� = 00 and uniqueness is obtained as follows. Let 000 2 X be a right zero. Then
000 = 0 � 000N = 0 � 00N = 00.
(b) X has a right zero 000 by part (a) which is a zero by 3.3 hence by uniqueness
of the left zero we get 00 = 000 = 0�. Thus x0N = x(0N�) = (x0N)� implies by
uniqueness x0N = 00.
(c) f(0) = f(0�) = 0fN (�) = 0.

A non-empty right L-module, however, will in general not have a left zero. The
element x0N 2 X satis�es (ii), but it will not be unique, e.g. X = f0; 00g where
both elements satisfy (ii).



4. (Semi-)Additive Theories and Scalars

The elements of L can be considered as operators which produce allowable linear
combinations of elements in a left L-module. This is the essence of all the ex-
amples of convexity theories. In some sense the multiplication of elements in the
module by certain elements (which we will call scalars and which will be discussed
later on) and the addition in the module are hidden among these operators. Ob-
serve, however, that the addition proper is very often not allowable in convex
sets.
In some cases, however, there will be a structure of an addition on the module.
In section 3 we saw that a zero is carried over from L to modules over L. We
will study now how much of an additive structure will be transferred in a similar
way. Throughout this section we shall assume that L is a unital left linear theory
which has a zero: 0 2 L.
For i; j 2 N with i 6= j and for elements x; y in a left L-module X let "(x; yji; j) 2
XN be given by

"(x; yji; j)(k) :=

8><
>:

0; if k 6= i; j;
x; if k = i;
y; if k = j:

4.1 De�nition: L is semi-additive, if there are i; j 2 N , i 6= j and a 2 L with
a"(�(i); �(j)ji; j) = a. We call a an addition for L.
For a left L-module X we de�ne an addition by x+ y := a"(x; yji; j).

4.2 Lemma: Let L have an addition �. Then
(a) a = �(i) + �(j) in L.
(b) If f : X �! Y is a homomorphism of left L-modules then 8x; x0 2 X :

f(x+ x0) = f(x) + f(x0).
(c) For every L-bimodule X we have 8x; y 2 X;� 2 LN : (x+ y)� = x� + y�.
(d) a� = a"(�(i); �(j)ji; j):

Proof: (a) is clear from the de�nition of x+ y.
(b) f(x + x0) = f(a"(x; x0ji; j)) = afN("(x; x0ji; j)) = a"(f(x); f(x0)ji; j)) =
f(x) + f(x0).
(c) follows from (b) since right multiplication by � 2 LN is a homomorphism of
left modules.
(d) a� = a"(�(i); �(j)ji; j)� = a"(�(i); �(j)ji; j).

4.3 Lemma: Let L have an addition a. Let i0; j0 2 N be two elements with
i0 6= j0. Put a0 := �(i0) + �(j0). Then a0"(�(i0); �(j0)ji0; j0) = a0 and x +a0 y :=
a0"(x; yji0; j0) = a"(x; yji; j) = x+ y. In particular the addition does not depend
on the choice of i; j 2 N with i 6= j.



Proof: Since

"(�(i0); �(j0)ji; j)"(�(i0); �(j0)ji0; j 0) = "(�(i0); �(j 0)ji; j)

we have

a0"(�(i0); �(j 0)ji0; j 0) = (�(i0) + �(j 0))"(�(i0); �(j0)ji0; j 0)

= a"(�(i0); �(j0)ji; j)"(�(i0); �(j0)ji0; j0)

= a"(�(i0); �(j0)ji; j)

= a0

and

a0"(x; yji0; j0) = a"(�(i0); �(j0)ji; j)"(x; yji0; j 0) = a"(x; yji; j) = x+ y:

From now on addition is written by means of the initially chosen i and j.

4.4 De�nition: An addition a in L is called
associative if there are i; j; k 2 N , mutually distinct, such that �(i) + (�(j) +
�(k)) = (�(i) + �(j)) + �(k) holds,
commutative if �(i) + �(j) = �(j) + �(i),
with zero element if �(i) + 0 = 0 + �(i) = �(i),
with inverses if there exists (��(i)) 2 L with �(i)+ (��(i)) = (��(i))+ �(i) = 0.

4.5 Proposition: Let L be a unital left linear theory with an addition a. If
a is associative, commutative, with zero element, or with inverses then so is the
addition of an L-module X.

Proof: For x 2 X denote by "(xji) 2 XN the map

"(xji)(t) :=

(
0; if t 6= i;
x; if t = i:

For x; y; z 2 X and mutually distinct i; j; k 2 N denote by "(x; y; zji; j; k) 2 XN

the map

"(x; y; zji; j; k)(t) :=

8>>><
>>>:

0; if t 6= i; j; k;
x; if t = i;
y; if t = j;
z; if t = k:



Then

(x+ y) + z = (�(i) + �(j))"(x+ y; zji; j)

= (�(i) + �(j))"((�(i) + �(j))"(x; y; zji; j; k); �(k)"(x; y; zji; j; k)ji; j)

= (�(i) + �(j))"(�(i) + �(j); �(k)ji; j)"(x; y; zji; j; k)

= ((�(i) + �(j)) + �(k))"(x; y; zji; j; k)

and similarly x+(y+z) = (�(i)+(�(j)+�(k)))"(x; y; zji; j; k). Thus associativity
is inherited by the modules.
Furthermore x+y = (�(i)+ �(j))"(x; yji; j) and y+x = (�(i)+ �(j))"(y; xji; j) =
(�(i)+�(j))"(�(j); �(i)ji; j)"(x; yji; j) = (�(j)+�(i))"(x; yji; j) show that commu-
tativity is inherited.
For the other two laws we have x + 0 = (�(i) + �(j))"(x; 0ji; j) = (�(i) +
�(j))"(�(i); 0ji; j)"(x; 0ji; j) = (�(i) + 0)"(x; 0ji; j) and x = �(i)"(x; 0ji; j) resp.
x+ (�x) = (�(i) + �(j))"(x;�xji; j) = (�(i) + �(j))"(�(i);��(i)ji; j)"(x; 0ji; j) =
(�(i) + (��(i)))"(x; 0ji; j) and 0 = 0"(x; 0ji; j).

4.6 Example: Let L be a unital sequential left linear theory as de�ned in
example 1.4.a) with 0 = (0; 0; : : :) 2 L. Any element of the form (a1; a2; 0; 0; : : :) 2
L de�nes an addition. The addition is commutative if and only if a1 = a2. It is
associative if and only if a2i = ai and a1a2 = a2a1. The addition is an addition
with zero element if and only if a1 = a2 = 1. If L is de�ned over a ring R then
the addition is an addition with inverses if and only if (�1; 0; 0; : : :) 2 L.

Now we study somewhat more in detail sequences in LN with entries �(i), where
� is the unit in L.

4.7 De�nition: Let � : N �! N be a map. Then we de�ne �� := � � �, i.e.
��(i) = �(�(i)). A map � : N �! N is called an (i; j)-map if ��1(fjg) = fig.
We call b 2 L an i-scalar if

8j 2 N 8(i; j)-maps �; � : b�� = b�� :

A little calculation for a sequential left linear theory L with zero over the semiring
R shows that the i-scalars are of the form (0; : : : ; 0; ri; 0; : : :).

4.8 Lemma: (a) For �; � : N �! N we have ��� = ���� 2 L.
(b) If � is an (i; j)-map and � is a (j; k)-map then �� is an (i; k)-map.
(c) �(i) is an i-scalar for all i 2 N .



(d) Let l 2 L. Then l�(i)N is an i-scalar.
(e) If b 2 L is an i-scalar and � is an (i; j)-map then b�� is a j-scalar.
(f) If b is an i-scalar and �; � 2 XN with �(i) = �(i), then b� = b�. In particular

b� depends only on the ith component of �.

Proof: Straightforward substitutions of the de�nitions and simple calculations.

4.9 De�nition: For x 2 X and an i-scalar b 2 L we de�ne bx := b"(xji).

Now we want to study elements in XNa

and in XNb

for a set X, where a and
b are non-negative integers. Let � : Na �! N b be a map. For � 2 XNb

we
de�ne �� := � � � 2 XNa

. Then we have �#� = (�#)� for � : Na �! N b and
# : N b �! N c.

Now let a map L � XN 3 (l; �) 7! l� 2 Z be given. We observe that XNb �=
(XN )N

b�1
and de�ne

LNa

�XNb

3 (�;�) 7! �� 2 ZNa+b�1

by
(��)(i1; : : : ; ia+b�1) := �(i1; : : : ; ia)�(�; ia+1; : : : ; ia+b�1):

For a left L-moduleX one checks �#� = ���#, which is a generalization of Lemma
4.8 (a).

4.10 Lemma: Let X be a left L-module. If � 2 LNa

, M 2 LNb

, and � 2 XNc

then
(�M)� = �(M�):

Proof:

(�(M�)) (i1; : : : ; ia+b+c�2)

= �(i1; : : : ; ia)(M�)(�; ia+1; : : : ; ia+b+c�2)

= �(i1; : : : ; ia)(M(�; ia+1; : : : ; ia+b�1)�(�; ia+b; : : : ; ia+b+c�2))

= (�(i1; : : : ; ia)M(�; ia+1; : : : ; ia+b�1))�(�; ia+b; : : : ; ia+b+c�2)

= (�M(i1; : : : ; ia+b�1)�(�; ia+b; : : : ; ia+b+c�2)

= ((�M)�)(i1; : : : ; ia+b+c�2):



We �x maps � : N �! N � N and � : N � N �! N with �� = idN and �� =
idN�N . Furthermore let � : N �N �! N �N be the map with �(i; j) = (j; i).

4.11 Corollary: Let l;m 2 L. If l(m��) = m(l���) then l(m�) = m(l��) for
all � 2 XN�N .

Proof:

l(m�) = l(m���) = l(m(����)) = l((m��)��) = (l(m��))�� = (m(l���))�� =
m((l���)��) = m(l(�����)) = m(l����) = m(l��).

4.12 Lemma: If b 2 L is a k-scalar with b(�(i) + �(j)) = b�(i) + b�(j) then for
all L-modules X and all x; y 2 X we have b(x+ y) = bx+ by.

Proof: This is a special case of Lemma 4.11 but can also be obtained by simply
multiplying the equation

b"(�(i) + �(j)jk) = b(�(i) + �(j))

= b�(i) + b�(j)

= (�(i) + �(j))"(b"(�(i)jk); b"(�(j)jk)ji; j)

from the right by "(x; yji; j).

In view of this result Lemma 4.11 can be seen as a general distributive law.

The tools developed by now let us construct some interesting examples of certain
right modules and bimodules. For this purpose let � = f�(i)ji 2 Ng � L.
Then by the unitary law (L1) �(i)� = �(i) it is clear that � is a unital left
linear subtheory of L. By Lemma 1.3.(c) there is a bijection between �N and
D = Map(N;N). We observe that D is a monoid under the composition of maps.
We will consider sets M , which are (left) D-sets, i.e. on which D operates, such
that the unital and associative laws hold: 1(m) = m and � (�(m)) = (��)(m).
If M is a left L-module, then an operation of D on M is called L- linear, if all
� 2 D de�ne L-module homomorphisms � :M �!M , i.e. l�N(�) = �(l�). Now
we can prove

4.13 Proposition: (a) A setM is a D-set if and only ifM is a �-right module.
(b) A left L-module M is an L-�-bimodule if and only if there is an L-linear

operation of D on M .

Proof: We identify theD and the � operation by �(m) = m��. Then by Lemma
4.8 (a) we have m��� = (m��)�� if and only if (��)(m) = � (�(m)). Furthermore



we have m� = m i� 1(m) = m. For the L-left operation we get l(���) = (l�)��

i� l�N(�) = �(l�).

4.14 Theorem: Let L = R(N) be the semiring. Then the functor from R-Mod
to L-Mod (as de�ned in example 2.8.b) is an equivalence of categories.

Proof: We describe the inverse functor. Let M be a left L-module. Since the
addition in L is described by a = (1; 1; 0; 0; : : :) and the addition is associative,
commutative, with zero element and with inverses, M is an Abelian group by
Prop. 4.5. Clearly (r; 0; : : :) is a 1-scalar in L. For m 2 M and r 2 R we de�ne
r � m := (r; 0; : : :) � m = (r; 0; : : :)"(mj1). By 4.12 we get r � (m1 + m2) =
(r; 0; : : :) � (m1 + m2) = (r; 0; : : :)"(m1 + m2j1) = (r; 0; : : :)a"(m1;m2j1; 2) =
(r; 0; : : :)a"(�(1); �(2)j1; 2)"(m1;m2j1; 2) = a"(r�(1); r�(2)j1; 2)"(m1;m2j1; 2) =
r �m1 + r �m2. Further by 4.11 we have

(r1 + r2) �m = (r1 + r2; 0; : : :) �m = a"((r1; 0; : : :); (r2; 0; : : :)j1; 2)"(mj1)
= r1 �m+ r2 �m:

The associativity follows from

(rs) �m = (rs; 0; : : :) �m = (r; 0; : : :)"((s; 0; : : :)j1)"(mj1)
= (r; 0; : : :)"(s �mj1) = r � (s �m):

Finally 1 � m = (1; 0; : : :)"(mj1) = �(1)"(mj1) = m: We leave to the reader to
check that this describes an inverse to the functor of example 2.8.b).

5. Free Modules

In this section we will explicitly construct free modules. Their existence is actually
clear from the fact that we are considering algebraic categories and that the
underlying functors are algebraic functors in the sense of [6] so they have left
adjoint "free" functors. But we are also interested in the actual size of free
modules and in their computational rules.

Let SetN be the category of non-empty sets of cardinality less than or equal to
the cardinality of N . We �rst want to construct free left L-modules LF (Y ) over
sets Y in SetN . They will all turn out to be submodules of L.

Let Y be an object in SetN . Then by the cardinality assumption there are maps
� : N �! Y and � : Y �! N with � surjective and � injective. We call �; � a



pair of matching maps for Y . For each Y in SetN we choose a pair of matching
maps. We can choose the matching maps in such a way that �� = idY holds. We
use elements �� as de�ned in 4.7 and write L�� := fl��jl 2 Lg.

5.1 Lemma: If (Y; �; � ) and (Y 0; �0; � 0) are sets in SetN with matching maps
and if f : Y �! Y 0 is a map, then there is a map � : N �! N with �� = � 0f .
Furthermore we have a homomorphism of left L-modules

LF (f) : L�
�� 3 l��� 7! l����� 2 L��

0�0 ;

which is independent of the choice of �.

Proof: Since �0 is surjective there is a map ! : N �! N with �0! = f�. Since
� is injective there is a map � : N �! N such that �� = � 0f :

N
�
�! Y

�
�! N

! # f # � #

N
�0

�! Y 0
� 0

�! N:

Hence we have l����� = l���� = l��
0f� = l��

0�0! = l�!��
0�0 2 L��

0�0 so multiplica-
tion with �� from the right is a well de�ned map and indeed an L-homomorphism.
But according to the second description of l����� = l�!��

0�0 the product is inde-
pendent of the choice of � (and also independent of the choice of !).

5.2 Corollary: The construction in Lemma 5.1 de�nes a functor LF : SetN �!
L-Mod.

Proof: Let LF (Y ) := L���. The independence of the map LF (f) of the choice
of � and ! lets us use ��0 resp. !!0 for composites ff 0 of maps and � = ! = id
in case of an identity map.

The functor LF certainly depends on the choice of the matching maps for the
various sets. It is clear, however, with the same considerations as above that
another choice of matching maps does not change the isomorphism type of the
L-module LF (Y ) obtained.

5.3 Proposition: The functor LF : SetN �! L-Mod de�nes free left L-
modules, i.e. given Y 2 SetN , M 2 L-Mod, and a map f : Y �! M there
is exactly one homomorphism of L-modules ~f : LF (Y ) �! M such that the
diagram

Y LF (Y )-�

fHHHj
M
?~f



with � := �� commutes.
Proof: Since �� = idY we have ������ = ���. So we get �(y) = ��(y) =
����(y) = ��(y)��� 2 L��� = LF (Y ). Now let us de�ne ~f (l���) := l���(f �
�). In order to show that ~f is a homomorphism of L-modules we compute
~f(l����) = l����(f � �) = l ~fN(����): The universal diagram commutes since
~f�(y) = ~f (��(y)) = ~f(��(y)���) = ��(y)f� = f�� (y) = f(y): In order to show
the uniqueness of ~f let ~g be given with ~g� = f . Then ~g(l���) = l���~gN (���) =
l���(~g � �� � �) = l���(~g � � � �)) = l���(f � �) = ~f(l���) hence ~f = ~g.

Now let X be an arbitrary set and let XhNi be the category of those subsets
; 6= Y � X which are in SetN , with inclusions as morphisms. (If N is in�nite,
this is a directed set.)

5.4 Proposition: The free left L-module LF (X) over the set X is

LF (X) = lim
�! Y 2XhNiLF (Y ):

Proof: Observe that
X = lim

�!Y 2XhNiY:

Since LF was a functor on SetN the following diagram shows the claim

Y LF (Y )-��

X LF (X)-�
?

�

?
�

f

HHHHHHHj
M

@
@
@@R

~f

~f�

A
A
A
A
A
A
A
AU

Now we consider the construction of free right L-modules.

5.5 Proposition: Let X be a set. Then X � LN is the free right L-module
over X.

Proof: X � LN carries a componentwise right L-structure. We de�ne a map
� : X �! X � LN by �(x) := (x; �). Let f : X �!M be a map into a right L-
moduleM . We de�ne ~f : X�LN �!M by ~f (x; �) := f(x)�. This is obviously a
homomorphism of right L-modules and satis�es ~f� = f . For any homomorphism
~g : X � LN �! M with ~g� = f we have ~g(x; �) = ~g(x; �)l = ~g�(x)l = f(x)l =
~f(x; �) hence ~f = ~g.



5.6 Proposition: Let X be a set. Then the free L-M-bimodule over X is

LFM(X) := LF (X �MN):

Proof: In the following universal problem diagram

X X �MN-

f

XXXXXXXXXXXXXz

LF (X �MN)-

f 0

HHHHHHHj
M
?
f 00

the map f 00 is a homomorphism of right M-modules since f 0 is compatible with
multiplication from the right with elements of MN .

5.7 De�nition: Let X be a left, a right, or a bi-module. A subset Rel � X �X
is called a (left, right, or bi-) congruence relation if Rel is an equivalence relation
and a left, right, or bi-sub-module.

5.8 Proposition: Let X be a (left, right, or bi-) module.
(a) For each subset U 2 X �X there is a smallest (left, right, or bi-) congruence

relation Rel with U � Rel.
(b) For any (left, right, or bi-) congruence relation Rel the set of equivalence

classes X=Rel is a (left, right, or bi-) module.

Proof: (a) Take Rel as the intersection of all congruence relations containing
U .
(b) The proof of the module properties is straightforward.

6. Tensor Products

For a map f : X � Y N �! Z we de�ne fN� : XN � Y N �! ZN by

fN�(�; �)(i) := f(�(i); �); i 2 N:

6.1 De�nition: Let LXM, MYK, and LZK be bimodules. A map
f : X � Y N �! Z is called bilinear if for all x 2 X; � 2 XN ; � 2 Y N ; l 2
L; � 2 MN ; � 2 KN :

f(l�; �) = lfN�(�; �);
f(x�; �) = f(x; ��);
f(x; ��) = f(x; �)�:



An L-K-bimodule X 
M Y together with a bilinear map


 : X � Y N 3 (x; �) 7! x
M � 2 X 
M Y

is called a tensor product if for every L-K-bimodule Z and for every bilinear
map f : X � Y N �! Z there is exactly one homomorphism of L-K-bimodules
g : X 
M Y �! Z such that the diagram

X � Y N X 
M Y-


f
PPPPq

Z
?g

commutes.
As is customary we speak of X 
M Y as the tensor product of X and Y and
omit reference to the map X � Y N �! X 
M Y . For � 2 XN , � 2 Y N let
� 
M � 2 (X 
M Y N )N be de�ned by (� 
M �)(i) := �(i)
M � 2 X � Y N . The
following rules of calculation follow immediately:

(l�)
M � = l(� 
M �);
(x�)
M � = x
M (��);
x
M (��) = (x
M �)�;
(��) 
M � = �(� 
M �);
�� 
M � = � 
M ��;

� 
M (��) = (� 
M �)�:

Observe that l(�
M�) = (l�)
M�, but that expressions of the form l(xi
M�i)i2N
are de�ned as well (cf. Proposition 6.16).

6.2 Proposition: For any bimodules LXM andMYK the tensor productX
MY
exists.

Proof: Let LFK(X � Y N ) denote the free L-K-bimodule over X � Y N . We
form the smallest congruence relation (Rel � LFK(X � Y N )� LFK(X � Y N )) on

LFK(X � Y N ) which contains the elements

((l�; �); l(�; �));
((x�; �); (x; ��));
((x; ��); (x; �)�):

Then the diagram

X � Y N
LFK(X � Y N )-�

f

XXXXXXXXXXXXXXXXXz

LFK(X � Y N )=Rel-�

f 0

HHHHHHHHHj
Z
?

g



provides a universal solution for the universal problem of tensor products. The
details are straightforward to check.

6.3 Corollary: The tensor product is a covariant functor

L-Mod-M�M-Mod-K �! L-Mod-K:

Proof: The claim follows immediately from the fact that bimodule homomor-
phisms f : X �! X 0 and g : Y �! Y 0 induce a map f�gN : X�Y N �! X 0�Y 0N

which commutes with the operations in a way as to preserve bilinear maps, i.e.
the map 
M(f � gN ) is a bilinear map:

f(l�) 
M gN (�) = (lfN�(�)) 
M gN(�) = l(fN�(�)
M gN (�));
f(x�) 
M gN (�) = f(x)�
M gN (�) = f(x) 
M �gN (�)

= f(x)
M gN (��);
f(x) 
M gN (��) = f(x)
M (gN (�)�) = (f(x)
M gN (�))�:

So f � gN induces a unique bimodule homomorphism

f 
M g : X 
M Y �! X 0 
M Y 0;

which de�nes the functor. Observe, that (f 
M g)(x
M �) = f(x)
M gN (�).

6.4 De�nition: For bimodules LXK and MYK de�ne

Hom(X;Y ) := ff : XN �! Y j8� 2 KN ; � 2 XN : f(��) = f(�)�g:

6.5 Lemma: Hom(X;Y ) is a M-L-bimodule by the operations

(
f)(�) := 
(f(�))
(f�)(�) := f(��)

and a bifunctor contravariant in X and covariant in Y in M-Mod-L.

Proof: Straightforward.

6.6 Proposition: Let LXM, MYK, LZK be bimodules. Then there is a natural
isomorphism

L-Mod-K(X 
M Y;Z) �= L-Mod-M(X;Hom(Y;Z)):



Proof: We de�ne � : L-Mod-K(X 
M Y;Z) �! L-Mod-M(X;Hom(Y;Z)) by
�(f)(x)(�) := f(x 
M �). Then

�(f)(x)(��) = f(x
M (��)) = f(x
M �)� = �(f)(x)(�)�;
(�(f)(x)�)(�) = �(f)(x)(��) = f(x 
M ��) = f(x� 
M �)

= �(f)(x�)(�);
(l�(f)N(�))(�) = l(fN�(� 
M �)) = f(l� 
M �) = �(f)(l�)(�):

Thus � is well-de�ned. The inverse map is de�ned by

��1 : L-Mod-M(X;Hom(Y;Z)) �! L-Mod-K(X 
M Y;Z)

by ��1(g)(x
M �) := g(x)(�). Since g(x�)(�) = g(x)(��), g(l�)(�) = lgN (�)(�),
and g(x)(��) = g(x)(�)�, the map ��1(g) is a well-de�ned bimodule homomor-
phism on X 
M Y . Obviously ��1 is the inverse map to �. It is easily seen that
these maps are natural transformations.

6.7 Proposition: Let LXM, MYK, KZI be bimodules. Then the map

� : (X 
M Y )
K Z 3 (x
M �)
K � 7! x
M (� 
K �) 2 X 
M (Y 
K Z)

is a bimodule homomorphism, which is coherent in the sense of monoidal cate-
gories.

Proof: We �rst show that the map in the proposition is well de�ned. For that
purpose we consider the map

� : X 
M Y �! Hom(Z;X 
M (Y 
K Z))

with �(x
M �)(�) := x
M (� 
K �). The map � is well-de�ned since

(l�) 
M (� 
K �) = l(� 
M (� 
K �));
x�
M (� 
K �) = x
M (�� 
K �);
x
M (��
K �) = x
M (� 
K ��);
x
M (� 
K �#) = (x
M (� 
K �))#:

The adjoint map is � : (X
MY )
KZ �! X
M(Y 
KZ) with �((x
M�)
K�) =
x
M (� 
K �):
The coherence diagram is

((U 
X)
 Y )
 Z (U 
 (X 
 Y ))
 Z-�
1
U 
 ((X 
 Y )
 Z)-�

?
�

?
�
1

(U 
X)
 (Y 
 Z) U 
 (X 
 (Y 
 Z)):-�



By elementwise computations it is easy to see that this diagram commutes.

We will see in Cor. 6.17 that � is surjective.

6.8 Remark: We cannot show that � is an isomorphism. In fact we conjecture
that it is not in general. However, how close it is to being bijective, can be seen by
propositions 6.16 and 6.17. Nevertheless L-Mod-L behaves like a closed monoidal
category. The above pentagon diagram su�ces to generate coherence. And the
inner hom-functors have the usual properties. Before we prove this, we show that
there is a two-sided unit for the tensor product.

6.9 Proposition: There are natural isomorphisms

s : L 
L X �= X and d : X 
MM�= X

which satisfy the coherence diagrams for monoidal categories

(X 
L L)
L Y
�
�! X 
L (L 
L Y ) L 
L L = L 
L L

d
LY & . X
Ls d & . s

X 
L Y L :

Proof: We de�ne s0 : L�XN �! X by s0(l; �) := l�. Obviously s0 is bilinear, so
it factors uniquely through a bimodule homomorphism s on the tensor product.
We de�ne s�1 : X �! L 
L X by s�1(x) := �(1) 
L xN . Then ss�1(x) =
s(�(1) 
L xN) = �(1)xN = x hence ss�1 = idjX and s�1s(l 
L �) = s�1(l�) =
�(1)
L (l�)N = �(1)
L lN� = �(1)lN 
L � = l 
L �. Obviously it is su�cient to
show that s�1s and id agree on elements of the form l
L �, if we know that d�1 is
an L-bimodule homomorphism. We have s�1(l�) = �(1)
L (l�)N = �(1)
L lN� =
l 
L � = l� 
L � = l(�(1)
L xNi ) = l(s�1)N (�), where we used

�(i)
L � = �(j)�(i)N 
L � = �(j)
L �(i)
N� = �(j)
L x

N
i

for all choices of i; j 2 N . Furthermore we have s�1(x�) = �(1) 
L (x�)N =
�(1)
L xN� = s�1(x)�. Consequently s and s�1 are inverse to each other. They
are obviously natural transformations.

We de�ne now d0 : X�MN �! X by d0(x; �) := x�. d0 is obviously bilinear, so it
factors uniquely through an L-bimodule homomorphism d on the tensor product.
We de�ne d�1 : X �! X 
MM by d�1(x) := x
M �. Then dd�1(x) = x� = x
and d�1d(x 
M �) = x� 
M � = x 
M �. Again we must show that d�1 is an
L-bimodule homomorphism: d�1(
�) = 
� 
M � = 
(d�1)N (�) and d�1(x�) =
x�
M � = x
M � = x
M �� = d�1(x)�.



6.10 De�nition: E 2 L-Mod-L together with L-bimodule homomorphisms
r : E 
L E �! E and � : L �! E is called a monoid, if the following diagrams
commute

(E 
L E)
L E E 
L E-r
L1

E 
L (E 
L E)
?�

?

r

?1
Lr

E 
L E E-r

and

E E 
L E-(1
L�)d
�1

?
(�
L1)s

�1
id

PPPPPPq ?
r

E 
L E E:-r

6.11 Proposition: An L-L-bimodule E is a monoid in L-Mod-L, if and only
if E is a left linear theory and � : L �! E is a homomorphism of left linear
theories inducing the L-bimodule structure on E.

Proof: Let E be a left linear theory and � : L �! E be a homomorphism
of left linear theories. Then the multiplication m : E � EN �! E de�nes a
homomorphism r : E 
L E �! E in L-Mod-L since

m(e�; �0) = (e � �N(�)) � �0 = e � (�N (�) � �0) = m(e; ��0);

m(l�; �0) = (�(l) � �) � �0) = �(l) � (� � �0) = lmN(�; �0);

m(e; �0�) = e � (�0 � �N (�)) = (e � �0) � �N(�) = m(e; �0)�:

The induced map r is associative, since the multiplication is associative. We use
the same symbol for the units in L and in E, hence �(�) = �. The unit property
for a monoid follows from �(1) � xN = �(1)xN = x and x � � = x� = x. Hence
(E;r; �) is a monoid.

Conversely let E be a monoid. Then there is a multiplication

m : E � EN 

�! E 
L E

r
�! E

which obviously is associative. From the unit property of a monoid we get �(�(i))�
� = r(�
L 1)(�(i)
L �) = r(�
L 1)(�(1)
L eNi ) = ei = �(i)�, using an equality
from the proof of the previous proposition and e � �N (�) = r(E 
L �)(e
L �) =
e = e�, where we abbreviated �N (�) =: �. Then � is the unit of E and E is
a left linear theory. The map � preserves the unit and induces the bimodules
structure of E, since �(l) = �(l�) = l�(�) = l�, hence �(l) � � = (l�) � � = l� and



e � �N (�) = e � (��) = e�. Finally � is a homomorphism of left linear theories
since �(l�) = �(l��) = l�� = (l��) � � = (l�) � (��) = �(l) � �N(�).

6.12 Remark: Let X and Y be L-bimodules. The evaluation

ev : Hom(X;Y )
L X �! Y

with ev(f 
L �) := f(�) is the counit for the pair of adjoint functors �
LX and
Hom(X;�).

6.13 Corollary: Let LXM, MYK, LZK be bimodules. For each bimodule
homomorphism f : X 
M Y �! Z there is a unique bimodule homomorphism
g : X �! Hom(Y;Z) such that the diagram commutes:

X 
M Y

Hom(Y;Z)
M Y
?

g
MY f

XXXXXXXXz
Z:-ev

Proof: This is a standard consequence of the fact that � 
M Y is left-adjoint
to Hom(Y;�).

6.14 Corollary: The evaluation ev : Hom(X;Y ) 
M X �! Y de�nes a
composition of maps

Hom(Y;Z)
M Hom(X;Y ) 3 f 
M  7! (x 7! f( (�)) 2 Hom(X;Z);

which is associative in the sense that the diagram

(Hom(Z;U) 
Hom(Y;Z))
Hom(X;Y ) Hom(Y;U) 
Hom(X;Y )-

Hom(Z;U) 
 (Hom(Y;Z)
Hom(X;Y ))
?

??
Hom(Z;U) 
Hom(X;Z) Hom(X;U)-

commutes.

Proof: The map Hom(Y;Z) 
M Hom(X;Y ) �! Hom(X;Z) induced by the
evaluation is uniquely determined by the following diagram

(Hom(Y;Z)
Hom(X;Y ))
X Hom(Y;Z)
 (Hom(X;Y )
X)-

?

g
1 Hom(Y;Z)
 Y
?1
ev

?ev

Hom(X;Z) 
X Z:-



It is easy to see that the composition is described as given in the Corollary.

6.15 Corollary: For a bimodule LXM the set of inner endomorphisms
End(X) := Hom(X;X) is a left linear theory.

Proof: By Corollary 6.14 End(X) is a monoid in the quasi-monoidal category
L-Mod-L. The unitary law is given by the map L 3 l 7! (� 7! l�) 2 End(X). By
Proposition 6.11 it is a left linear theory.

6.16 Lemma: Let N be an in�nite set. Let (xi
M �i)i2N 2 (X
MY )N . Then
there are elements �0 2 XN , �0 2 Y N such that

(xi 
M �i)i2N = (�0(i)
M �0)i2N :

Proof: Since N is in�nite there is a bijection � : N�N �! N with inverse map
�. We de�ne � := �� such that �(i;�) 2 MN , �0 := ��, and �0(i) := �(i)�(i;�).
Then we have �0(i)
M �0 = �(i)�(i;�)
M �0 = �(i)
M�(i;�)�0 = �(i)
M �i,
since �(i; j)� = �� (i; j)� = �0� (i; j) = �i(j).

6.17 Theorem: The associativity map � is surjective.

Proof: By 6.16 the generators x
M (�(i)
K �i)i2N are in the image of �.
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