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Foreword

This work should be considered as a natural sequel to the foundational
paper [65] where the Al-homotopy category of smooth schemes over a base
scheme was defined and its first properties studied. In this text the base
scheme will always be the spectrum of a perfect field k.

One of our first motivation is to emphasize that, contrary to the first
impression, the relationship between the A!-homotopy theory over k and
the category Smy of smooth k-schemes is of the same nature as the relation-
ship between the classical homotopy theory and the category of differentiable
manifolds. This explains the title of this work; we hope to convince the reader
in this matter. This slogan was already discussed in [61], see also [5].

This text is the result of the compilation of two preprints “Al-algebraic
topology over a field” and “A'-homotopy classification of vector bundles over
smooth affine schemes” to which we added some recent new stuff, consist-
ing of the two sections: “Geometric versus canonical transfers” (Section 3)
and “The Rost-Schmid complex of a strongly A'-invariant sheaf” (Section 4).

The main objective of these new sections was primarily to correctly es-
tablish the equivalence between the notions of “strongly Al-invariant” and
“strictly Al-invariant” for sheaves of abelian groups, see Theorems 16 below.
These new Sections appear also to be interesting in their own. As the reader
will notice, the introduction of the notion of strictly A'-invariant sheaves
with generalized transfers in our work on the Friedlander-Milnor conjecture
[62][63][64] is directly influenced from these.



Our treatment of transfers in Section 3, which is an adaptation of the
original one of Bass and Tate for Milnor K-theory [11], is, we think, clar-
ifying. Besides reaching the structure of strictly Al-invariant sheaves with
generalized transfers, we obtain on the way a new proof of the fact [42] that
the transfers in Milnor K-theory do not depend on choices of a sequence of
generators, see Theorem 3.27 and Remark 3.32 below. Our proof is in spirit
different from the one of Kato [42], as we prove directly by geometric means
the independence in the case of two generators.

The construction in Section 4 for a general strongly A'-invariant sheaf
of abelian groups of its “Rost-Schmid” complex is directly influenced by the
work of Rost [75] and its adaptation to Witt groups in [77]. Our philosophy
on transfers in this work was to use them as less as possible, and to only use
them when they really show up by themselves. For instance we will define
below in Section 2 the sheaves of unramified Milnor K-theory (as well as
Milnor-Witt K-theory) without using any transfers. The proof of Lemma
4.24 contains the geometric explanation of the formula for the differential of
the “Gersten-Rost-Schmid” complex (Corollary 4.44) and the appearance of
transfers in it.

The results and ideas in this work have been used and extended in several
different directions. In [18] some very concrete computations on A'-homotopy
classes of rational fractions give a nice interpretation of our sheaf theoretic
computations of 72" (P!). The structure and property of the A'-fundamental
group sheaves as well as the associated theory of Al-coverings has been used
in [3, 4, 94]. It is also the starting point of [5]. Our result (Section 8) con-
cerning the Suslin-Voevodsky construction Sing?l(SLn), n > 3, has been
generalized to a general split semi-simple group of type not SLs in [95] and
to the case of SLs in [66].

The present work plays also a central role in our approach to the Friedlander-
Milnor conjecture [62, 63, 64].

Conventions and notations. Everywhere in this work, k& denotes a
fixed perfect field and Sm; denotes the category of smooth finite type k-

schemes.

We denote by Fj the category of field extensions k C F' of k such that F



is of finite transcendence degree over k. By a discrete valuation v on F' € F,
we will always mean one which is trivial on k. We let O, C F denotes its
valuation ring, m, C O, its maximal ideal and x(v) its residue field.

For any scheme X and any integer i we let X(® denote the set of points
in X of codimension i. Given a point x € X, x(x) will denote its residue
field, and M, will denote the maximal ideal of the local ring Ox .

The category Smy, is always endowed with the Nisnevich topology [68, 65],
unless otherwise explicitly stated. Thus for us “sheaf” always means sheaf
in the Nisnevich topology.

We will let Set denote the category of sets, Ab that of abelian groups. A
space is a simplicial object in the category of sheaves of sets on Smy, [65]. We
will also assume the reader is familiar with the notions and results of loc. cit..

We denote by Smj, the category of essentially smooth k-schemes. For
us, an essentially smooth k-scheme is a noetherian k-scheme X which is the
inverse limit of a left filtering system (X, ), with each transition morphism
Xz — X, being an étale affine morphism between smooth k-schemes (see
[32]).

For any F' € Fj, the k-scheme Spec(F') is essentially k-smooth. For each
point x € X € Smy, the local scheme X, := Spec(Ox ;) of X at z, as well as
its henselization X := Spec(O% ,) are essentially smooth k-schemes. In the
same way the complement of the closed point in Spec(Ox ) or X! are essen-
tially smooth over k. We will sometime make the abuse of writing “smooth
k-scheme” instead of “essentially smooth k-scheme”, if no confusion can arise.

Given a presheaf of sets on Smy, that is to say a functor F': (Smy)%® —
Sets, and an essentially smooth k-scheme X = lim,X, we set F(X) :=

colimit, F(X,). From the results of [32] this is well defined. When X =
Spec(A) is affine we will also simply denote this set by F'(A).
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0 Introduction

Let k be a perfect field. Our aim in this work is to address in the A!-homotopy
theory of smooth k-schemes considered in [65, 89, 55] the analogues of the
following classical Theorems:

Theorem 1 (Brouwer degree) Let n > 0 be an integer and let S™ denote the
n-sphere. Then for an integer 1

0ifi<n

m(sn):{ Zifi=n

Theorem 2 (Hurewicz Theorem) For any pointed connected topological space
X and any integer n > 1 the Hurewicz morphism

T (X) — H,(X)

is the abelianization if n = 1, is an isomorphism if n > 2 and X is (n — 1)-
connected, and is an epimorphism if n > 3 and X is (n — 2)-connected.



Theorem 3 (Coverings and ) Any “reasonable” pointed connected space
X admits a universal pointed covering

X X

It is (up to unique isomorphism) the only pointed simply connected covering
of X. Its automorphism group (as unpointed covering) is m(X) and it is a
m(X)-Galois covering.

Theorem 4 7 (PY(R)) = Z and 7 (P*(R)) = Z/2 for n > 2, m1(SLy(R)) =
Z and 7 (SLy11(R)) =7Z/2 forn > 2.

The corresponding complex spaces are simply connected: for n > 1 one
has w1 (P*(C)) = m(SL,(C)) = %

Theorem 5 Given a C.W. complex X and r an integer we let ®,.(X) be the
set of isomorphism classes of rank r real vector bundles on X. Then there
ezists a natural bijection ®,.(X) = [X, BGL,(R)|, where [—, —] means the set
of homotopy classes of continuous maps.

Theorem 6 If X is a C.W. complex of dimension < r, the obstruction to
split off a trivial line bundle of a given rank r vector bundle & over X is its
FEuler class e(§) € H"(X;Z).

Let us now explain more in details the structure of this work. The main
technical achievement of this work is the understanding of the precise nature
of the A'-homotopy sheaves of A'-connected pointed spaces. This will occupy
us in the first 4 Sections. Once this is done, we will introduce the A!-
homology sheaves of a space (see also [58]) and then, the analogues of the
previous Theorems 1 to 4 become almost straightforward adaptations of the
classical cases. This is done in Sections 5 and 6.

The analogues of the previous last two Theorems requires more work and
will take the Sections 7 and 8. We adapt classical techniques and results
concerning locally free modules of finite rank. These two sections might be
considered as the sequel to some of the results in [55]. The two Appendices
A and B concern technical results used in Sections 7 and 8.

To explain our results, recall that given a space X', we denote by 7T§1 (X)
the associated sheaf to the presheaf U — Homyu) (U, X') where H(k) denotes



the Al-homotopy category of smooth k-schemes defined in [65, 89]. Some-
times, when no confusion can arise, we will simply denote by [X| )] the set of
morphisms Homy ) (X,Y) in the A'-homotopy category H (k) between two
spaces X and ).

Let Ho(k) denote the pointed Al-homotopy category of pointed spaces.
For two pointed spaces we will sometimes denote by [X, V]s the (pointed)
set of morphisms Homy,x)(X,Y) in He(k) between two pointed spaces X
and V.

If X is a pointed space and n is an integer > 1, we denote by ﬂﬁl(él,’)
the associated sheaf of groups (in the Nisnevich topology) to the presheaf of

groups U — Homy, 1) (3" (Uy), X) = [E™(Uy), X]s. Here 3 is the simplicial
Al

suspension. 7, (X) is a sheaf of abelian groups for n > 2.

In classical topology, the underlying structure to the corresponding ho-
motopy “sheaves” is quite simple: 7 is a discrete set, 7 is a discrete group
and the m,’s, n > 2, are discrete abelian groups.

The following notions are the analogues of being “Al-discrete”, or “dis-
crete” in the Al-homotopy theory; we will justify these in Theorem 9 below.

Definition 7 1) A sheaf of sets S on Smy, (in the Nisnevich topology) is
said to be Al-invariant if for any X € Smy, the map

S(X) = S(A' x X)

induced by the projection A' x X — X, is a bijection.

2) A sheaf of groups G on Smy, (in the Nisnevich topology) is said to be
strongly Al-invariant if for any X € Smy,, the map

induced by the projection A' x X — X is a bijection for i € {0,1}.

3) A sheaf M of abelian groups on Smy (in the Nisnevich topology) is
said to be strictly Al-invariant if for any X € Smy,, the map

8



induced by the projection A' x X — X, is a bijection for any i € N.

Remark 8 By the very definitions of [65], it is straightforward to check that:
1) a sheaf of set S is Al-invariant if and only if it is A'-local as a space;
2) a sheaf of groups G is strongly Al-invariant if and only if the classifying
space B(G) = K(G, 1) is an A'-local space;
3) a sheaf of abelian groups M is strictly Al-invariant if and only if for
any n € N the Eilenberg-MacLane space K(M,n) is Al-local.C]

The notion of strict Al-invariance is directly taken from [87, 88]; indeed
the Al-invariant sheaves with transfers of Voevodsky are the basic examples
of strictly Al-invariant sheaves. The Rost’s cycle modules [75] give also ex-
amples of strictly Al-invariant sheaves, in fact more precisely of Al-invariant
sheaves with transfers by [23]. Other important examples of strictly Al-
invariant sheaves, which are not of the previous type, are the sheaf W of
unramified Witt groups (this is the associated sheaf to the presheaf of Witt
groups X — W(X)) in characteristic # 2 (this fact is proven in [70]), or the
sheaves I" of unramified powers of the fundamental ideal used in [59] (still
in characteristic # 2). These sheaves will be defined below in characteristic
2 as well, by considering the Witt groups of inner product spaces (instead of
quadratic forms) studied in [54].

The notion of strong Al-invariance is new and we will meet important ex-
amples of genuine non commutative strongly Al-invariant sheaves of groups.
For instance the A'-fundamental group of Pj:

i (B})

is non abelian, see Section 6.3 below. More generally the W{\l of the blow-up
of P", n > 2, at several points is highly non-commutative; see [5].

We believe that the Al-fundamental group sheaf should play a fundamen-
tal role in the understanding of A'-connected® projective smooth k-varieties
in very much the same way as the usual fundamental group plays a fundamen-
tal role in the classification of compact connected differentiable manifolds;
for a precise discussion of this idea, see [5].

L3 space is said to be Al-connected if its 7r§1 is the point

9



One of our main global result, which justifies a posterior: the previous
definition, is:

Theorem 9 Let X be a pointed space. Then the sheaf of groups Wﬁl( ) is
strongly A-invariant and for any n > 2 the sheaf of abelian groups Wﬁl()()
is strictly A'-invariant.

Remark 10 The proof relies very much on the fact that the base is a field, as
we will use Gabber’s geometric presentation Lemma [28, 21], see also Lemma
15 below, at several places.[J

Remark 11 Recall from [65] that any space X is the homotopy inverse limit
of its Postnikov tower { P"(X)},, and that if X is pointed and connected, for
each n > 1 the homotopy fiber of the morphism P*(X) — P" }(X) is Al-
equivalent to the Eilenberg-MacLane space K (72" (X),n). Thus the strongly
or strictly Al-invariant sheaves and their cohomology play exactly the same
role as the usual homotopy groups and singular cohomology groups play in
classical algebraic topology.[]

We are unfortunately unable to prove the analogue structure result for
the 7r6*1 which appears to be the most difficult case:

Conjecture 12 For any space X the sheaf ﬂ(‘%l(/'\,’) is Al-invariant.

Remark 13 This conjecture is easy to check for smooth k-schemes of di-
mension < 1. The case of smooth surfaces is already very interesting and
non trivial. Assume that k is algebraically closed and that X is a projective
smooth k-surface which is birationally ruled over the smooth projective curve
C of genus g then:
7o (X)_{ Cifg>0

This confirms the conjecture. However the conjecture is unknown in the case
of arbitrary smooth surfaces.[]

Remark 14 Another interesting general test, which is still open, though
known in several cases, is the geometric classifying space By, G of a smooth
affine algebraic k-group G [65, 85]. From [65], there exists a natural transfor-
mation in X € Smy: 0g : HY,(X; G) = Homyuy(X, By, G) which induces a
natural morphism

HL(G) = 78 (BymG)

10



on associated sheaves of sets. From [65, Cor. 3.2 p. 137] it follows that for
G finite of order prime to the characteristic of k£ this morphism is an isomor-
phism. We can prove more generally that the above morphism induces an
isomorphism on sections on perfect fields (at least if the group of irreducible
components of G is of order prime to the characteristic of k). It also seems
to be possible to prove that the sheaf H!,(G) is Al-invariant (in progress)
which would imply the conhecture in that case as well.[]

The previous results on Al-homotopy sheaves rely on the detailed analy-
sis of unramified sheaves of groups given in Section 1. Our analysis is done
very much in the spirit of a “non-abelian variant” of Rost’s cycle modules
[75]. These unramified sheaves can be described in terms of their sections on
function fields in Fj plus extra structures like “residues” maps and “special-
izations” morphisms. This analysis is entirely elementary, and contrary to
Rost’s approach [75], the structure involved in our description does not use
any notion of transfers. Instead we use the Gabber’s geometric presentation
Lemma? in the case of one single point, which is equivalent to the following:

Lemma 15 (Gabber [28, 21]) Let F a field, Let X be the localization of a
smooth F'-scheme of dimension n at a point z and let Y C X be a closed
subscheme everywhere of codimension > 1. Then there is a point t € A%,
and an étale morphism X — A}, where S = Spec((’)A%-t1), such that the

composition Y C X — A is still a closed immersion and Y is finite over S.

Using the techniques developed in Section 1, we will be able in Section 2
to define a bunch of universal unramified sheaves, like the unramified sheaves
K% of Milnor K-theory in weight n, n € N, as well as the unramified Milnor-
Witt K-theory sheaves Kf‘f W in weight n, n € Z, without using any transfers.

Besides the techniques of Sections 1 and 2, one of the most important
technical result that we prove in this work, and which is essential to prove
Theorem 9, is the following one (see Theorem 4.46 below).

Theorem 16 Let M be a sheaf of abelian groups on Smy. Then:
M s strongly A'-invariant < M is strictly A'-invariant.

2This is proven in [28, 21] only when k is infinite, but O. Gabber proved also the
statement of the Lemma in the above form when k is finite, private communication.
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It means that the notions of strong Al-invariance and strict Al-invariance
are in fact the “same” (when they both make sense at the same time, that
is to say for sheaves of abelian groups). The proof is rather non trivial and
occupies almost entirely the Sections 3 and 4. As we previously explained
however, these Sections also contain new point of views and ideas on Trans-
fers, and are preparatory to our notion of “strictly Al-invariant sheaves with
generalized transfers” used in [62, 63, 64]. We also observe that we treat the
case of characteristic 2 as well.

The idea of the proof of the previous Theorem is roughly speaking the
following. Given a strongly Al-invariant sheaf of abelian groups M, one may
write explicitly its “Rost-Schmid” complex C*(X; M) for any (essentially) k-
smooth scheme X | following [75][77]. This requires first to construct canoni-
cal (or rather absolute) transfers morphisms on the sheaves of the form M_:
this is done in Sections 3 and 4. We use the approach of Bass-Tate [11] for
Milnor K-theory conveniently adapted. The proof of the independence of
the choices is new. There are two further problems to be solved: prove that
the Rost-Schmid differential is indeed a differential and prove the homotopy
invariance property for this complex. This is again done mostly following the
ideas from Rost [75][77] conveniently adapted. Once this is done, from Gab-
ber’s presentation Lemma above, one gets acyclicity for local smooth ring by
induction on the dimension, from which the Theorem follows.

Remark 17 Marc Levine found a gap in a previous argument to prove the
Theorem 16 above. The new argument is clearly much more elaborated. To
write a proof on a non perfect base field seems also possible, but it would
require much more work and technicalities. We decided not to try to do it,
to keep this text have a reasonable length. This is the only reason why we
assume that the base field is perfect from the beginning.[]

The Hurewicz Theorem (see Theorems 5.35 and 5.57) is a straightforward
consequence of Theorem 9, at least once the notion of Al-chain complex
and the corresponding notion of A'-homology sheaves Hfl(é\,’ ) of a space
X are conveniently introduced; see Section 5.3 and also [58]. An important
non trivial consequence of the Hurewicz Theorem is the following unstable
A'-connectivity theorem (see Theorem 5.38 in Section 5.3 below):

12



Theorem 18 Let X be a pointed space and n > 0 be an integer. If X is
simplicially n-connected then it is n-Al-connected, which means that 7TZA1(X )
is trivial for i < n.

A stable and thus weaker version was obtained in [58]. The unstable case
was previously known before only for n = 0 [65] but over a general base
scheme.

Remark 19 The proof relies very much again on the fact that the base is
a field. Over a general base the situation is definitely false, at least when
the base scheme has dimension at least 2 as pointed out by J. Ayoub [6]. It
could be that the previous statement still holds in case the base scheme is
the spectrum of a Dedekind ring, it would follow that most of this work can
be extended to the base scheme being the spectrum of a Dedekind ring.[]

An example of simplicially (n — 1)-connected pointed space is the n-
fold simplicial suspension ¥"(X) of a pointed space X. As A" — {0} is
Al-equivalent to the simplicial (n — 1)-suspension "1 (Gm"") (see [65]), it
is thus (n — 2)-Al-connected. In the same way the n-th smash power (P')"",
which is Al-equivalent to the simplicial suspension of the previous one [65],
is (n — 1)-A'-connected.

Remark 20 In general, the “correct” Al-connectivity is given by the con-
nectivity of the “corresponding” topological space of real points, through a
real embedding of k, rather than the connectivity of its topological space
of complex points through a complex embedding. This principle® has been
a fundamental guide to our work. For instance the pointed algebraic “sphere”
(G,,)"" isnot A'-connected: it must be considered as a “twisted 0-dimensional
sphere”. Observe that its space of real points has the homotopy type of the
0-dimensional sphere S° = {+1,—1}.00

Brouwer degree and Milnor-Witt K-theory. The Hurewicz Theorem im-
plies formally that for n > 2, the first non-trivial A'-homotopy sheaf of the
(n — 2)-A'-connected sphere

A" — {0} 20 TG )

3which owns much to conversations with V. Voevodsky
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is the free strongly A'l-invariant sheaf of abelian groups (or equivalently free
strictly Al-invariant sheaf of abelian groups by Theorem 16) generated by
the pointed 0-dimensional sphere (G,,)"". This computation is the analogue
of the fact that in classical topology the first non-trivial homotopy group of
the n-dimensional sphere S™ is the free “discrete abelian group” generated
by the pointed 0-dimensional sphere S°.

To understand the analogue of Theorem 1, it remains thus to understand
the free strongly Al-invariant sheaf on (G,,)"". We will denote it by KM"
and will call it the sheaf of Milnor-Witt K-theory in weight n; there is a
canonical map of sheaves of pointed sets, the universal symbol on n units:

(Gm)/\n N K%W

(Ul,...,Un)H[Ul,...,Un]

As K%W will be shown below to be automatically unramified, as any
strongly Al-invariant sheaf, in particular for any irreducible smooth k-scheme
X with function field F, the homomorphism of abelian groups KMV (X) —
KMW(F) is injective. To describe KMV thus, we first need to describe the
abelian group KMW(F) = KMW(F) for any field F.

Definition 21 Let F' be a commutative field. The Milnor-Witt K-theory of
F is the graded associative ring KMW(F) generated by the symbols [u], for
each unit w € F*, of degree +1, and one symbol n of degree —1 subject to
the following relations:

1 (Steinberg relation) For each a € F* — {1} : [a].[1 —a] =0
2 For each pair (a,b) € (F*)? : [ab] = [a] + [b] + n.[a].[V]

3 For each u € F* : [u]l.n = n.[u]

4 Set h:=mn.[—-1]4+2. Thenn.h=0

This object was introduced in a complicated way by the author, until the
above very simple and natural description was found in collaboration with
Mike Hopkins. As we will see later on, each generator and relation has a
natural A'-homotopic interpretation. For instance, the class of the algebraic
Hopf map n € [A? — {0}, P!}, ) is closely related to the element 7 of the
Milnor-Witt K-theory.
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The quotient ring KMW (F)/n is clearly the Milnor K-theory ring KM (F)
of F introduced by Milnor in [53]. It is not hard to prove (see section 2.1) that
the ring KMW (F)[n~!] obtained by inverting 7 is the ring of Laurent polyno-
mials W (F)[n,n~'] with coefficients in the Witt ring W (F’) of non-degenerate
symmetric bilinear forms on F' (see [54], and [76] in characteristic # 2). More
precisely, KMW (F) is the Grothendieck-Witt ring GW (F) of non-degenerate
symmetric bilinear forms on F. The isomorphism sends the 1-dimensional
form (X,Y) — uXY on F to < u >:=nu] + 1 (see section 2.1). For n > 0,
the homomorphism multiplication by n™: KMV (F) — KMW(F) is surjective
and defines through relation 4) an isomorphism W (F) = KMW(F).

Using residue morphisms in Milnor-Witt K-theory defined as in [53] and
the above Gabber’s Lemma, we define in Section 2.2 the sheaf X ~— K" (X).
This approach is new as we do not at all use any transfer at this level. For
X irreducible with function field F, KM (X) c KMY(F) denotes the inter-
section of the kernel of all the residue maps at points in X of codimension 1.
Then:

Theorem 22 Forn > 1, the above morphism of sheaves
(G,)" =KMWL (U, U,) = Uy, ... Uy

is the universal one to a strongly A'-invariant (or strictly A'-invariant) sheaf
of abelian groups: any morphism of pointed sheaves (G,,)"" — M to a
strongly A-invariant sheaf of abelian groups induces a unique morphism of
sheaves of abelian groups

KMV M

The Hurewicz Theorem gives now for free the analogue of Theorem 1 we
had in mind:

Theorem 23 For n > 2 one has a canonical isomorphisms of sheaves
mhl (A7 = {0}) = (P 2 K
It is not hard to compute for (n,m) a pair of integers the abelian group of
morphisms of sheaves of abelian groups from K" to KMW: it is KM (k),

the isomorphism being induced by the product KM"W x KMW —, KMW  Thig
implies in particular for n = m:
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Corollary 24 (Brouwer degree) For n > 2, the canonical morphism
A" — {0}, A" — {0} = [(P)"™", (P1)""]s — K" (k) = GW (k)
s an isomorphism.

The Theory of the Brouwer degree in A'-homotopy theory thus assigns to
an A'-homotopy class of maps from an algebraic sphere to itself an element
in GW(k); see [61] for a heuristic discussion in case n = 1, and also [20]
for a concrete point of view. We observe that in case n = 1 the morphism
[P, P!y, ) — GW (k) is only an epimorphism.

Our computations in Theorem 23 stabilize as follows:

Corollary 25 [57, 56] Let SH(k) be the stable A'-homotopy category of P!-
spectra (or T-spectra) over k [89, 57, 56]. Let S° be the sphere spectrum,
(G) be the suspension spectrum of the pointed G, let n : (G,,) — S° be the
(suspension of the) Hopf map and let MGL be the Thom spectrum [89]. For
any integer n € Z one has a commutative diagram in which the verticals are
canonical isomorphisms:

[S°, (G) " suy — [S°, Cone(n) A (Gp) ™ |sumy =[S, MGL A (Gr)] s

1 12 12
Ky (k) - Ky (k) /n = Ky (k)

Remark 26 A general base change argument as in [58] implies that the
previous computations are still valid over an arbitrary field.

Observe that the proof we give here is completely elementary, as opposed
to [57, 56], which at that time used the Milnor conjectures.r]

Al-coverings and W{*l. Another natural consequence of our work is the
theory of Al-coverings and their relation to Al-fundamental sheaves of groups
(see Section 6.1). The notion of Al-covering is quite natural: it is a mor-
phism of spaces having the unique left lifting property with respect to “trivial
A'-cofibrations”. The Galois étale coverings of order prime to char(k), or
the G,,-torsors are the basic examples of Al-coverings. We will prove the
existence of a universal A'-covering for any pointed Al-connected space X,
and more precisely the exact analogue of Theorem 3.
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This theory is in some sense orthogonal, or “complementary”, to the étale
theory of the fundamental group: an A'-connected space X has no nontriv-
ial pointed Galois étale coverings [61, 5]. In case X is not Al-connected, the
étale finite coverings are “captured” by the sheaf 72" (X) which may have
non trivial étale covering, like the case of abelian varieties shows; these are
equal to their own 74"

The universal Al-covering and the sheaf Wfl encode a much more com-
binatorial and geometrical information than the arithmetical information of
the étale one. As we already mentioned, we hope that this combinatorial
object will play a central role in the “Al-surgery classification” approach to
projective smooth A'-connected k-varieties [61, 5.

In Section 6.2 we compute the Wfl of P*", n > 2 and of SL,, n > 3:

Theorem 27 1) For n > 2, the canonical G,-torsor (A" — {0}) — P" is
the universal A'-covering of P*, and thus yields an isomorphism

i (P") = G,
2) One has a canonical isomorphism
m (SLs) = Ky
and the inclusions SLy — SL,, n > 3, induce an isomorphism
K™ /n =Ky = (SLy)

Remark 28 1) It is interesting to determine the Wi*l of split semi-simple
groups which are simply connected (in the sense of algebraic group theory).
It is possible using [93] and [48]. One finds that for every group which is not
of symplectic type the Wfl(G) is isomorphic to Kj' and for each group of
symplectic type the 7' (G) is KM% . This fits with the previous result.

2) Our computations make clear that the Z or Z/2 in the statement
of Theorem 4 have different “motivic” natures, the fundamental groups of
projective spaces being of “weight one” and that of special linear groups of
“weight two”.[J
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We finish in Section 6.3 this computational part with a very explicit
description of the sheaf 74" (P!). The sheaf of groups 72" (P') will be shown
to be non-commutative, and is thus not equal to Kjlw W The algebraic Hopf
map 7 : A? — {0} — P! fits into a fiber sequence of the form:

A? — {0} —» P' — P

which gives, using the isomorphisms 72 (A% — {0}) = KM" and 74 (P>) =
G,,, a central extension of sheaves of groups

0— KMV & 78 (PY) > G, — 1

which is explicitly described in term of cocycles. In particular we will see it
is non commutative.

Homotopy classification of algebraic vector bundles. Let us now come
to the analogues of Theorems 5 and 6 above. First denote by ®,(X) :=
H,,(X;GL,) = Hy, (X;GL,) the set of isomorphism classes of rank r
vector bundles over a smooth k-scheme X. It follows from [65] that there is
a natural transformation in X € Smy

®,.(X) = Homyu (X, BGL,)

Theorem 29 Let r be an integer different from 2. Then for X a smooth
affine k-scheme, the natural map

P, (X) = Homyu) (X, BGL,)
15 a bijection.

Remark 30 The proof will be given in Sections 7 and 8. It is rather technical
and relies in an essential way on the solution of the so-called generalized Serre
problem given by Lindel [46], after Quillen [73] and Suslin [81] for the case of
polynomial rings over fields, as well as some works of Suslin [82] and Vorst
(90, 91] on the “analogue” of the Serre problem for the general linear group.
The reader should notice that in classical topology, the proof of Theorem 5
is also technical.

For r = 1, the Theorem was proven in [65].

For n = 2, using the results of [66] one may also establish the Theorem
when r = 2.0J
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Remark 31 It is well known that the result can’t hold in general if X
is not affine: the functor X — &,(X) is not Al-invariant on the whole
category of smooth k-schemes in contrast to the right hand side X +—
Homyy (X, BGL,) which is A'-invariant by construction.

For instance one may construct a rank 2 vector bundle over A! x P! whose

pull-back through the 0-section and 1-section are non isomorphic vector bun-
dle over PL.[]

To explain our approach, recall that A® denotes the algebraic cosimplicial
simplex ([83] for instance) with A" := Spec(k[Ty, ..., T,]/E:T; = 1).

Let F' be a sheaf of sets on Sm;. We denote by Sing‘fl(F) the space
(or simplicial sheaf of sets) U +— F(A®* x U), and we call it the Suslin-
Voevodsky construction on F' [83, 84]. There is a canonical morphism of
spaces F' — Miv(F) which is an A'-weak equivalence.

The proof of Theorem 29 consists, roughly speaking, to observe first that
if Gr, denotes the infinite algebraic Grassmanian of r-plans, then for any
k-smooth affine X, there is a canonical bijection between ®,.(X) and the set
of naive Al-homotopy classes of morphisms X — Gr, (this idea was already
used in [55]). The second step is to check that for such an X, the set of naive
A'-homotopy classes of morphisms X — Gr, is equal to Homg ) (X;Gr,).
It is obtained by introducing the affine B.G.-property (a variant of the B.G.-
property of [65]) and by establishing that property for S’ing‘fl(Gn), using
the known works cited above. This is the very technical step. On the way
we proved that for n # 2, M‘fl(SLn), M‘;‘V(GL,Z) have also the affine
B.G.-property and is are Al-local. This was our starting point in our ap-
proach to the Friedlander-Milnor conjecture. The affine B.G.-property was
established for any split semi-simple group G not containing the type SL,
by Wendt [95], and to SLs as well by Moser [66].

For a given smooth affine k-scheme X and an integer r > 4 we may use
the previous results to study the map of “adding the trivial line bundle”:

(I)rfl(X) — q)r(X)

following the classical method in homotopy theory. Using classical obstruc-
tion theory (which is recalled in the appendix B) this amounts to study
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the connectivity of the simplicial homotopy fiber Singfl(GLr /GL,_1) =
Sz’ng‘fl (A" —{0}) of the map:

BSing‘fl(GLT,l) — BS’ing‘fl(GLT)

As the space A" —{0} is A'-local and (r—2)-connected, the Hurewicz theorem
gives an isomorphism of sheaves:

meo1(Sing® (A7 — {0})) = KM
Combining all the previous results, obstruction theory yields the following:

Theorem 32 (Theory of Euler class) Assume r > 4. Let X = Spec(A)
be a smooth affine k-scheme of dimension < r, and let & be an oriented
algebraic vector bundle of rank r (that is to say with a trivialization of A”(§)).
Define its FEuler class

e(€) € Hy,(X; KXM)

to be the obstruction class in

HX/'LS(X ﬂ-Al

)y Hr—1

(Sing™ (A7 — {0})) 2 Hy,,(X; KM")

obtained from the above homotopy fibration sequence

Sing® (A" — {0}) — BSing* (GL,_,) — BSing* (GL,)
Then:
¢ splits off a trivial line bundle < e(€) =0 € Hy, (X; KMW)

Remark 33 1) The group H"(X; KM") will be shown in Theorem 4.47 be-
low to coincide with the oriented Chow group C'H (X) defined in [8]. Our
Euler class coincides with the one defined in loc. cit.. This proves then the
main conjecture of loc. cit., which was proven there if char(k) # 2 and in
the case of rank r = 2, see also [25].

2) In [13] an “Euler class group” E(A) introduced by Nori, and a cor-
responding Euler class, is used to prove an analogous result on a noethe-
rian ring A. However, there is no cohomological interpretation of that
group, defined by explicit generators and relations, and its computation
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seems rather delicate. For A smooth over k, there is an epimorphism of
groups E(A) — CH' (A); that could be an isomorphism.

3) There is an obvious epimorphism
H'(X;K') — CH'(X)

The Euler class e(§) is mapped to the r-th Chern class ¢, (§) as defined by
Grothendieck. When the multiplicative group of k£ and of each of its finite
extensions L|k is 2-divisible and dim(X) < r the above epimorphism is an
isomorphism and the Theorem contains as a particular case the result of
Murthy [67] where k is algebraically closed.[]

1 Unramified sheaves and strongly A'-invariant
sheaves

1.1 Unramified sheaves of sets

We let Smy, denote the category of smooth k-schemes and whose morphisms
are the smooth morphisms. We start with the following standard definition.

Definition 1.1 An unramified presheaf of sets S on Smy, (resp. on Smy)
1s a presheaf of sets S such that the following holds:

(0) for any X € Smy, with irreducible components Xo'’s, « € X the
obvious map S(X) — I, cx0S(Xa) is a bijection.

(1) for any X € Smy and any open subscheme U C X the restriction
map S(X) — S(U) is injective if U is everywhere dense in X ;

(2) for any X € Smy, irreducible with function field F, the injective map
S(X) = Nyexw S(Oxz) is a bijection (the intersection being computed in

Remark 1.2 An unramified presheaf S (either on Smy or on Smy,) is au-
tomatically a sheaf of sets in the Zariski topology. This follows from (2).
We also observe that with our convention, for S an unramified presheaf, the
formula in (2) also holds for X essentially smooth over k and irreducible
with function field F'. We will use these facts freely in the sequel.l]
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Example 1.3 Tt was observed in [58] that any strictly Al-invariant sheaf on
Smy, is unramified in this sense. The A'-invariant sheaves with transfers of
[87] as well as the cycle modules? of Rost [75] give such unramified sheaves.
In characteristic # 2 the sheaf associated to the presheaf of Witt groups
X — W(X) is unramified by [69] (the sheaf associated in the Zariski topology
is in fact already a sheaf in the Nisnevich topology).OJ

Remark 1.4 Let S be a sheaf of sets in the Zariski topology on Smy, (resp.
on Smy) satisfying properties (0) and (1) of the previous definition. Then
it is unramified if and only if, for any X € Smy; and any open subscheme
U C X the restriction map S(X) — S(U) is bijective if X — U is everywhere
of codimension > 2 in X. We left the details to the reader.d

Remark 1.5 Base change. Let S be a sheaf of sets on Smy or Smy, let
K € Fj be fixed and denote by 7 : Spec(K) — Spec(k) the structural
morphism. One may pull-back S to the sheaf S|k := 7*S on Smx (or Smy
accordingly). One easily checks that the sections on a separable (finite type)
field extension F' of K is nothing but S(F') when F' is viewed in Fj. If S is
unramified so is S|k: indeed 7*S is a sheaf and satisfies properties (0) and
(1). We prove (3) using the previous Remark.[]

Our aim in this subsection is to give an explicit description of unrami-
fied sheaves of sets both on Smy and on Smy, in terms of their sections on
fields F' € Fj, and some extra structure. As usual we will says that a functor
S : Fi, — Set is continuous if S(F') is the filtering colimit of the S(F,)’s,
where the F,, run over the set of subfields of F' of finite type over k.

We start with the simplest case, that is to say unramified sheaves of sets
on Smy,.

Definition 1.6 An unramified Fy-datum consists of:

(D1) A continuous functor S : Fj, — Set;

(D2) For any F € Fi, and any discrete valuation v on F, a subset

S(0,) C 8(F)

“these two notions are indeed closely related by [23]
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The previous data should satisfy the following axioms:

(A1) Ifi: E C F is a separable extension in Fy, and v is a discrete
valuation on F which restricts to a discrete valuation w on E with
ramification index 1 then S(i) maps S(O,) into S(O,) and moreover
if the induced extension i : k(w) — k(v) is an isomorphism, then the
following square of sets is cartesian:

S(0y) — S(0,)

M M
S(E) — S(F)

(A2) Let X € Smy be irreducible with function field F. If x € S(F), then
x lies in all but a finite number of S(O,)’s, where x runs over the set
XM of points of codimension one.

Remark 1.7 The Axiom (A1) is equivalent to the fact that for any discrete
valuation v on F' € F; with discrete valuation ring O,, then the following
square in which O" is the henselization and F” the fraction field of O" should
be cartesian:

S(0,) = S(0y)

N N
S(F) — S(FM) O

We observe that an uqramiﬁed sheaf of sets S on Smy, defines in an ob-
vious way an unramified Fj-datum. First, evaluation on the field extensions
(of finite transcendence degree) of k yields a functor:

S:Fp— Set , F— S(F)

For any discrete valuation v on F' € Fy, then §(O,) is a subset of S(F'). We
now claim that these data satisfy the axioms (A1) and (A2) of unramified
fk—datum.

Axiom (A1) is easily checked by choosing convenient smooth models over
k for the essentially smooth k-schemes Spec(F'), Spec(O,). To prove axiom
(A2) one observes that any « € S(F) comes, by definition, from an element
x € S(U) for U € Smy, an open subscheme of X. Thus any a € S(F) lies
in all the S(Q,) for z € XM lying in U. But there are only finitely many
r € XM not lying in U.
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This construction defines a “restriction” functor from the category of
unramified sheaves of sets on Smy, to that of unramified F,-data.

Proposition 1.8 The restriction functor from unramified sheaves on S
to unramified Fi-data is an equivalence of categories.

Proof. Given an unramified Fj-datum S, and X € Smy irreducible
with function field F', we define the subset S(X) C S(F) as the intersection
Nyexw S(Oz) C S(F). We extend it in the obvious way for X not irreducible
so that property (0) is satisfied. Given a smooth morphism f:Y — X in
Smy, we define a map: S(f) : S(X) — S(Y) as follows. By property (0)
we may assume X and Y are irreducible with field of fractions E and F
respectively and f is dominant. The map S(f) is induced by the map S(E) —
S(F') corresponding to the fields extension £ C F' and the observation that
if z € XU then f~!(x) is a finite set of points of codimension 1 in Y. We
check that it is a sheaf in the Nisnevich topology using Axiom (A1) and
the characterization of Nisnevich sheaves from [65]. It is unramified. Finally
to check that one has constructed the inverse to the restriction functor, one
uses axiom (A2).00

Definition 1.9 An unramified Fj-datum S is an unramified fk—data to-
gether with the following additional data:

(D3) For any F € Fi and any discrete valuation v on F, a map s, :
S(0,) = S(k(v)), called the specialization map associated to v.

These data should satisfy furthermore the following axioms:

(A3) (i) Ifi: E C F is an extension in Fy, and v is a discrete valuation
on F which restricts to a discrete valuation w on E, then S(i) maps
S(0Oy) to S(O,) and the following diagram is commutative:

S(0,) — S0,

I 3
S(r(w)) — S(k(v))

(ii) Ifi: E C F is an extension in Fy, and v a discrete valuation on
F which restricts to 0 on E then the map S(i) : S(E) — S(F) has
its image contained in S(O,) and if we let j : E C k(v) denotes the

induced fields extension, the composition S(E)—S(0,) = S(k(v)) is
equal to S(j).
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(A4) (i) For any X € Sm), local of dimension 2 with closed point z € X®,
and for any point yo € XU with 5, € Smj,, then s, : S(O,,) —
S(k(yo)) maps (Ve xw S(Oy) into S(Oy,..) C S(x(yo))-

(ii) The composition

() S(0,) = S(05,2) = S(k(2))

yex (@)
doesn’t depend on the choice of yo such that 5y, € Smj,.

Remark 1.10 When we will construct unramified Milnor-Witt K-theory in
Section 2.2 below, the axiom (A4) will appear to be the most difficult to
check. In fact the subsection 1.3 is devoted to develop some technic to check
this axiom in special cases. In Rost’s approach [75] this axiom follows from
the construction of the Rost’s complex for 2-dimensional local smooth k-
scheme. However the construction of this complex (even for dimension 2
schemes) requires transfers, which we don’t want to use at this point.O]

Now we claim that an unramified sheaf of sets & on Sm; defines an
unramified Fji-datum. From what we have done before, we already have
in hand an unramified Fy-datum S. Now, for any discrete valuation v on
F € F; with residue field k(v), there is an obvious map s, : S(O,) —
S(k(v)), obtained by choosing smooth models over k for the closed immersion
Spec(k(v)) — Spec(O,). This defines the datum (D3). We now claim that
these data satisfy the previous axioms for unramified Fj-datum. Axiom (A3)
is checked by choosing convenient smooth models for Spec(F'), Spec(O,)
and/or Spec(k(v).

To check the axiom (A4) we use property (2) and the commutative
square:

S(X) C  S(0y)
\ 1
S() = S(0:) < S(k(w))

The following now is the main result of this section:

Theorem 1.11 The functor just constructed from unramified sheaves of sets
on Smy, to unramified Fi-data is an equivalence of categories.

The Theorem follows from the following more precise statement:
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Lemma 1.12 Given an unramified F-datum S, there is a unique way to ex-
tend the unramified sheaf of sets S : (Smy,)% — Set to a sheaf S : (Smy)? —
Set, such that for any discrete valuation v on F' € Fy with separable residue
field, the map S(O,) — S(k(v)) induced by the sheaf structure is the special-
ization map s, : S(O,) — S(k(v)). This sheaf is automatically unramified.

Proof. We first define a restriction map s(i) : S(X) — S(Y) for a
closed immersion 7 : Y < X in Smy of codimension 1. If Y = II,Y, is
the decomposition of Y into irreducible components then S(Y) = I1,5(Y,)
and s(7) has to be the product of the s(iy) : S(X) — S(Y,). We thus may
assume Y (and X) irreducible. We then claim there exits a (unique) map
s(i) : S(X) = S(Y') which makes the following diagram commute

sx) W osw)
N N
S(Oxy) =+ S(k(y)

where y is the generic point of Y. To check this it is sufficient to prove that
for any z € YV, the image of S(X) through s, is contained in S(Oy..). But
z has codimension 2 in X and this follows from the first part of axiom (A4).

Now we have the following:

Lemma 1.13 Leti: Z — X be a closed immersion in Smy, of codimension

d > 0. Assume there exists a factorization Z ELN Y EEY Yo — - LY Y;=X of
1 into a composition of codimension 1 closed immersions, with the Y; closed
subschemes of X each of which is smooth over k. Then the composition

SX)W . 5 sm) W sm) W s(2)

doesn’t depend on the choice of the above factorization of i. We denote this
composition by S(1).

Proof. We proceed by induction on d. For d = 1 there is nothing to
prove. Assume d > 2. We may easily reduce to the case Z is irreducible with
generic point z. We have to show that the composition

SX)W . 5 5(1v) W sm) W s(2) ¢ S(k(2))
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doesn’t depend on the choice of the flag Z—Y;—--- — ... = X. We may
thus replace X by any open neighborhood 2 of z if we want or even by
Spec(A) with A := Ox ,, which we do.

We first observe that the case d = 2 follows directly from the Axiom

(A4).
In general as A is regular of dimension d there exists a sequence of ele-
ments (z1,...,24) € A which generates the maximal ideal M of A and such

that the flag
Spec(A/(xy,...,xq)) = Spec(A/(xq,...,xq) = -+ — Spec(A/(xq)) — Spec(A)
is the induced flag Z = Spec(k(z)) C Y1 C Ya C -+ C Spec(A).

We have thus reduced to proving that under the above assumptions the
composition

S(A) = S(Spec(A/(xq))) — -+ = S(Spec(A/(za,...,24)) = S(k(2))
doesn’t depend on the choice of (z1,...,x4).

By [33, Corollaire (17.12.2)] the conditions on smoothness on the mem-
bers of the associated flag to the sequence (z1, . .., x4) is equivalent to the fact
the family (z1,...,z4) reduces to a basis of the x(z)-vector space M/ M?.

If M € GLy(A), the sequence M.(z;) also satisfies this assumption. For
instance any permutation on the (z1,...,z,4) yields an other such sequence.
By the case d = 2 which was observed above, we see that if we permute z;
and x;;1 the compositions S(A) — S(k(v)) are the same before or after per-
mutation. We thus get by induction that we may permute as we wish the z;’s.

Now assume that (z,...,2}) is an other sequence in A satisfying the
same assumption. Write the z} as linear combination in the z;. There is a
matrix M € My(A) with (2]) = M.(x;). This matrix reduces in My(x) to an
invertible matrix by what we just observed above; thus M itself is invertible.
One may multiply in a sequence (x1,...,z4) by a unit of A an element x;
of the sequence without changing the flag (and thus the composition). Thus
we may assume det(M) = 1. Now for a local ring A we know that the group
SL4(A) is the group E4(A) of elementary matrices in A (see [44, Chapter
VI Corollary 1.5.3] for instance). Thus M can be written as a product of
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elementary matrices in My(A).

As we already know that our statement doesn’t depend on the ordering
of a sequence, we have reduced to the following claim: given a sequence
(x1,...,24) as above and a € A, the sequence (z1 + axsy, Ta,. .., 2q) induces
the same composition S(A) — S(k(v)) as (z1,...,x4). But in fact the flags
are the same. This proves our claim.[]

Now we come back to the proof of the Lemma 1.12. Let ¢ : Z — X be a
closed immersion in Smy. By what has been recalled above, X can be cov-
ered by open subsets U such that for every U the induced closed immersion
ZNU — U admits a factorization as in the statement of the previous Lemma
1.13. Thus for each such U we get a canonical map sy : S(U) - S(ZNU).
But applying the same Lemma to the intersections U N U’, with U’ an other
such open subset, we see that the s;; are compatible and define a canonical
map: s(i) : S(X) = S(Z2).

Let f :Y — X be any morphism between smooth (quasi-projective)
k-schemes. Then f is the composition ¥ — Y x; X — X of the closed
immersion (given by the graph of f) I'y : ¥ — Y x; X and the smooth
projection px : Y Xy X — X. We set

s(f) = S(X) B (v %, X)W s(v)

To check that this defines a functor on (Smy) is not hard. First given a
smooth morphism 7 : X’ — X and a closed immersion i : Z — X in Smy,
denote by i” : Z' — X' the inverse image of i through 7 and by ' : 7/ — Z
the obvious smooth morphism. Then the following diagram is commutative

sx) W osx

L s(i) L s(@)

siz) W s(z)
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Then, to prove the functoriality, one takes two composable morphism Z %

Y % X and contemplates the diagram

Z = ZXkY — ZXkYXkX

| } ]
J — Y — Y %, X
| | 1
Z - Y — X

Then one realizes that applying S and s yields a commutative diagram,
proving the claim. Now the presheaf S on Smy is obviously an unramified
sheaf on Sm;, as these properties only depend on its restriction to Smy.[

Remark 1.14 From now on in this paper, we will not distinguish between
the notion of unramified Fj-datum and that of unramified sheaf of sets on
Smy. If S is an unramified Fi-datum we still denote by S the associated
unramified sheaf of sets on Smy, and vice versa.

Also, one may in an obvious fashion describe unramified sheaves of groups,
abelian groups, etc.. on Smy in terms of corresponding Fj-group data, Fi-
abelian group data, etc.., where in the given Fj-datum, everything is en-
dowed with the corresponding structure and each map is a morphism for
that structure.[]

Remark 1.15 The proof of Lemma 1.12 also shows the following. Let S and
& be sheaves of sets on Smy, with § unramified and £ satisfying conditions
(0) and (1) of unramified presheaves. Then to give a morphism of sheaves
¢ : £ — S is equivalent to give a natural transformation ¢ : €|r, — S|z,
such that:

1) for any discrete valuation v on F' € Fj, the image of £(0,) C E(F)
through ¢ is contained in S(0,) C S(F);

2) the induced square commutes:

E(0,) = E(k(v))

L ¢ L ¢

S(0,) — S(k(v))
We left the details to the reader.t]

Al-invariant unramified sheaves.
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Lemma 1.16 1) Let S be an unramified sheaf of sets on Smy. Then S is
Alinvariant if and only if it satisfies the following:

For any k-smooth local ring A of dimension < 1 the canonical map
S(A) — S(AY) is bijective.

2) Let S be an unramified sheaf of sets on Smy. Then S is Al-invariant
if and only if it satisfies the following:
For any F € Fy, the canonical map S(F) — S(A}) is bijective.

Proof. 1) One implication is clear. Let’s prove the other one. Let

X € Smy be irreducible with function field F. In the following commutative
square

S(X) —  S(Ak)

3 1

S(F) S(F(T))
each map is injective. We observe that S (Al ) — S(F(T) factors as S(AL) —
S(AL) — S(F(T). By our assumption S(F) = S(AL); this proves that
S(AL) is contained inside S(F). Now it is sufficient to prove that for any
z € XW one has the inclusion S(AY) C S(Ox,) C S(F). But S(AY) C
S(A}QX@) C S(F(T), and our assumption gives S(Ox ;) = S(A}QX@). This
proves the claim.

2) One implication is clear. Let’s prove the other one. Let X € Smy, be
irreducible with function field F'. In the following commutative square

S(Ay) C S(AR)
1 |
S(X) ¢ S(F)

each map is injective but maybe the left vertical one. The latter is thus also
injective which implies the statement.[]

Remark 1.17 Given an unramified sheaf S of sets on Smy, with Data (D3),
and satisfying the property that for any F' € Fj, the map S(F') — S(F(T))
is injective, then S is an unramified Fj-datum if and only if its extension to
k(T') is an unramified Fj()-datum.

Indeed, given a smooth irreducible k-scheme X, a point z € X of codi-
mension d, then Xl is still irreducible k(T")-smooth and Z|xp) is irre-
ducible and has codimension d in X|yr). Moreover the maps M(X) —

30



M (X)), M(Xy) = M(( X))z )s etc.. are injective. So to check
the Axioms involving equality between morphisms, etc..., it suffices to check
them over k(T") for M|ir). This allows us to reduce the checking of several
Axioms like (A4) to the case k is infinite.[]

1.2 Strongly Al-invariant sheaves of groups

Our aim in this section is to study unramified sheaves of groups G on Smy,
their potential strong Al-invariance property, as well as the comparison be-
tween their cohomology in Zariski and Nisnevich topology.

In the sequel, by an unramified sheaf of groups we mean a sheaf of groups
on Smy whose underlying sheaf of sets is unramified in the sense of the pre-
vious section.

Let G be such an unramified sheaf of groups on Smy. For any discrete
valuation v on F' € Fj we introduce the pointed set

and we observe this is a left G(F)-set.

More generally for y a point of codimension 1 in X € Smj, we set
H,(X;G) = Hj(Oxy;G). By axiom (A2), is X is irreducible with func-
tion field F' the induced left action of G(F) on II,cxa H,(X;G) preserves
the weak-product

H;EX(UH;(X; g) C HyeX(l)H; (X;9)

where the weak-product I/ _ v, (X;G) means the set of families for which

all but a finite number of terms are the base point of H; (X;G). By def-
inition, the isotropy subgroup of this action of G(F') on the base point of
I H,(X;G) is exactly G(X) = Nyex1G(Ox,y). We will summarize this

yeX @)
property by saying that the diagram (of groups, action and pointed set)

1= G(X)—G(F)= H;EXu)Hyl(X;g)
is “exact” (the double arrow refereing to a left action).

Definition 1.18 For any point z of codimension 2 in a smooth k-scheme
X, we denote by H2(X;G) the orbit set of II' _ H'(X;G) under the left
? yex:' Y

action of G(F'), where F' € Fj. denotes the field of functions of X..
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Now for an irreducible essentially smooth k-scheme X with function field
F we may define an obvious “boundary” G(F')-equivariant map

Iy Hy (X5G) = Texe H (X5 G) (1.1)
by collecting together the compositions, for each z € X®:
H;eX(l)Hyl(X; G)— H;Exél)Hyl(X; G) — H(X;G)

It is not clear in general whether or not the image of the boundary map is
always contained in the weak product II/ . H 2(X;G). For this reason we
will introduce the following Axiom depending on G which completes (A2):

(A2%) For any irreducible essentially smooth k-scheme X the image of the

boundary map (1.1) is contained in the weak product I/ _, ,, HZ(X; G).O
Remark 1.19 Given an unramified sheaf of groups G, and satisfying the
property that for any F' € Fj, the map G(F) — G(F (7)) is injective, then G
satisfies (A2’) if and only if its extension to k(7") does. This is done along
the same lines as in Remark 1.17.0J

We assume from now on that G satisfies (A2’). Altogether we get for X
smooth over k, irreducible with function field F', a “complex” C*(X;G) of
groups, action, and pointed sets of the form:

1> G(X)CgF)=1

Lex 1y (X5G) = Mexe HZ(X;G)

We will also set for X € Smy: GO(X) := I, G(k(2)), GD(X) =
I coyHy(X;G) and G (X) =1l _y s HZ(X;G). The correspondence ){ —
GW(X), i <2, can be extended to an unramified presheaf of groups on Smy,
which we still denote by GW. Note that G is a sheaf in the Nisnevich
topology. However for G, i € {1,2} it is not the case in general, these are

only sheaves in the Zariski topology, as any unramified presheaf.

The complex C*(X;G) : 1 = G(X) = ¢O(X) = ¢W(X) = GP(X) of
sheaves on Smy will play in the sequel the role of the (truncated) analogue
for G of the Cousin complex of [21] or of the complex of Rost considered in
[75].
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Definition 1.20 Let 1 - H C G = E — F be a sequence with G a group
acting on the set E which is pointed (as a set not as a G-set), with H C G a
subgroup and E — F a G-equivariant map of sets, with F' endowed with the
trivial action. We shall say this sequence is exact if the isotropy subgroup of
the base point of E is H and if the “kernel” of the pointed map E — F is
equal to the orbit under G' of the base point of E.

We shall say that it is exact in the strong sense if moreover the map
E — F induces an injection into I of the (left) quotient set o\E C F.

By construction C*(X; G) is exact in the strong sense, for X (essentially)
smooth local of dimension < 2.

Let us denote by Z'(—;G) C G the sheaf theoretic orbit of the base
point under the action of G in the Zariski topology on Smy. We thus have
an exact sequence of sheaves on Smy, in the Zariski topology

1-GcGY= 2(—0) -«

As it is clear that H}, (X;G©) is trivial (the sheaf G(*) being flasque), this
yields for any X € Sm;, an exact sequence (of groups and pointed sets)

1 - G(X)cG9X)= 2Y(X;G) = H.,(X:G) — *

in the strong sense.

Of course we may extend by passing to the filtering colimit the previous
definitions for X € Smj. To be correct, we should introduce a name for
the category of essentially smooth k-schemes and smooth morphisms. The
previous diagram is then also a diagram of sheaves in the Zariski topology
and yields for any X € Smj. an exact sequence as above, which could have
been also obtained by passing to the colimit.

Remark 1.21 If X is an essentially smooth k-scheme of dimension < 1, we
thus get a bijection H},.(X;G) = gox)\G"W (X). For instance, when X is
a smooth local k-scheme of dimension 2, and if V' C X is the complement of
the closed point, a smooth k-scheme of dimension 1, we thus get a bijection

H?(X;G) = Hy,,(V;G)

Beware that here the Zariski topology is used. This gives a “concrete” inter-
pretation of the “strange” extra cohomology set H2(X;G).0
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For X € Smy, (or Sm/),) as above, let us denote by K'(X;G) C II’ HYX:G
k y

ex( iy
the kernel of the boundary map H’yeXmH; (X5G) = Iy H?(X;G). The
correspondence X +— K1(X;G) is a sheaf in the Zariski topology on S
There is an obvious injective morphism of sheaves in the Zariski topology
on Smy: Z'(—:G) = K'(—;G). As C*(X;G) is exact for any k-smooth lo-
cal X of dimension < 2, Z'(—;G) — K'(—;G) induces a bijection for any
(essentially) smooth k-scheme of dimension < 2.

Remark 1.22 In particular if X is an (essentially) smooth k-scheme of di-
mension < 2, the H! of the complex C*(X;G) is H,.(X;G).00

Now we introduce the following axiom on G:

(A5) (i) For any separable finite extension £ C F' in Fj, any discrete valu-
ation v on F' which restricts to a discrete valuation w on E with rami-
fication index 1, and such that the induced extension 7 : x(w) — k(v)
is an isomorphism, the commutative square of groups

G(Ouw) < G(E)
\ 1
G(0,) < G(F)

induces a bijection H!(O,;G) = H.(O,;G).
(ii) For any étale morphism X’ — X between smooth local k-schemes

of dimension 2, with closed point respectively 2z’ and z, inducing an
isomorphism on the residue fields x(z) = k(2’), the pointed map

H(X;G) = H(X";G)
has trivial kernel.[J

Remark 1.23 The Axiom (A5)(i) implies that if we denote by G_; the
sheaf of groups
X = Ker(G(G,, x X) & G(X))

then for any discrete valuation v on F' € Fj one has a (non canonical)
bijection

HY0,:0) = Gy (k(v))
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Indeed one may reduce to the case where O, is henselian, and assume that
k(v) C O,. Choosing a uniformizing element then yields a distinguished
square
Spec(F) C  Spec(O,)
1 1
Gmlsewy C Ay

which in view of Axiom (A5) (i) gives the bijection G((Gn)r(w))/G(k(v)) =
H;(04;6).

Lemma 1.24 Let G be as above. The following conditions are equivalent:

(1) the Zariski sheaf X — KY(X;G) is a sheaf in the Nisnevich topology
on Smy;

(i) for any essentially smooth k-scheme X of dimension < 2 the com-
parison map HL, (X;G) — Hx, (X;G) is a bijection;

(1ii) G satisfies Aziom (A5)

Proof. (i) = (ii). Under (i) we know that X — Z'(X;G) is a sheaf in
the Nisnevich topology on essentially smooth k-schemes of dimension < 2 (as
ZY(X;G) — K'(X;@) is an isomorphism on essentially smooth k-schemes of
dimension < 2). The exact sequence in the Zariski topology 1 — G C G =
ZY(—;G) — * considered above is then also an exact sequence of sheaves
in the Nisnevich topology. The same reasoning as above easily implies (ii),
taking into account that H}, (X;G®) is also trivial (left to the reader).

(ii) = (iii). Assume (ii). Let’s prove (A5) (i). With the assumptions
given the square

Spec(F) — Spec(O,)

\J \J
Spec(E) —  Spec(Oy)

is a distinguished square in the sense of [65]. Using the corresponding Mayer-
Vietoris type exact sequence and the fact by (ii) that H'(X;G) = * for any
smooth local scheme X yields immediately that G(E)/G(O,) — G(F)/G(O,)
is a bijection.

Now let’s prove (A5) (ii). Set V =X — {z} and V' = X’ — {Z'}. The
square

vV c X'
{ {
V c X
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is distinguished. From the discussion preceding the Lemma and the inter-
pretation of H2(X;G) as H}, (V;G), the kernel in question is thus the set of
(isomorphism classes) of G-torsors over V' (indifferently in Zariski and Nis-
nevich topology as HL,.(V;G) = H)..(V;G) by (i) ) which become trivial
over V'; but such a torsor can thus be extended to X’ and by a descent
argument in the Nisnevich topology, we may extend the torsor on V to X.
Thus it is trivial because X is local.

(ii) = (i). Now assume Axiom (A5). We claim that Axiom (A5) (i)
gives exactly that X ~— G (X) is a sheaf in the Nisnevich topology. (A5)
(ii) is seen to be exactly what is needed to imply that K!'(—; G) is a sheaf in
the Nisnevich topology.l]

Now we observe that the monomorphism of Zariski sheaves Z'(—;G) —
KY(—;G) is G-equivariant.

Lemma 1.25 Assume G satisfies (A5). Let X be an essentially smooth
k-scheme. The following conditions are equivalent:

(1) For any open subscheme Q@ C X the map Z(Q;G) — KY(Q;G) is
bijective;

(ii) For any localization U of X at some point, the map Z'(U;G) —
KY(U;G) is bijective;

(i1i) For any localization U of X at some point, the complex C*(U;G) :
1= GU) = G(F) = GW(U) = GAU) is exact.

When moreover these conditions are satisfied for any Y étale over X,
then the comparison map H, (X;G) — Hy,;(X;G) is a bijection.

Proof. (i) < (ii) is clear as both are Zariski sheaves. (ii) = (iii) is
proven exactly as in the proof of (ii) in Lemma 1.24. (iii) = (i) is also clear
using the given expressions of the two sides.

If we assume these conditions are satisfied, then

gm)(X)\Zl(X;g) = Héar(X; g) - H]l\fzs<X7 g) = Q(0>(X)\IC1(X; g)

is a bijection. The last equality follows from the fact that K!(;G) is a Nis-
nevich sheaf and the (easy) fact that H, (X;G©) is also trivial.(]

Lemma 1.26 Assume G is Al-invariant. Let X be an essentially smooth
k-scheme. The following conditions are equivalent:
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(i) For any open subscheme Q2 C X the map
g<0>(ﬂ)\Zl(Q;g) = Héar(Q; G) — Héar(ASl); G)= g<0>(A§)\Zl(A%z§ g)

15 bijective;
(ii) For any localization U of X, g(O)(Ab)\Zl(A%]; G) = *.

Proof. The implication (i) = (ii) follows from the fact that for U a
smooth local k-scheme Hy, (U;G) = goy@)\Z'(U;G) is trivial. Assume
(ii). Thus H},,.(A}; G) = * for any local smooth k-scheme U. Fix Q C X an
open subscheme and denote by 7 : AL, — Q the projection. To prove (i) it is
sufficient to prove that the pointed simplicial sheaf of sets Rm.(B(G|ay)) has
trivial 7. Indeed, its 7 sheaf is 7.(G|s;) = Gla because G is A'-invariant.
If the m is trivial, B(Gla) — Rm.(B(G|ay)) is a simplicial weak equivalence
which implies the result. Now to prove that moRm.((B(Glay))) is trivial, we
just observe that its stalk at a point « € Q is H},, (A% ;G) which is trivial
by assumption.[]

Now we will use one more Axiom concerning G and related to Al-invariance
properties:

(A6) For any localization U of a smooth k-scheme at some point u of

codimension < 1, the “complex”:
1= G(AL) € GOAL) = GW(A) — G (AL)

is exact, and moreover, the morphism G(U) — G(A(;) is an isomorphism.[]

Observe that if G satisfies (A6) it is Al-invariant by Lemma 1.16 (as G
is assumed to be unramified). Observe also that if G satisfies Axioms (A2)
and (A5), then we know by Lemma 1.24 that H3, (AY;G) = HL, (AL:G) =
H'(AL:;G) for X smooth of dimension < 1.

Our main result in this section is the following.

Theorem 1.27 Let G be an unramified sheaf of groups on Smy, that satisfies
Azioms (A2’), (A5) and (A6). Then it is strongly A'-invariant. Moreover,
for any smooth k-scheme X, the comparison map

Héar(X7 g) — Hll\fzs(X’ g)

s a bijection.
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Remark 1.28 From Corollary 5.9 in Section 5.1 below applied to the Al-
local space BG itself, it follows that a strongly Al-invariant sheaf of groups
G on Smy, is always unramified.

We thus obtain in this way an equivalence between the category of strongly
Al-invariant sheaves of groups on Smy and that of unramified sheaves of

groups on Smy, satisfying axioms (A2’), (A5) and (A6).00

To prove theorem 1.27 we fix an unramified sheaf of groups G on Smy
which satisfies the Axioms (A2’), (A5) and (A6).

We introduce two properties depending on G, an integer d > 0:

(H1)(d) For any any localization U of a smooth k-scheme at some point
u of codimension < d with infinite residue field, the complex 1 — G(U) C
GOU) = GW(U) - GA(U) is exact.O

(H2)(d) For any localization U of a smooth k-scheme at some point u
of codimension < d with infinite residue field, the “complex”:

1= G(AL) c GOA}L) = GY(AL) — GP(A))
is exact.[

(H1)(d) is a reformulation of (ii) of Lemma 1.25. It is a tautology in
case d < 2. (H2)(1) holds by Axiom (A6) and (H2)(d) implies (ii) of the
Lemma 1.26.

Lemma 1.29 Let d > 0 be an integer.
1) (H1)(d) = (H2)(d).
2) (H2)(d) = (H1)(d+1)

Proof of Theorem 1.27 assuming Lemma 1.29. Lemma 1.29 implies
by induction on d that properties (H1)(d) and (H2)(d) hold for any any d.
It follows from Lemmas 1.25 and 1.26 above that for any essentially smooth
k-scheme X with infinite residue fields, then H,, (X;G) = Hy,,(X;G) and
HY(X;0) = HY,, (A%: ).

This imples Theorem 1.27 if k is infinite. Assume now k is finite. Let G’
be the sheaf 7' (BG) = m1(La: (BG)). By Corollary 5.9 of Section 5.1 below
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applied to the A'-local space Ly1(BG), G’ is unramified and by the first part
of Theorem 5.11 it satisfies, as G the Axioms (A2’), (A5) and (A6).

By general properties of base change through a smooth morphism (see
[58]) we see that for any henselian k-smooth local ring A, with infinite residue
field, the morphism G(A) — G’(A) is an isomorphism. Let A be a k-smooth
local ring of dimension > 1. By functoriality we see that G(A) C G'(A) is
injective, as the fraction field of A is infinite. If x is a finite field (extension
of k), G(k) = G(r[T]) C G'(k[T]) = G'(k). We deduce that G — G’ is
always a monomorphism of sheaves, because if k is a finite extension of k,
G(x) C GK(T)).

Thus we have the monomorphism G C G’ between unramified sheaves
satisfying Axioms (A2’), (A5) and (A6) and which is an isomorphism on
smooth local ring with infinite residue field. Now using Remark 1.23 and
proceeding as below in the proof of Lemma 1.34, we see that, given a discrete
valuation ring A C F, and a uniformizing element 7, H!(A;G) — H}(A;G")
can be identified to the morphism G_;(k(v)) C G’ {(k(v)); but this is an
injection as G(X x G,,) C G(X x G,,). This implies that G(A) = G'(A)
HX(A;G) = H}(A;G') for any discrete valuation ring A C F € Fj.. If we
prove that G(k) C G'(k) is an isomorphism for any finite extension s of k
then we conclude that G = G’, as both are unramified and coincide over each
stalk (included the finite fields). To show G(k) C G'(k) is an isomorphism,
we observe that G(k[T]) = G'(k[T]) by what precedes.

Now that we know G = G’, we conclude from the fact that the composition
BG — Ly (BG) — BG' is a (simplicial weak-equivalence) that BG is Al-
local, and G is thus strongly A'-invariant, finishing the proof.C]

Remark 1.30 The only reason we have to separate the case of a finite
residue field and infinite residue field is due to the point (ii) of Lemma 1.31
below. If one could prove this also with finite residue field, we could get rid
of the last part of the previous proof.[]

Proof of Lemma 1.29 Let d > 2 be an integer (if d < 2 there is nothing
to prove).

Let us prove 1). Assume that (H1)(d) holds. Let U be an irreducible
smooth k-scheme with function field F. Let us study the following diagram
whose middle row is C*(A};; G), whose bottom row is C*(U;G) and whose
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top row is C*(AL; G):
G(F) < GIF(T) — T uywHy (AR G)

U [ 1
GAL) © G(F(T) = W, WHiALG) — T, o H2(AL:G)
I U 1 1
GU) < G(F) = T H{UG) — I HU;G)
(1.2)

The top horizontal row is exact by Axiom (A6). Assume U is local of di-
mension < d. The bottom horizontal row is exact by (H1) (d). The middle
vertical column can be explicited as follows. The points y of codimension 1
in A}, are of two types: either the image of y is the generic point of U or it
is a point of codimension 1 in U; the first set is in bijection with (AL)M) and
the second one with U") through the map y € UM s y[T] := A; C Ay
For y of the first type, it is clear that the set H;(A%];g) is the same as
H,(AR;G). As a consequence, IT/ c(al )<1)Hy1 (A}; G) is exactly the product of
Ir Hl(A}p, G) and of H;eU(l)H T](A}];g).

ye(AR)®)

To prove (H2)(d) we have exactly to prove the exactness of the middle
horizontal row in (1.2) and more precisely that the action of G(F (7)) on
KY(A}; G) is transitive.

Take o € K'(A};G). As the top horizontal row is exact, there is a
g € G(F(T)) such that g.« lies in H;E[J(I)Him (A};G) C H’ye(%)mHyl(AlU; g),
which is the kernel of the vertical G(F(T))-equivariant map H; c(al )(1)]-[; (Al;G) —
H;e(%mH; (AF;G).

Thus g.o lies in ' (A3 G) NI o) Hyy (Ays G) C Hle(Al )(1)Hy1(A%]; G).
Now the obvious inclusion K'(U;G) € KN (Ay:;G) N1IL ) HlT] (A};G) is a
bijection. Indeed, from part 1) of Lemma 1.31 below, L1 G H,(U;G) C
H’y oo ;[T} (A}; G) is injective and is exactly the kernel of the composition
of the boundary map II ;o) Hyipy (A G) — earyo H2 (A3 G) and the
projection

ey H2(Ay: G) = Myep ceanyo HZ(Ay; G)

This shows that ' (A}; g)mH;eU(l)Hl 7] (A}; G) is contained in IT/ 6U(l)H;(U; g).
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But the right vertical map in (1.2), 1L,y H2(U; G) — Hze(%)(g)Hf(Ab; g),
is induced by the correspondence z € U® + AL ¢ A}, and the corresponding
maps on H2(—;G). By part 2) of Lemma 1.31 below, this map has trivial
kernel. This easily implies that K'(Ay; G) NIT o) Hypy (Ay; G) s contained
in K'(U; G), proving our claim.

Thus g.a lies in K1 (U; G). Now by (H1) (d) we know there is an h € G(F))
with hg.ao = % as required.

Let us now prove 2). Assume (H2) (d) holds. Let’s prove (H1) (d+1).
Let X be an irreducible smooth k-scheme (of finite type) of dimension < d+1
with function field F', let u € X € Smy be a point of codimension d + 1 and
denote by U its associated local scheme, F' its function field. We have to check

the exactness at the middle of G(F) = 1T/ H,(U;G) — 1T H2(U;G).

eu® zeU®)

Let « € KN U;G) C H;eUu)Hyl(U; G). We want to show that there ex-
ists ¢ € G(F') such that &« = g.x. Let us denote by y; € U the points of
codimension one in U where « is non trivial. Recall that for each y € UM,
H}(U;G) = HJ(X;G) where we still denote by y € X! the image of y in
X. Denote by ax € H;eXu)Hyl (X;G) the canonical element with same sup-
port y;’s and same components as a. ay may not be in K'(X;§G), but, by
Axiom (AZ2’), its boundary its trivial except on finitely many points z; of
codimension 2 in X. Clearly these points are not in U®, thus we may, up
to removing the closure of these z;’s, find an open subscheme " in X which
contains u and the y;’s and such that the element aqg € II’ Hyl(X :G),

ye ()
induced by «, is in K£(Q'; G).

By Gabber’s presentation Lemma 15, there exists an étale morphism
U — A}, with V the localization of a k-smooth of dimension d, such that if
Y C U denotes the reduced closed subscheme whose generic points are the
y;, the composition Y — U — A}, is still a closed immersion and such that
the composition Y — U — Al, — V is a finite morphism.

The étale morphism U — A}, induces a morphism of complexes of the
form:

G(F) = Mo y(U;:G) = L0 HAU:G)
GED) — MeppolyBiiG) = Wy oAV G)
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where E is the function field of V. Let y be the images of the y; in A} ;
these are points of codimension 1 and have the same residue field (because
Y — A} is a closed immersion). By the axiom (A5)(i), we see that for
each 4, the map I, (Ay;G) — H,.(U;G) is a bijection so that there exists

in the bottom complex an element o € II' (A1) H,(G) whose image is .

The boundary of this o/ is trivial. To show this, observe that if z € (A},)®
is not contained in Y, then the boundary of o’ has a trivial component in
H2(AY:G). Moreover, if z € (AL)® lies in the image of Y in A}, there is,
by construction, a unique point 2z’ of codimension 2 in €2, lying in Y and
mapping to z. It has moreover the same residue field as z. The claim now
follows from (A5)(ii).

By the inductive assumption (H2) (d) we see that o is of the form h.x

in H?’JE(A%/)(DH;(A%,; G) with h € G(E(T)). But if g denotes the image of h

in G(F') we have o = g.*, proving our claim.[]
Lemma 1.31 Let G be an unramified sheaf of groups on Smy satisfying
(A2%), (A5) and (A6).

1) Let v be a discrete valuation on F' € Fi. Denote by v[T] the discrete
valuation in F(T') corresponding to the kernel of O [T] — k(v)(T). Then the
map

H,(04;G) = Hypy(Ap,; G)

15 injective and its image is exactly the kernel of
Hvl[T] (A}DUQ g) — H;E(Ai(v))(l)Hf(A}DUQ g)

where we see z € (AL(v))V as a point of codimension 2 in A}, .

2) For any k-smooth local scheme U of dimension 2 with closed point u,
and infinite residue field, the “kernel” of the map

H(G) — Hg[T](g)
18 trivial.

Proof. Part 1) follows immediately from the fact that we know from our
axioms the exactness of each row of the Diagram (1.2) is exact for U smooth
local of dimension 1.
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To prove 2) we shall use the interpretation of H2(U; G), for U smooth local
of dimension 2 with closed point z, as H},.(V;G), with V the complement of
the closed point u. By Lemma 1.24, we know that H},.(V;G) = HL,.(V:G).

Pick up an element o of H2(U;G) = Hy,;,(V;G) which becomes trivial in
H (A G) = Hy (Vi G), where Vi = (Agy)yr)—', v’ denoting the generic
point of AL C A};. This means that the G-torsor over V become trivial over
V. As Vp is the inverse limit of the schemes of the form Q — Q N «/, where
Q runs over the open subschemes of A}, which contains v/, we see that there
exists such an € for which the pull-back of a to Q — QN is already trivial.
As Q contains v/, QNu C A};(u) is a non empty dense subset; in case x(u)
is infinite, we thus know that there exists a x(u)-rational point z in Q N u’
lying over u. As Q@ — U is smooth, it follows from [33, Corollaire 17.16.3
p. 106] that there exists an immersion U’ —  whose image contains z and
such that U’ — U is étale. This immersion is then a closed immersion, and
up to shrinking a bit U’ we may assume that Q Mo/ N U’ = {z}. Thus the
cartesian square

U—-—z — U
{ {
Vv — U

is a distinguished square [65]. And the pull-back of o to U" — z is trivial.
Extending it to U’ defines a descent data which defines an extension of « to
U; thus as any element of H, (U;G) = Hx,; (U;G) « is trivial we get our
claim.l]

G,-loop spaces. Recall the following construction, used by Voevodsky
in [87]. Given a presheaf of groups G on Smy,, we let G_; denote the presheaf
of groups given by

X = Ker(G(G,, x X) % G(X))

Observe that if GG is a sheaf of groups, so is G_1, and that if G is unramified,
sois G_1.

Lemma 1.32 If G is a strongly A'-invariant sheaf of groups, so is G_;.

Proof. One might prove this using our description of those strongly
Al-invariant sheaf of groups given in the previous section. We give here
another argument. Let BG be the simplicial classifying space of G (see [65]
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for instance). The assumption that G is strongly A'-invariant means that
it is an Al-local space. Choose a fibrant resolution BG of BG. We use the
pointed function space

RHom,(G,,, BG) := Hom,(G,,, BG)

It is fibrant and automatically Al-local, as BG is. Moreover its m; sheaf is
G and its higher homotopy sheaves vanish. Thus the connected component
of RHom,(G,,, B(G)) is BG_;. This suffices for our purpose because, the
connected component of the base point in an Al-local space is Al-local. This
follows formally from the fact (see [65]) that the Al-localization functor takes
a 0-connected space to a O-connected space.

In fact we may also prove directly that the space RHom,(G,,, B(G)) is
0-connected. Its mp is the associated sheaf to the presheaf X — Hy, (X X
Gy; G), and this amounts to checking that for X the henselization of point
in a smooth k-scheme, then Hy, (G, x X;G). This follows from the fact
Hy, (A x X;G) is trivial and the description of H'(—;G) in terms of our
complex.[]

Remark 1.33 In fact given any pointed smooth k-scheme Z, and any strongly
Al-invariant sheaf G we may consider the pointed function object G%) which
is the sheaf X — Ker(G(Z x X) — G(X)). The same argument as in the
previous proof shows that the connected component of RHom,(Z, B(G)) is
indeed B(M?)). Consequently, the sheaf G(#) is also strongly A'-invariant.[]

Let F' be in F and let v be a discrete valuation on F', with valuation ring
O, C F. We may choose an irreducible smooth k-scheme X with function
field F' and a closed irreducible subscheme 7 : ¥ C X of codimension 1
which induces v on F. In particular the function field of YV is x(v). Assume
furthermore that x(v) is separable over k. Then we may also assume up
to shrinking X that Y is also smooth over k. Consider the pointed sheaf
X/(X —Y) which is called the Thom space of i. By the A'-purity theorem
of [65] there is a canonical pointed A'-weak equivalence (in the pointed A'-
homotopy category)

X/(X =Y)=Th(v)

where Th(v;) is the Thom space of the normal bundle v; of i, that is to
say the pointed sheaf F(v;)/E(v;)*. Let m be a uniformizing element for v;
one may see the class of 7 modulo (M,)? as a (non zero) basis element of
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(vi)y = M,/(M,)?, the fiber of the normal bundle at the generic point y of
Y. Consequently, 7 (or its class in M, /(M,)?) induces a trivialization of
v; at least in a Zariski neighborhood of y. In case v; is trivialized, it follows
from [65] that the pointed sheaf T'h(v;) is canonically isomorphic to T'A (Y7),
with 7 := A'/G,,,.

Lemma 1.34 Let G be a strongly A'-invariant sheaf. Let Y be a smooth
k-scheme. Then there is a canonical bijection

G1(Y) = HY(T A (Y4);:G)
which 1s a group isomorphism if G is abelian.
Proof. We use the cofibration sequence
GuxY CA'xY = TA(Yy)
to get a long exact sequence in the usual sense
0— H'(A'xY;G) = HG,, xY;G) = H (T A (Y});G)

— HY(A'xY;G) = HY(G,, x Y;G) — ...
The pointed map H'(Y;G) = H'(A' x Y;G) — HY(G,, X Y;G) being split
injective (use the evaluation at 1), we get an exact sequence

0—=G(Y)CGG,, xY)= HTA(Y,);G) — *

As G_1(Y) is the kernel of ev; : G(G,,, x Y) — G(Y'), this exact sequence
implies that the action of G_1(Y) on the base point * of H (T A (Y,);G)
induces the claimed bijection G 1(Y) =2 HY(T A (Y});G). The statement
concerning the abelian case is easy.[]

From what we did before, it follows at once by passing to the filtering
colimit over the set of open neighborhoods of y the following:

Corollary 1.35 Let F' be in Fy, and let v be a discrete valuation on F', with
valuation ring O, C F. For any strongly A'-invariant sheaf of groups G,
a choice of a non-zero element p in M,/(M,)* (that is to say the class a
uniformizing element © of O, ) induces a canonical bijection

6 Ga(k(v)) = HY(0,:9)

which is an isomorphism of abelian groups in case G is a sheaf of abelian
groups.
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Using the previous bijection, we may define in the situation of the corol-
lary a map

95+ G(F) = G (s(v))

as the composition G(F) - H(O,;G) = G_(x(v)) which we call the residue
map associated to w. If G is abelian, the residue map is a morphism of abelian
groups.

1.3 Z-graded strongly Al-invariant sheaves of abelian
groups

In this section we want to give some criteria which imply the Axioms (A4)
in some particular cases of Fj-data. Our method is inspired by Rost [75] but
avoids the use of transfers. The results of this section will be used in Section
2.2 below to construct the sheaves of unramified Milnor-Witt K-theory and
unramified Milnor K-theory, etc..., without using any transfers as it is usu-
ally done. As a consequence, our construction of transfers in Section 3 gives
indeed a new construction of the transfers on the previous sheaves.

Let M, be a functor F;, — Ab, to the category of Z-graded abelian groups.
We assume throughout this section that M, is endowed with the following
extra structures.

(D4) (i) For any F € F}, a structure of Z[F* /(F*?)]-module on M, (F),
which we denote by (u,a) —< u > a € M,(F) for u € F* and for

a € M,(F). This structure should be functorial in the obvious sense in
Fi.0

(D4) (ii) For any F' € F; and any n € Z, a map F* x M, _1(F) —
M, (F), (u, ) +— [u].a, functorial (in the obvious sense) in Fy.0J

(D4) (iii) For any discrete valuation v on F' € Fj and uniformizing
element 7 a graded epimorphism of degree —1

O Mu(F) — M,_1(k(v))

(2

which is functorial, in the obvious sense, with respect to extensions £ — F
such that v restricts to a discrete valuation on E, with ramification index 1,
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if we choose as uniformizing element an element 7 in E.[J
We assume furthermore that the following axioms hold:

(BO) For (u,v) € (F*)? and a € M,(F), one has
[uwv]a = [u]a+ < u > [v]a
and moreover [u[v]a = — < —1 > [v][u]a.

(B1) For a k-smooth integral domain A with field of fractions F, for any
o € M, (F), then for all but only finitely many point 2 € Spec(A)™!), one has
that for any uniformizing element = for x, 97 («) # 0.0J

(B2) For any discrete valuation v on F' € Fj, with uniformizing element 7
one has 97 ([u]a) = [u|0F () € M, (k(v)) and T (< u > a) =<u > I (a) €
Mn—1y(k(v)), for any unit v in (0,)* and any a € M, (F').00

(B3) For any field extension £ C F' € Fj, and for any discrete valuation
v on F' € F, which restricts to a discrete valuation w on F, with ramifica-
tion index e, let 7 € O, be a uniformizing element for v and p € O, be a
uniformizing element for w. Write p = un®, with v a unit in O,. Then one

has for « € M. (E), 05 (a|p) = ec < > (04 (a))|nw) € Mi(k(v)).O

Here we set for any integer n,

n

ne = Z < (=16 >

=1

We observe that as a particular case of (B3) we may choose E = F so
that e = 1 and we get that for any any discrete valuation v on F' € Fj, any

uniformizing element 7, and any unit u € O, then one has 0™ (a) =< u >

O] (o) € M(p—1)(k(v)) for any a € M, (F).

Thus in case Axiom (B3) holds, the kernel of the surjective homomor-
phism O] only depends on the valuation v, not on any choice of 7. In that
case we then simply denote by

M,(0,) C M,(F)
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this kernel. Axiom (B1) is then exactly equivalent to Axiom (AZ2) for un-
ramified Fi-sets. The following is easy:

Lemma 1.36 Assume M, satisfies Arioms (B1), (B2) and (B3). Then it
satisfies (in each degree) the axioms for a unramified Fy-abelian group datum.
Moreover, it satisfies Aziom (A5) (i).

We assume from now on (in this section) that M, satisfies Axioms (BO0),
(B1), (B2) and (B3). Thus we may (and will) consider each M, as a sheaf
of abelian groups on Smy.

We recall that we denote, for any discrete valuation v on F' € Fj, by
H!(O,, M,) the quotient group M,(F)/M,(O,) and by 9, : M,(F) —
H!(O,, M,) the projection. Of course, if one chooses a uniformizing ele-
ment 7, one gets an isomorphism 60, : M,_1)(k(v)) = Hy(O,, M,) with
Op =0, 00].

For each discrete valuation v on F' € Fi, and any uniformizing element
T set
syt M(F) — M.(k(v)), a0, ([r]a)

v

Lemma 1.37 Assume M, satisfies Azioms (B0), (B1), (B2) and (B3).
Then for each discrete valuation v the homomorphism sT : M.(O,) C M.(F)
doesn’t depend on the choice of a uniformizing element 7.

Proof. From Axiom (B0) we get for any unit « € O, any uniformizing
element 7 and any o € M, (F): [ur]a = [u]a+ < u > [7]a. Thus if moreover
a € M(0O,), one has s*"(a) = ¥ ([ur]a) = O ([u]ar) + O™ (< u > [w]ar) =
O™ (< u > [w]a), as by Axiom (B2) 0" ([u]a) = [u]0"™ («) = [u]0 = 0. But
by the same Axiom (B2), 0'"(< u > [n]a) =< @ > 0" ([r]a), which by
Axiom (B3) is equal to < @ >< u > 07 ([r]a) = O] ([r]cr). This proves the
claim.[]

We will denote by
Syt M(Oy) = M, (k(v))

the common value of all the s]’s. In this way M, is endowed with a datum
(D3).
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We introduce the following Axiom:

(HA) (i) For any F' € Fj, the following diagram

0= M.(F) = M(F(T)) 28 & peyy M1 (FIT)/P) 0

is a short exact sequence. Here P runs over the set of irreducible monic
polynomials, and (P) means the associated discrete valuation.[]

(HA) (ii) For any a € M(F'), one has a(TT)([T]Ozlp(T)) = a.0

This axiom is obviously related to the Axiom (A6), as it immediately
implies that for any F € F,, M(F) — M(AL) is an isomorphism and
Héa'r(A}:‘; M) = O

We next claim:

Lemma 1.38 Let M, be as in Lemma 1.37, and suppose it additionally sat-
isfies Azioms (HA) (i) and (HA) (ii). Then Azioms (A1) (ii), (A3) (i)
and (A3) (ii) hold.

Proof. The first part of Axiom (A1) (ii) follows from Axiom (B4). For
the second part we choose a uniformizing element 7 in O,,, which is still a
uniformizing element for O, and the square

o7
M*(F) — M(*,l)(/i(v)
T T

M.(E) 2 Moy ((w)

is commutative by our definition (D4) (iii). Moreover the morphism M, (EF) —
M. (F) preserve the product by = by (D4) (i).

To prove Axiom (A3) we proceed as follows. By assumption we have
E c O, C F. Choose a uniformizing element 7 of v. We consider the ex-
tension E(T") C F induced by T + m. The restriction of v is the valuation
defined by T on E[T]. The ramification index is 1. Using the previous point,
we see that we can reduce to the case £ C F'is E C E(T) and v = (T). In
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that case, the claim follows from our Axioms (HA) (i) and (HA) (ii).Od

From now on, we assume that M, satisfies all the Axioms previously met
in this subsection. We observe that by construction the Axiom (A5) (i) is
clear.

Fix a discrete valuation v on F' € Fi. We denote by v[T] the discrete
valuation on F(T") defined by the divisor Gy, |.w) C Gm|o, Whose open com-
plement is G,,|r. Choose a uniformizing element 7 for v. Observe that
m € F(T) is still a uniformizing element for v[T].

We want to analyze the following commutative diagram in which the
horizontal rows are short exact sequences (given by Axiom (HA)):

0 5 M(F) o MET) Y e M(FITP) o 0
el + Oy L pdy”
Q
0 — M.1(k(v) — Mc_1(k(v)(T)) Ay Doear,, ) Mea(k(0)[T]/Q) — 0
(1.3)

and where the morphisms 88]3 : M.(F[T)/P) — M._1(k(v)[T]/Q) are de-
fined by the diagram.

For this we need the following Axiom:

(B4) Let v be discrete valuation on F' € Fj and let m be a uniformizing
element. Let P € (AL) and Q € (A}{(U))(l) be fixed.

(i) If the closed point @ € AL,y C Ag is not in the divisor Dp C Ap,
with generic point P € A, C A}, then the morphism 8513 is zero.

(ii) If @ is in Dp C Ap, and if the local ring Op,. ¢ is a discrete valuation
ring with 7 as uniformizing element then

" =-< —g > 03 M,(F[T]/P) = M,_1(s(v)[T]/Q) O

We will set U = Spec(O,) in the sequel. We first observe that (A},)1) =
(ALYD I {v[T]}, where as usual v[T] means the generic point of AL,y C AL
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For each P € (AL)", there is a canonical isomorphism M, |(F[T]/P) =
Hp(Al; M,), as P itself is a uniformizing element for the discrete valuation
(P)on F(T). For v[T], there is also a canonical isomorphism M, _;(k(v)[T]) =
Hyp(Agy; M) as m is also a uniformizing element for the discrete valuation
v[T] on F(T).

Using the previous isomorphisms, we see that the beginning of the com-
plex C*(A};; M,) (see Section 1.2) is isomorphic to

O+ 2p 9p)

0 — M.(A) = M.(F(T)) M1 (5(0)(T)& (@peqapy Mor (FIT)/ P))

The diagram (1.3) can be used to compute the cokernel of the previous
morphism 0 : M, (F(T)) — M._1(x(v)(T)) @ (@pE(A%)u)M*_l(F[T]/P)).
Indeed the epimorphism 0’

Q _ :
M, (k(0)(T))&(®p M., (F[T]/P)) —  Ogeal
composed with 0 is trivial, and the diagram

M(F(T)) 5 M, (5(0)(T))&(@p M1 (FIT]/P)) & @M. o(k(v)[T]/Q) — 0
(1.4)
is an exact sequence: this is just an obvious reformulation of the properties

of (1.3).

Now fix Qo € (A},))". Let (AL){Y be the set of P’s such that Qy lies in
the divisor Dp of A}, defined by P.

Lemma 1.39 Assume M, satisfies all the previous Azioms (including (B4) ).
The obuvious quotient

MF(T)) % M. (5@ (T (© ey 00 Mo (FITI/P)) B Moa((0)[T1/Q0) — 0

Pe(aL)s)

of the previous diagram is also an exact sequence.

Proof. Using the snake Lemma, it is sufficient to prove that the image

of the composition @Pg(Ab)él)M*_l(F[T]/P) C ®pe@yym M1 (F[T/P) —
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@QG(A}{(U))(UM*_Q(KJ<U)[T]/Q is exactly @QE(A}Q(U))(U_{QO}M*_Q<K/(U)[T]/Q. Ax-
iom (B4)(i) readily implies that this image is contained in

Dol -{@oy Mea(K(0)[T]/Q).

Now we want to show that the image entirely reaches each M, _o(x(v)[T]/Q,
Q # Qo. For any such @, there is a P, irreducible, such that Q is aP, for
some unit @ € k(v)*. Thus @ lies over Dp, but not Q)y. Moreover, (m, P) is
a system of generators of the maximal ideal of the local dimension 2 regular
ring (O,[T])(q), thus (O,[T]/P)q) is a discrete valuation ring with uniformiz-
ing element the image of 7. By Axiom (B4)(ii) now, we conclude that 85’13
is onto, proving the claim.l]

Now let X be a local smooth k-scheme of dimension 2 with closed point
z and function field E. Recall from the beginning of section 1.2 that we

s 3y
denote by H2(X; M) the cokernel of the sum of the residues M, (FE) vex)
Dye Xu)H; (X; M.). We thus have a canonical exact sequence of the form:

Z,ex)dy 2 ex()0?
—

0 — M. (X)— M,(E) Byex Hy(X; M,) H*(X;M,) — 0

(1.5)
where the homomorphisms denoted 0¥ are defined by the diagram. This di-
agram is the complex C*((A};)o; M,).

For X the localization (A};)o of Aj; at some closed point Qg € Aiv(v), with
U = Spec(O,) where v is a discrete valuation on some F' € Fy, we thus get
immediately:

Corollary 1.40 Assume M, satisfies all the previous Azxioms. The complex
C*((A)o; M.) is canonically isomorphic to exact sequence:

0~ M.((Al)q) = M.(F(T)) = Mea(5(0)(T) (@ ey 0 Mot (FITI/ P))

= M. 5(k(v)[T]/Q) = 0

This isomorphism provides in particular a canonical isomorphism
M2 (k(v)[T]/Qo) = Hp, (Ay; M)

Corollary 1.41 Assume M, satisfies all the previous Azioms. For each n,
the unramified sheaves of abelian groups (on Smy) M, satisfies Aziom (A2’).
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Proof. From Remark 1.19, it suffices to check this when k is infinite.

Now assume X is a smooth k-scheme. Let y € X be a point of codi-
mension 1. We wish to prove that given a € Hyl(X ; M,), there are only
finitely many z € X such that 9¥(a) is non trivial. By Gabber’s Lemma,
there is an open neighborhood Q C X of y and an étale morphism Q — A},
for V' some open subset of an affine space over k, such that the morphism
yNQ — A is a closed immersion.

The complement 7 — N2 is a closed subset everywhere of > 0-dimension
and thus contains only finitely many points of codimension 1 in 7.

For any z € (N Q)M the étale morphism  — A}, obviously induces a
commutative square

1y 0% 2y
H,(X;M,) =  HZ(X; M)
R R
89
AL M) B AL M)
(because yNQ — A{ is a closed immersion), we reduce to proving the claim
for the image of y in A{,, which follows from our previous results.(]

Now that we know that M, satisfies Axiom (A2’), for X a smooth k-
scheme with function field £ we may define as in section 1.2 a (whole) com-
plex C*(X; M,) of the form

0 — M.(X) = M.(E)

yex 9y

y,20¢
Byexw Hy (X; M) ™5 @,cx@H2(X; M,)
(1.6)
We thus get as an immediate consequence:

Corollary 1.42 Assume M, satisfies all the previous Azxioms. For any dis-
crete valuation v on F € Fy, setting U = Spec(O,), the complex C*(A};; M,)
is canonically isomorphic to the exact sequence (1.4):

0 M.(A}) = M.(F(T)) = Moy (5(0)(T)) @ (© pequyyon Mos (FIT]/P) )

— Boe(at)m M2 (k(0)[T1/Q) — 0

Consequently, the complex C*(Al;; M,) is an exact complez, and in particular,
for each n, the unramified sheaves of abelian groups (on Smy) M, satisfies

Aziom (A6).
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Proof. Only the statement concerning Axiom (A6) is not completely
clear: we need to prove that M, (U) — M,(A};) is an isomorphism for U a
smooth local k-scheme of dimension < 1. The rest of the Axiom is clear.
This claim is clear by Axiom (HA) for U of dimension 0. We need to prove
it for U of the form Spec(O,) for some discrete valuation v on some F € Fj
(observe that for the moment M, only defines an unramified sheaf on S;nk,
and we can only apply point 1) of Lemma 1.16. But this statement follows
rather easily by contemplating the diagram (1.3).00

We next prepare the statement of our last Axiom. Let X be a local
smooth k-scheme of dimension 2, with field of functions F' and closed point
z. Consider the complex C*(X; M,) associated to X in (1.5). By definition
we have a short exact sequence:

0 — M,(F)/M(X) = ®yexm H,(X; M,) - H2(X; M,) = 0

Let yo € X be such that 7 is smooth over k.
The properties of the induced morphism

M, (F)/M(X) = ®yex_ gy Hy (X; M,) (1.7)
will play a very important role. We first observe:

Lemma 1.43 Assume M, satisfies all the previous Azioms (including (B4) ).
Let X be a local smooth k-scheme of dimension 2, with field of functions F
and closed point z, let yo € XN be such that 7y is smooth over k. Then the
homomorphism (1.7) is onto.

Proof. We first observe that this property is true for any localization of
a scheme of the form A}, at a point z of codimension 2, with U = Spec(O,),
for some discrete valuation v on F. If 7y is A}C(U) this is just Axiom (HA). If
Yo is not Ai(v) we observe that the complex C*((A},).; M.,):

b

M(F(T))

ve(al):)19%

Bye(a)m Hy (X; M) — HZ(Ayy; M) =0

k(v)»

is isomorphic to the one of Corollary 1.40. By Axiom (B4)(ii) we deduce
that the map 0% : H, (X; M) — HZQ(A}C(U);M*) is surjective. This implies
the statement.
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To prove the general case we use Gabber’s Lemma. Let a be an element
in @yeX(n_{yO}H;(X;M). Let 1, .., y, be the points in the support of a.
There exists an étale morphism X — A};, for some local smooth scheme U
of dimension 1, and with function field K, such that 7; — A}; is a closed
immersion for each ¢. But then use the commutative square

EyeXl— yo}ay 1
M, (F) Dyex—yoy Hy (X5 M)
) )
Zye((A1 )z)lf{yo}ay
M*(K(T)) — @ye((Ab)z)“)*{yo}H; (Afll; M*)

We now conclude that a = Y;a;, with oy € H, (X;M,) = H, (Ay; M,),
i € {1,...,7} comes from an element from the bottom right corner. The
isomorphism H, (X; M,) = H, (Aj; M,) is a consequence of our definition of
H,(—; M,) and (D4)(iii). The bottom horizontal morphism is onto by the
first case we treated. Thus « lies in the image of our morphism.[]

Now for our X local smooth k-scheme of dimension 2, with field of func-
tions F and closed point z, with yo € X such that 7g is smooth over k,
choose a uniformizing element 7 of yo (in Oy, ). This produces by definition
an isomorphism M, _; (k(yo)) = H, (X; M,). Now the kernel of the morphism
(1.7) is contained in M,y (k(yo)) = H, (X; M,). We may now state our last
Axiom:

(B5) Let X be a local smooth k-scheme of dimension 2, with field of
functions F' and closed point z, let yo € X1 be such that 75 is smooth
over k. Choose a uniformizing element 7 of yy (in Ox,,). Then the kernel
of the morphism (1.7) is (identified to a subgroup of M, _1(k(yo))) equal to
M,—1(Oy,,z) € M1 (r(yo)).1

Remark 1.44 Thus if M, satisfies Axiom (B5) one gets an exact sequence
0= M, 1(Oy,.) = M (F)/M(X) = &ycx_ gy H, (X5 M,)

Lemma 1.43 shows that it is in fact a short exact sequence.[]
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Lemma 1.45 Assume that M, satisfies all the previous Azioms of this sec-
tion, including (B4), (B5).

1) Let X be a local smooth k-scheme of dimension 2, with field of functions
F and closed point z, let yo € X1 be such that g is smooth over k. Choose
a uniformizing element © of Ox ,,. Then the homomorphism M,_(k(yo)) =

o030 . . .
H, (X; M) = HZ(X; M) induces an isomorphism
Oyor + Mi1(K(y0))/Mi—1(Oy,.2) = H(7o; M.—y) = HZ(X; M)

2) Assume f : X' — X is an étale morphisms between smooth local k-
schemes of dimension 2, with closed points respectively 2z’ and z and with the
same residue field k(z) = k(2'). Then the induced morphism H?(X; M,) —
H2(X'; M,) is an isomorphism. In particular, M, satisfies Aziom (A5) (ii).

Proof. 1) We know from the previous Remark that the sequence 0 —
M, 1(Oy,) = M.(F)/M.(X) = ®yex_y0y Hy(X; M,) = 0is a short exact
sequence. By the definition of H2(X; M) given by the short exact sequence
(1.5), this provides a short exact sequence of the form

0= Mooi(Oy.2) = Mir(w(yo)) = H2(X: M) = 0

and produces the required isomorphism ©,, .

2) Choose yy € XM such that 7 is smooth over k and a uniformizing
element 7 € Ox,,. Clearly the pull back of yy to X' is still a smooth divisor
denoted by yg, and the image of 7 is a uniformizing element for O, . Then
the following diagram commutes

HL(yo; M) % HZ(X'; M)
) )

HY(go; Mooy) 2% H2(X;M.)

Thus all the morphisms in this diagram are isomorphisms.[]

Theorem 1.46 Let M, be a functor F, — Ab. endowed with data (D4)
(1), (D4) (ii) and (D4) (iii) and satisfying the Azioms (B0), (B1), (B2),
(B3), (HA), (B4) and (B5).

Then for each n, endowed with the s,’s constructed in Lemma 1.37, M,
1s an unramified Fr-abelian group datum in the sense of Definition 1.9. By
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Lemma 1.12 it thus defines an unramified sheaf of abelian groups on Smy
that we still denote by M,,.
Moreover M, is strongly A-invariant.

Proof of Theorem 1.46. The previous results (Lemmas 1.36 and 1.38)
have already established that M, is an unramified sheaf of abelian groups on
Smy, satisfying all the Axioms for unramified sheaves on Smy, except Axiom
(A4) that we establish below.

Axiom (AZ2’) is proven in Corollary 1.41. Axiom (A5)(i) is clear and
Axiom (A5)(ii) holds by Lemma 1.45. Axiom (A6) holds by Corollary 1.42.
Theorem 1.27 then establishes that each M, is strongly Al-invariant.

The only remaining point is thus to check Axiom (A4). By Remark 1.17
to prove (A4) in general it is sufficient to treat the case where the residue
fields are infinite. We will freely use this remark in the proof below.

We start by checking the first part of Axiom (A4). Let X = Spec(A) be
a local smooth k-scheme of dimension 2 with closed point z and function field
F. Let yo € XM be such that 7 is smooth over k. Choose a pair (o, ;)
of generators for the maximal ideal of A, such that my defines 4. Clearly
71 € O(Yo) is a uniformizing element for z € O(7p).

We consider the complex (1.5) of X with coefficients in M, and the in-
duced commutative square:

> (1_ Oy
\l/ ayo ” \l/ _EyEX(l)f{yo}azz/
HL (X; M.) 9%, H2(X; M,)

We put this square at the top of the commutative square

00

HJO(X;M*) — H22<X7M*)
. U
o
M.1(k(yo)) — M._z(s(2))
where H, (X;M.) = M, 1(k(yo)) is the inverse to the canonical isomor-
phism 6, induced by 7y, and where H?(X; M,) = M,_5(x(2)) is obtained

by composing the inverse to the isomorphism ©,, », obtained by the previous
lemma and 0.
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Now we add on the left top corner the morphism M,_1(Ox ) — M.(F),
a — [mo] . We thus get a commutative square of the form:

[mo].— Eyex - gyo1 1
M*—l(oﬂo) - M*(F> — 69yGX(l)f{yg}]—Iy (Xa M*)
Loy B ]
ot
M, —1(K(yo)) — M. —2(k(2))

(1.8)
As for y # yo, mo is unit in Ox, we see that if a € N, cxw) M.(O,) the

mol— Yy ex(D) gy
image of a through the composition M, ;(O,,) ol M., (F) vex vl ™

@yeXﬂ)_{yo}Hyl (X; M,) is zero. By the commutativity of the above diagram
this shows that the image of such an « through s,, = 9;°([yo].—) lies in the
kernel of O7". But this kernel is M,_1(Oy; ) and this proves the first part of
Axiom (A4) (for M,_, thus) for M.,.

Now we prove the second part of Axiom (A4). Let y; € XM be such
that 1 is smooth over k£ and different from 7y. The intersection yg N 7y is
the point z as a closed subset. If 775 and 77 do not intersect transversally, we
may choose (at least when x(z) is infinite which we may assume by Remark
1.17) a i € XM which intersects transversally both 7y and 77. Thus we may
reduce to the case, that 7y and y; do intersect transversally.

Choose m; € A which defines yy; (w9, m1) generate the maximal ideal of A.
Now we want to prove that the two morphisms N, ¢y M. (Oy) — M, _5(x(2))
obtained by using yq is the same as the one obtained by using .

We contemplate the complex (1.5) for X and expand the equation dod = 0
for the elements of the form [mo][mi]a with a € N, cxw M.(O,). From our
axioms it follows that if y # yo and y # y; then 9,([mo]{m]e) = 0. Now

0y, ([mol[m]a) is [Mo]sy, (@) € Mia(k(y1)) E H,, (X5 M.) and 97 ([mo] [m]ar)

ey
is (using Axiom (B0)) — < —1 > [T]sy, (@) € M._1(k(yo)) ~ H, (X;M,).
Now we compute the last boundary morphism and find that the sum

9y1,7r1 © Qﬁ(STO Sy (0‘» + ®y077r0 © eﬁ(_ <—-1> sfjlo Syo (&)) =0

vanishes in H(X; M) (as 900 = 0). Lemma 1.47 below exactly yields, from
this, the required equality s, o s,, (@) = s, 0 5, ().
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Lemma 1.47 Assume that M, is as above. Let X = Spec(A) be a local
smooth k-scheme of dimension 2, with field of functions F' and closed point
z. Let (m, 1) be elements of A generating the mazximal ideal of A and let yo €
X the divisor of X corresponding to my and y1 € X that corresponding
to my. Assume both are smooth over k. Then the composed isomorphism

0 Oyg,m0

T
M, 5(k(v)) = H!(yo; My) = H2(X; M)
15 equal to < —1 > times the isomorphism

eﬁ o 1,71
M. 5(r(v)) = H (s Muy) = HX(X; M)

<

Proof. We first observe that if f : X’ — X is an étale morphism, with
X’ smooth local of dimension two, with closed point 2z’ having the same
residue field as z, and if y{ and y] denote respectively the pull-back of ¥,
and y, then the elements (7, m) of A" = O(X’) satisfy the same conditions.
Clearly, by the previous Lemma, the assertion is true for X if and only if it
is true for X', because the 6,’s and ©, ,’s are compatible. Now there is a
Nisnevich neighborhood of z: 2 — X and an étale morphism 2 — (Ai(z))(O,O)
which is also an étale neighborhood and such that (7, 71) corresponds to the
coordinates (7p,77). In this way we reduce to the case X = (Ai(z))(O,O) and
(71'07 7T1) = (To, Tl)

Now one reapplies exactly the same computation as in the proof of the
Theorem to elements of the form [T4)[T1)(o|p(r,m)) € Mo(F(To,T1)) with

a € M, _o(F). Now the point is that using our axioms 3%’70) o sy, (| perymy)) =

s?&o) (a|p(my)) = o and the same holds for the other term. We thus get from
the proof the equality, for each o € M, _o(F)

Oy,,1; 0 () = Oy, 0 O (< —1 > @)

which proves our claim.[]

Let M, be as above. For any discrete valuation v on F' € F the image of
(0p)* X M—1)(Oy) = M (F), (u, ) — [u]a lies in M,(O,). This produces
for each n € Z a morphism of sheaves on Smy: G, X M,—1) — M,.

Lemma 1.48 The previous morphism of sheaves induces for any n, an iso-
morphism (My,)-1 = M, _1).

59



Proof. This follows from the short exact sequence

o
0 — M,(F) = M,(A}) — My(Glr) — Mu_1(F) =0
given by Axiom (HA) (i).O

Remark 1.49 1) Conversely given a Z-graded abelian sheaf M, on Smy,
consisting of strongly A'-invariant sheaves, together with isomorphisms (M,,)_;
M,,—1), then one may show that evaluation on fields yields a functor /5, —
Ab, to Z-graded abelian groups together with Data (D4) (i), (D4) (ii) and
(D4) (iii) satisfying Axioms (B0), (B1), (B2), (B3), (HA), (B4) and
(B5). This is an equivalence of categories.

>~

2) We will prove in Section 4 that any strongly Al-invariant sheaf is
strictly Al-invariant. Thus the previous category is also equivalent to that of
homotopy modules over k consisting of Z-graded strictly Al-invariant abelian
sheaves M, on Smy, together with isomorphisms (M,,)_; = M, —1); see also
[23]. This category is known to be the heart of the homotopy t-structure on
the stable Al-homotopy category of P!-spectra over k, see [57, 56, 58].00

Remark 1.50 Our approach can be used also to analyze Rost cycle modules
[75] over a perfect field k. Then Rost’s Axioms imply the existence of a
obvious forgetful functor from his category of cycle modules over k£ to the
category of M, as above in the Theorem, with trivial Z[F*|-module structure,
that is to say < u >= 1 for each v € F*. This can be shown to be an
equivalence of categories (using for instance [23] or by direct inspection using
our construction of transfers in Section 3.2). In particular, in the concept of
cycle module, one might forget the transfers but should keep track of some
consequences like Axioms (B4) and (B5) to get an equivalent notion.[]

2 Unramified Milnor-Witt K-theories

Our aim in this section is to compute (or describe), for any integer n > 0,
the free strongly Al-invariant sheaf generated by the n-th smash power of
G, in other words the “free strongly Al-invariant sheaf on n units”. As we
will prove in Section 4 that any strongly Al-invariant sheaf of abelian groups
is also strictly Al-invariant, this is also the free strictly Al-invariant sheaf on

(Gm)"".
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2.1 Milnor-Witt K-theory of fields

The following definition was found in collaboration with Mike Hopkins:

Definition 2.1 Let F' be a commutative field. The Milnor-Witt K-theory of
F is the graded associative ring KMW(F) generated by the symbols [u], for
each unit u € F*, of degree +1, and one symbol n of degree —1 subject to
the following relations:

1 (Steinberg relation) For each a € F* — {1} : [a].[1 —a] =0
2 For each pair (a,b) € (F*)?* : [ab] = [a] + [b] + n.[a].[V]

3 For each u € F* : [u]l.n = n.[u]

4 Set h:=mn.[—1]4+2. Thenn.h=0

These Milnor-Witt K-theory groups were introduced by the author in
a different (and more complicated) way, until the previous presentation was
found with Mike Hopkins. The advantage of this presentation was made clear
in our computations of the stable ﬂ§1 in [57, 56] as the relations all have very
natural explanations in the stable A'-homotopical world. To perform these
computations in the unstable world and also to produce unramified Milnor-
Witt K-theory sheaves in a completely elementary way, over any field (any
characteristic) we will need to use an “unstable” variant of that presentation
in Lemma 2.4.

Remark 2.2 The quotient ring KMW(F)/n is the Milnor K-theory KM (F)
of F defined in [53]: indeed if 7 is killed, the symbol [u] becomes additive.
Observe precisely that 7 controls the failure of u +— [u] to be additive in
Milnor-Witt K-theory.

With all this in mind, it is natural to introduce the Witt K-theory of F
as the quotient KV (F) := KMW(F)/h. Tt was studied in [60] and will also
be used in our computations below. In loc. cit. it was proven that the non-
negative part is the quotient of the ring Tensy r)(I(F)) by the Steinberg
relation << u >> . << 1 —wu >>. This can be shown to still hold in
characteristic 2.

Proceeding along the same line, it is easy to prove that the non-negative
part K24 (F) is isomorphic to the quotient of the ring T'ens gmw ) (KM (F))
by the Steinberg relation [u].[1 — u]. This is related to our old definition of
KMW(F).O
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We will need at some point a presentation of the group of weight n Milnor-
Witt K-theory. The following one will suffice for our purpose. One may give
some simpler presentation but we won’t use it:

Definition 2.3 Let F be a commutative field. Let n be an integer. We
let [N(,Q/[W(F) denote the abelian group generated by the symbols of the form
(™ g, ... u.] withm € N, r € N, and n = r —m, and with the u;’s unit in
F, and subject to the following relations:

1, (Steinberg relation) [n™, uy, ..., u;] =0 if u; + u;py = 1, for some i.

2, For each pair (a,b) € (F*)? and each i: [n™, ... u;_1,ab,uiyq,...] =
[nma"‘7ui—17a7ui+17"'] + [nma"'vui—17b7ui+17“']
—i—[nmﬂ,...,ui_l,a,b,uiﬂ,...].

m-+2
)

4, Foreachi, [n U1, — L Uiy, - ]2 i, Ui, ] =

0
The following lemma is straightforward:

Lemma 2.4 For any field F, any integer n > 1, the correspondence

m

™ ug, . ug] = " ug] - [ug)
mduces an isomorphism
KW (F) = K (F)

Proof. The proof consists in expressing the possible relations between
elements of degree n. That is to say the element of degree n in the two-sided
ideal generated by the relations of Milnor-Witt K-theory, except the number
3, which is encoded in our choices. We leave the details to the reader.[]

Now we establish some elementary but useful facts. For any unit a € F'*,
we set < a >=1+nfa] € KMW(F). Observe then that h = 14+ < —1 >.

Lemma 2.5 Let (a,b) € (F*)? be units in F. We have the followings for-
mulas:

1) [ab] = [a]+ < a > .[b] = [a]. < b > +[b];

2) <ab>=<a>.<b>; KYW(F) is central in KMV (F);

8) <1>=11in K}M(F) and [1] = 0 in KMV (F);

4) < a>is a unit in KMW(F) whose inverse is < a™' >;

5) (4] = la]— < ¢ > .[b]. In particular one has: [a™'] = — < a™' > .[a].

1
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Proof. 1) is obvious. One obtains the first relation of 2) by applying 7
to relation 2 and using relation 3. By 1) we have for any a and b: < a >
.[b] = [b]. < a > thus the elements < a > are central.

Multiplying relation 4 by [1] (on the left) implies that (< 1 > —1).(<
—1 > +1) = 0 (observe that h = 1+ < —1 >). Using 2 this implies that
< 1>=1. By 1) we have now [1] = [1]4+ < 1 > .[1] = [1] + L.[1] = [1] + [1];
thus [1] = 0. 4) follows clearly from 2) and 3). 5) is an easy consequence of
1) 2) 3) and 4).00

Lemma 2.6 1) For each n > 1, the group KMW(F) is generated by the
products of the form [uq]. . ... [un], with the u; € F*.

2) For each n < 0, the group KMW(F) is generated by the products
of the form n". < w >, with w € F*. In particular the product with n:
KMW(F) — KMW(F) is always surjective if n < 0.

Proof. An obvious observation is that the group KXW (F) is generated

by the products of the form n™.[u4]. .. .. [ue) withm >0, ¢ >0, {—m = n and
with the u;’s units. The relation 2 can be rewritten 7.[a].[b] = |a ] [a] — [0].
This easily implies the result using the fact that < 1 >= 1.1

Remember that h = 1+ < —1 >. Set € := — < =1 > K}MW(F).

Observe then that relation 4 in Milnor-Witt K-theory can also be rewritten
en=n.

Lemma 2.7 1) Fora € F* one has: [a].][—a] =0 and < a >+ < —a >=h;
2) Fora € F* one has: [al.[a] = [a].[-1] = e[a][-1] = [-1].[a] = e[-1][a];
3) Fora € F* and b € F* onehas[a][] e.[b].[a);

4) For a € F* one has < a®> >= 1.

Corollary 2.8 The graded KMV (F)-algebra KMV (F) is e-graded commu-
tative: for any element o € KMW(F) and any element 8 € KMW(F) one
has

a.f=(e)""b.«
Proof. It suffices to check this formula on the set of multiplicative gen-

erators F* II {n}: for products of the form [a].[b] this is 3) of the previous
Lemma. For products of the form [a].n or n.n, this follows from the relation
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3 and relation 4 (reading e.n = 1) in Milnor-Witt K-theory.[]

Proof of Lemma 2.7. We adapt [53]. Start from the equality (for

a#1) —a= =% Then [—a] = [1 —a]— < —a > [l —a™*]. Thus

[a].[—a] = [a][l —a]- < —a>.[a.[1-a]=0-<—a>.[d.[l —a']=

<—-a><a>a[l-a']=0

by 1 and 1) of lemma 2.5. The second relation follows from this by applying
n? and expanding.
As [—a] = [-1]+ < =1 > [a] we get

0= [a].[-1]+ < =1 > [a][d]

so that [a].[a] = — < =1 > [a].[-1] = [a].[-1] because 0 =
—1 > [—1]. Using [—a][a] = 0 we find [a][a] = — < —1 > [—1][a] = [-1]][a].
Finally expanding

0 = [ab].[~ab] = ([a]+ < a > .[B])([~a]+ < —a > [b])

gives
0=<a> (b[-a+ < -1 > [a][B])+ < —1 > [~1][t]

as [—a] = [a]l+ < a > [-1] we get
0=<a> ([b)la]+ < =1 > [a][B]) + [b][-1]4+ < —1 > [—1][}]

the last term is 0 by 3) so that we get the third claim.

The fourth one is obtained by expanding [a*] = 2[a] + na][a]; now due to
point 2) we have [a*] = 2[a] + n[—1][a] = (2 + n[—1])[a] = hla]. Applying n
we thus get 0.0

Let us denote (in any characteristic) by GW (F') the Grothendieck-Witt
ring of isomorphism classes of non-degenerate symmetric bilinear forms [54]:
this is the group completion of the commutative monoid of isomorphism
classes of non-degenerate symmetric bilinear forms for the direct sum.

For u € F*, we denote by < u >& GW (F') the form on the vector space of
rank one F' given by F? — F | (z,y) — uxy. By the results of loc. cit., these
< u > generate GW (F') as a group. The following Lemma is (essentially)
[54, Lemma (1.1) Chap. IV]:
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Lemma 2.9 [5/] The group GW(F) is generated by the elements < u >,
u € F*, and the following relations give a presentation of GW (F'):

(i) < u(v?) >=<u>;

(i) <u>+<—u>=1+ < -1 >;

(iii) <u>+<v>=<u+v>+ < (u+v)uv > if (u+v) #0.

When char(F) # 2 the first two relations imply the third one and one
obtains the standard presentation of the Grothendieck-Witt ring GW (F),
see [76, |. If char(F') = 2 the third relation becomes 2(< u > —1) = 0.

We observe that the subgroup (h) of GW(F') generated by the hyperbolic
plan h = 1+ < —1 > is actually an ideal (use the relation (ii)). We let
W (F) be the quotient (both as a group or as a ring) GW(F)/(h) and let
W(F) — Z/2 be the corresponding mod 2 rank homomorphism; W (F) is
the Witt ring of F' [54], and [76] in characteristic # 2. Observe that the
following commutative square of commutative rings

GW(F) — Z

I ! (2.1)
W(F) — Z/)2

is cartesian. The kernel of the mod 2 rank homomorphism W (F) — Z/2 is
denoted by I(F') and is called the fundamental ideal of W (F).

It follows from our previous results that u —< u >€ KW (F) satisfies all
the relations defining the Grothendieck-Witt ring. Only the last one requires
a comment. As the symbol < u > is multiplicative in u, we may reduce to
the case u + v = 1 by dividing by < v + v > if necessary. In that case, this
follows from the Steinberg relation to which one applies n%2. We thus get a
ring epimorphism (surjectivity follows from Lemma 2.6)

do : GW(F) — Ky (F)

For n > 0 the multiplication by n" : K}W (F) — KMW(F) kills h (because
h.n = 0 and thus we get an epimorphism:

G—n s W(F) - KLV (F)

Lemma 2.10 For each field F', each n > 0 the homomorphism ¢_, is an
isomorphism.
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Proof. Following [8], let us define by J"(F) the fiber product I™(F) X n ()
KM(F), where we use the Milnor epimorphism s, : KM(F)/2 — i"(F),
with *(F) = I"(F)/I™Y(F). For n < 0, I"(F) is understood to be
W(F). Now altogether the J*(F') form a graded ring and we denote by
n € JH(F) = W(F) the element 1 € W(F). For any u € F*, denote by
[u] € JYF) C I(F) x F* the pair (< u > —1,u). Then the four relations
hold in J*(F') which produces an epimorphism KMW(F) — J*(F). Forn > 0
the composition of epimorphisms W(F) — KMW(F) — J™(F) = W(F) is
the identity. For n = 0 the composition GW(F) — K}MW(F) — J(F) =
GW (F) is also the identity. The Lemma is proven.[]

Corollary 2.11 The canonical morphism of graded rings
EXY(F) = W(F)n,n]
induced by [u] — n~ (< u > —1) induces an isomorphism
EXMY(F)™' = W(F)[n,n™"]

Remark 2.12 For any F' let I*(F') denote the graded ring consisting of the
powers of the fundamental ideal I(F) C W(F). We let n € [7'(F) = W(F)
be the generator. Then the product with n acts as the inclusions I"(F') C
I"Y(F). We let [u] =< u > —1 € I(F) be the opposite to the Pfister
form << u >>= 1— < u >. Then these symbol satisfy the relations of
Milnor-Witt K-theory [60] and the image of h is zero. We obtain in this way
an epimorphism KV (F) — I*(F), [u] =< u > —1 = — << u >>. This
ring [*(F) is exactly the image of the morphism KMW(F) — W (F)[n,n™"]
considered in the Corollary above.

We have proven that this is always an isomorphism in degree < 0. In
fact this remains true in degree 1, see Corollary 2.47 for a stronger version.
In fact it was proven in [60] (using [1] and Voevodsky’s proof of the Milnor
conjectures) that

KY(F) - I"(F) (2.2)

is an isomorphism in characteristic # 2. Using Kato’s proof of the analogues
of those conjectures in characteristic 2 [41] we may extend this result for any
field F'.

From that we may also deduce (as in [60]) that the obvious epimorphism

KY(F) - J*(F) (2.3)

*
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is always an isomorphism.[]

Here is a very particular case of the last statement, but completely ele-
mentary:

Proposition 2.13 Let F be a field for which any unit is a square. Then the
epimorphism
EMW(F) — KY(F)

15 an isomorphism in degrees > 0, and the epimorphism
KMY(F) — KX (F)

is an isomorphism in degrees < 0. In fact I"(F) =0 forn > 0 and I"(F) =
W(F)="7/2 forn <0. In particular the epimorphisms (2.2) and (2.3) are
isomorphisms.

Proof. The first observation is that < —1 >= 1 and thus 21 = 0 (fourth
relation in Milnor-Witt K-theory). Now using Lemma 2.14 below we see that
for any unit a € F*, nla®] = 2nfa] = 0, thus as any unit b is a square, we get
that for any b € F*, n[b] = 0. This proves that the second relation of Milnor-
Witt K-theory gives for units (a,b) in F: [ab] = [a] + [b] + n[a][b] = [a] + [0].
The proposition now follows easily from these observations.[]

Lemma 2.14 Let a € F'* and let n € Z be an integer. Then the following
formula holds in KMW (F):
[a"] = ncla]

where for n > 0, where n, € K}MW(F) is defined as follows

n

ne=>» < (=) >

=1

(and satisfies for n > 0 the relation n, =< —1 > (n — 1) + 1) and where for
n<0,n:=—<-1>(-n).0O

Proof. The proof is quite straightforward by induction: one expands
[a™] = [a" ] + [a] + n[a"][a] as well as [a™'] = — < a > [a] = —([a] +
nla]la]).00
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2.2 Unramified Milnor-Witt K-theories

In this section we will define for each n € Z an explicit sheaf KM" on Smy
called unramified Milnor-Witt K-theory in weight n, whose sections on any
field F' € Fy is the group KMW(F). In the next section we will prove that
for n > 0 this sheaf K% W is the free strongly A'-invariant sheaf generated
by (G,,)""™.

Residue homomorphisms. Recall from [53], that for any discrete val-
uation v on a field F', with valuation ring O, C F, and residue field x(v),
one can define a unique homomorphism (of graded groups)

0+ K (F) — KX (k(v))
called “residue” homomorphism, such that

Op({mH{us} .. A{un}) = {uz} .. {w}

for any uniformizing element 7 and units u;, € O,, and where u denotes the
image of u € O, N F* in k(v).

In the same way, given a uniformizing element 7, one has:
Theorem 2.15 There exists one and only one morphism of graded groups
0y« KM (F) = KV (k(v))

which commutes to product by n and satisfying the formulas:

O ([w]lua] . - [un]) = [wa] . . - [wn]
and
Oy ([w][ua] .. - [ua]) = 0
for any units uy, ..., u, of O,.

Proof. Uniqueness follows from the following Lemma as well as the for-
mulas [a][a] = [a][—1], [ab] = [a] + [b] + n[a][b] and [a7'] = — < a > [d] =
—([a] + n[a][a]). The existence follows from Lemma 2.16 below.[]

To define the residue morphism 07 we use the method of Serre [53]. Let
¢ be a variable of degree 1 which we adjoin to KXW (k(v)) with the relation

€2 = ¢[—1]; we denote by KMW (k(v))[€] the graded ring so obtained.

68



Lemma 2.16 Let v be a discrete valuation on a field F', with valuation ring
O, C F and let w be a uniformizing element of v. The map

ZxOF =F* = KM (k(v))[¢]
(") = O (n) = [T@] + (ne < T >).£

and 1 — n satisfies the relations of Milnor-Witt K-theory and induce a mor-
phism of graded rings:

O« KJW(F) = KM (k(v))[¢€]

Proof. We first prove the first relation of Milnor-Witt K-theory. Let
7w € F* with u in O)F. We want to prove O, (7".u)0,(1 — 7".u) = 0 in
KMW (k(v))[¢]. Tfn > 0, then 1 — 7™ is in O and by definition ©,(1 —
) = 0. If n =0, then write 1 — 4 = 7™.v with v a unit in O,. Ilf m >0
the symmetric reasoning allows to conclude. If m = 0, then O, (u) = [u] and
©,(1 —u) = [1 — u] in which case the result is also clear.

It remains to consider the case n < 0. Then O, (7".u) = [a]+(n. < >)¢E.
Moreover we write (1 — 7".u) as 7" (—u)(1 — 7 "u~!) and we observe that
(—u)(1—7""u"') is a unit on O, so that O, (1 —7".u) = [~u|+n. < —u > .
Expanding O, (7".u)0,(1 — 7™.u) we find [@][—u] + n. < © > ¢[—u] + n. <
—u > [W[f] + (nd)? < —1 > &2 We observe that [u][-u] = 0 and that
(n)? < =1 > & = (n)?[-1] < =1 > £ = n. < —1 > £[—1] because
(ne)?[—1] = n—1] (this follows from Lemma 2.14 : (n.)*[—1] = n](=1)"] =
[(=1)""] = [(—1)"] as n> —n is even). Thus O, (7".u)O, (1 — 7".u) = nf??7}¢
where the expression {77} is

< —u> ([ - [-u])+ < —-1>[-1]
But [u] — [-u] = [u] — [u] — [-1] — n[@][-1] = — <@ > [-1] thus < —u >
([u] — [-u]) = — < —1 > [—1], proving the result.

We now check relation 2 of Milnor-Witt K-theory. Expanding we find
that the coefficient which doesn’t involve ¢ is 0 and the coefficient of ¢ is

Ne<uU>4m <T>-n.<—-u>(<v>-1)+m.<v>(<u>-1)
+neme <uv > (< —1 > —1)

A careful computation (using <u >+ < —u>=<1>+ < -1 >=<uv >
+ < —uw > yields that this term is

ne + me — neme+ < —1 > nome
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which is shown to be (n + m).. The last two relations of the Milnor-Witt
K-theory are very easy to check.[J

We now proceed as in [53], we set for any o € KMW(F):
O, (a) = si(a) + 05 (a).£

The homomorphism 0] so defined is easily checked to have the required
properties. Moreover s7 : KMW(F) — KMW(k(v)) is a morphism of rings,
and as such is the unique one mapping 7 to n and 7"u to [u].

Proposition 2.17 We keep the previous notations and assumptions. For
any a € KMV (F):

1) OF([—7].a) =< =1 > sT(w);

2) 0] (Ju].a) = — < =1 > [0} (o) for any u € O.

3) 0T (<u>.a)=<u>d(«a) for any u € OF.

Proof. We observe that, for n > 1, KMW(F) is generated as group by
elements of the form n™[m|[ua] ... [tuntm]| or of the form n™[uy]us] . .. [Untm],
with the u;’s units of O, and with n +m > 1. Thus it suffices to check the
formula on these elements, which is straightforward.[]

Remark 2.18 A heuristic but useful explanation of this “trick” of Serre is
the following. Spec(F') is the open complement in Spec(QO,) of the closed
point Spec(k(v)). If one had a tubular neighborhood for that closed immer-
sion, there should be a morphism E(v,) — {0} — Spec(F) of the complement
of the zero section of the normal bundle to Spec(F') ; the map 6, is the
map induced in cohomology by this “hypothetical” morphism. Observe that
choosing 7 corresponds to trivializing v, in which case E(v,) — {0} becomes
(Gim)spects(vy)- Then the ring KMW (k(v))[¢] is just the ring of sections of
KMW on (G spec(s(vy)- The “funny” relation £ = £[—1] which is true for
any element in KMW(F), can also be explained by the fact that the re-
duced diagonal (G,)spec(r(v)) — <Gm)§?}ec(fﬁ(v)) is equal to the multiplication
by [—1].00

Lemma 2.19 For any field extension E C F and for any discrete valuation
on F' which restricts to a discrete valuation w on E with ramification index
e. Let ™ be a uniformizing element of v and p a uniformizing element of w.
Write it p = ur® with u € OX. Then for each a € KMW(E) one has

I (alp) = e <u > (95(a))]xw)
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Proof. We just observe that the square (of rings)

EMY(F) %5 KMY(k(v))[¢]

1 o
KMW(E) % KXY (s(w))[e
where W is the ring homomorphism defined by [a] — [a|r] for a € k(v) and
& [u] + e <w > & is commutative. It is sufficient to check the commuta-
tivity in degree 1, which is not hard.[J

Using the residue homomorphism and the previous Lemma one may de-
fine for any discrete valuation v on F the subgroup KMV (0,) ¢ KMV (F)
as the kernel of 97. From our previous Lemma (applied to £ = F, e =
1), it is clear that the kernel doesn’t depend on 7, only on v. We de-
fine H'(O,; KMV) as the quotient group KMW(F)/KMW(0,). Once we
choose a uniformizing element 7 we get of course a canonical isomorphism

E (k(v)) = Hy (O K™,

Remark 2.20 One important feature of residue homomorphisms is that in
the case of Milnor K-theory, these residues homomorphisms don’t depend
on the choice of 7, only on the valuation, but in the case of Milnor-Witt K-
theory, they do depend on the choice of 7: for u € O, as one has 97 ([u.7]) =
3z ((x]) + . = 1+ n.[a].

This property of independence of the residue morphisms on the choice of
7 is a general fact (in fact equivalent) for the Z-graded unramified sheaves
M, considered above for which the Z[F* / F*?]-structure is trivial, like Milnor
K-theory.[]

Remark 2.21 To make the residue homomorphisms “canonical” (see [8, 9,
77] for instance), one defines for a field x and a one dimensional k-vector space
L, twisted Milnor-Witt K-theory groups: KMW (k; L) = KMV (k)®z),< Z[L—
{0}], where the group ring Z[k*] acts through u —< u > on KMW (k) and
through multiplication on Z[L — {0}]. The canonical residue homomorphism
is of the following form

0y« KJW(F) — KV (k(v);ymo/ (mw)?)

with O, ([7].[us] . .. [un]) = [Wa] ... [@,] @ 7, where m,/(m,)? is the cotangent
space at v (a one dimensional k(v)-vector space). We will make this precise
in Section 3.1 below.lJ
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The following result and its proof follow closely Bass-Tate [11]:

Theorem 2.22 Let v be a discrete valuation ring on a field F. Then the
subring
K" (0,) c KM(F)

is as a ring generated by the elements n and [u] € KMW(F), with u € O a
unit of O,.

Consequently, the group KMV (0,) is generated by symbols [uy]. .. [u,]
with the w;’s in O for n > 1 and by the symbols n~" < u > with the u’s in
OF forn <0

Proof. The last statement follows from the first one as in Lemma
2.6.

We consider the quotient graded abelian group @, of KMW (F) by the sub-
ring A, generated by the elements and n € KW (F) and [u] € KMV (F),
with v € O a unit of O,. We choose a uniformizing element 7. The
valuation morphism induces an epimorphism Q, — KMV (x(v)). It suf-
fices to check that this is an isomorphism. We will produce an epimor-
phism KMV (k(v)) — Q. and show that the composition KMV (k(v)) —
Q.— KMV (k(v)) is the identity.

We construct a KMW (k(v))-module structure on Q.(F). Denote by &,
the graded ring of endomorphisms of the graded abelian group Q.(F'). First
the element 7 still acts on @, and yields an element n € £ 1. Let a € k(v)*
be a unit in k(v). Choose a lifting & € OF. Then multiplication by &
induces a morphism of degree +1, @, — Q..1. We first claim that it doesn’t
depend on the choice of &. Let & = fa& be another lifting so that u € O}
is congruent to 1 mod 7. Expanding [&/] = [a] + [B] + n[a][8] we see that
it is sufficient to check that for any a € F'*, the product [5][a] lies in the
subring A.. Write a = n™.u with u € Q. Then expanding [7".u] we end up
to checking the property for the product [][7"], and using Lemma 2.14 we
may even assume n = 1. Write =1 — n".v, with n > 0 and v € O.

Thus we have to prove that the products of the above form [1 — 7".v][r]
are in A.. For n = 1, the Steinberg relation yields [1 — 7w.v][m.v] = 0.
Expanding [7.v] = [7](1 + n[v]) + [v], implies [1 — w.v][x]|(1 4+ nlv]) is in A..
But by Lemma 2.7, 1 + nfv] =< v > is a unit of A,, with inverse itself.
Thus [1 — 7.v)[r] € As. Now ifn>2 1 —7"v=(1—-7)+7(l —7""1v) =
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n—1

(I-m)(1+7(5=—)) =(1—7)(1 —7w), with w € OF. Expending, we get
1 —n"w|[r] = [1 — «w|[7] + [1 — 7w][7x] + n[l — 7][1 — 7w][x] = [1 — 7w][7].
Thus the result holds in general.

We thus define this way elements [u] € &. We now claim these ele-
ments (together with 7) satisfy the four relations in Milnor-Witt K-theory:
this is very easy to check, by the very definitions. Thus we get this way
a KMW(k(v))-module structure on Q,. Pick up the element [r] € Q; =
KMW(F)/A;. Tts image through OT is the generator of KMW(k(v)) and
the homomorphism KMV (k(v)) — Q.,a + a.[r] provides a section of
OF : Q. — KMW(k(v)). This is clear from our definitions.

It suffices now to check that KMV (k(v)) — Q. is onto. Using the fact
that any element of F' can be written 7"u for some unit v € O, we see that
KMW(F) is generated as a group by elements of the form 1™ [r][us] . . . [u,] or
™ w1 ... [uy], with the u;’s in OF. But the latter are in A, and the former
are, modulo A,, in the image of KMV (k(v)) — Q.00

Remark 2.23 In fact one may also prove as in loc. cit. the fact that the
morphism O, defined in the Lemma 2.16 is onto and its kernel is the ideal
generated by n and the elements [u] € KMW (F) with v € OX a unit of O,
congruent to 1 modulo 7. We will not give the details here, we do not use
these results.l]

Theorem 2.24 For any field F' the following diagram is a (split) short exact
sequence of KMW(F)-modules:

P

£0
0 — KMY(F) - KMY(F(T)) =5 @pKM(FT]/P) -0
(where P runs over the set of monic irreducible polynomials of F[T]).

Proof. It it is again very much inspired from [53]. We first observe that
the morphism KMW(F) — KMW(F(T)) is a split monomorphism; from our

Olpy ([TNU=)
previous computations we see that KMW (F(T)) " KMW(F) provides

a retraction.
Now we define a filtration on KMW (F(T)) by sub-rings Ly’s

Ly=KMY(F)cL,c---CcLyC---c KMY(F(T))

such that L, is exactly the sub-ring generated by n € KMW(F(T)) and
all the elements [P] € KMW(F(T)) with P € F[T] — {0} of degree less
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or equal to d. Thus Lg is indeed KMW(F) ¢ KMW(F(T)). Observe that
U, La = KMYW(F(T)). Observe that each L, is actually a sub KMW(F)-
algebra.

Also observe that using the relation [a.b] = [a]+[b]+n][a][b] that if [a] € Lg
and [b] € Lq then so are [ab] and [¢]. As a consequence, we see that for
n > 1, Ly KMY(F(T))) is the sub-group generated by symbols [a4].. . [a,]
such that each a; itself is a fraction which involves only polynomials of degree
< d. In degree < 0, we see in the same way that Lq(KMW(F(T))) is the
sub-group generated by symbols < a > 1" with a a fraction which involves
only polynomials of degree < d.

It is also clear that for n > 1, Ly(KMW(F(T))) is generated as a group
by elements of the form 7™[a4] ... [apim] With the a; of degree < d.

Lemma 2.25 1) Forn > 1, Ly(KMW(F(T))) is generated by the elements
of Lig—1y(KMW(F(T))) and elements of the form n™[a1] . .. [an+m] with a1 of
degree d and the a;’s, i > 2 of degree < (d —1).

2) Let P € F[T] be a monic polynomial of degree d > 0. Let Gy, ..., G; be
be polynomials of degrees < (d—1). Finally let G be the rest of the Euclidean

,,,,,

in the quotient group KMW (F(T))/Lq_1 the equality
[Pl|G: ... Gi] = [P][G]

Proof. 1) We proceed as in Milnor’s paper. Let f; and f; be polynomials
of degree d. We may write fo = —af; +g, with a € F* a unit and g of degree

< (d—1). If g =0, the we have [fi][f2] = [fi]la(—f1)] = [fi][a] (using the
relation [fi,—f1] = 0). If g # 0 then as in loc. cit. we get 1 = “T{l + %

and the Steinberg relation yields [‘%][%] = 0. Expanding with n we get:
([fi] = [4] - n[%][%ﬁ])[%} = 0, which readily implies (still in KW (F(T))):
g2 B
(- 2o
But expanding the right factor now yields

(171~ D14 - 9] = nlgll 2 = 0
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which implies (using again the previous vanishing):

(7] = ED((£] ~ la)) = 0

We see that [f1][f2] can be expressed as a sum of symbols in which at most
one of the factor as degree d, the other being of smaller degree. An easy
induction proves 1).

2) We first establish the case i = 2. We start with the Euclidean division
G1Gy = PQ + G. We get from this the equality 1 = G_ 4+ P9 hich

Gi1.Ga | Gi1.Ga
gives | GI; %2][ Gsz] = 0. We expand the left term as | GI;_%J =< Gf?% >
[P]+[5%-]. We thus obtain [P][z5%] = — < 5% > [¢%:][5%;] but the
right hand side is in L4_1) (observe @ has degree < (d—1)) thus [P][ﬁ] €
L(d—l) C KéWW(F(T)) Now [%] = [G] — [GlGQ] — ﬁ[GlGQH—GlGGQ]. Thus
[P][GfGQ] = [P]|G]—[P][G1Ga]+ < —1 > n[GlGQ][P][ﬁ]. This shows that

modulo L1y, [P][G] — [P][G1G3] is zero, as required.

.....

.....

Then the rest G of the Euclidean division by P of G;...G; is the same
as the rest of the Euclidean division of G1G" by P. Now [P][G;...G;] =
[P][G1]+[P][Gs . .. Gi]+n[P]|Gs . . . G;][G1]. By the inductive assumption this
is equal, in K3™ (F(T'))/La-1, to [P][G1]+[P][G"]+n[P][G"[G1] = [P][G'G].
By the case 2 previously proven we thus get in KMV (F(T))/Lg 1,

[PlGy ... Gi] = [P][GhG'] = [P][G]
which proves our claim.[]

Now we continue the proof of Theorem 2.24 following Milnor’s proof of
[53, Theorem 2.3]. Let d > 1 be an integer and let P € F[T| be a monic
irreducible polynomial of degree d. We denote by Kp C Lg/L4-1) the sub-
graded group generated by elements of the form n™[P][G4]...[G,] with the
G; of degree (d — 1). For any polynomial G of degree < (d — 1), the multi-
plication by €[G] induces a morphism:

E[G] : ICP — ]Cp
n"Pl[G1] ... [Gyl = e[GIn"[P][Gh] . .. [Ga] = 0" [P][G][G1] . ... [G.]
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of degree +1. Let Ep be the graded associative ring of graded endomorphisms
of Kp. We claim that the map (F[T]/P)* — (€p)1, (G) — €[G]. (where G
has degree < (d — 1)) and the element n € (Ep)_1 (corresponding to the
multiplication by 7) satisfy the four relations of the Milnor-Witt K-theory.
Let us check the Steinberg relation. Let G € F[T] be of degree < (d — 1).
Then so is 1 — G and the relation (¢[G].)o(e[1—G].) =0 € Ep is clear. Let us
check relation 2. We let H; and H; be polynomials of degree < (d —1). Let
G be the rest of division of HyH, by P. By definition €[(H;)(H2)]. is €[(G)]..
But by the part 2) of the Lemma we have (in Kp C K}W(F(T))/L-1)):

(@)™ [PI[GA]. .. [Gn]) = 0™ [PIGIIGA] - .. [Gn] = 0™ [PI[HLHL][GL] - [Gh]

which easily implies the claim. The last two relations are easy to check.

We thus obtain a morphism of graded ring KMW(F[T]/P) — Ep. By
letting KMW(F[T]/P) act on [P] € Ly/Ly-1y C KMW(F(T))/La-1) we
obtain a graded homomorphism

KMV (FT)/P) = Kp C Lo/ Ly

which is an epimorphism. By the first part of the Lemma, we see that the
induced homomorphism

©p KMV (FT1/P) ~ La/Lia-y) (2.4)

is an epimorphism. Now using our definitions, one checks as in [53] that for
P of degree d, the residue morphism 9* vanishes on L4-1) and that moreover
the composition
>po”
©p K" (FIT)/P) — La(K"™ (F(T)))/ Lia—1y (K" (F(T))) == @pKM"(F[T]/P)
is the identity. Asin loc. cit. this implies the Theorem, with the observation

that the quotients Ly/Ly_; are KMW (F)-modules and the residues maps are
morphisms of KMW (F)-modules.(]

Remark 2.26 We observe that the previous Theorem in negative degrees is
exactly [59, Theorem 5.3].

Now we come back to our fixed base field k and work in the category
Fi.. We will make constant use of the results of Section 1.3. We endow
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the functor F +— KMW(F), F, — Ab, with Data (D4) (i), (D4) (ii) and
(D4) (iii). The datum (D4) (i) comes from the K}V (F) = GW(F)-
module structure on each KW (F) and the datum (D4) (ii) comes from
the product F* x K"W(F) — K{/1'(F). The residue homomorphisms 9
gives the Data (D4) (iii). We observe of course that these Data are extended
from the prime field of k.

Axioms (B0), (B1) and (B2) are clear from our previous results. The

Axiom (B3) follows at once from Lemma 2.19.
Axiom (HA) (ii) is clear, Theorem 2.24 establishes Axiom (HA) (i).

For any discrete valuation v on F' € Fj, and any uniformizing element
7, define morphisms of the form 8¢ : KMV (k(y)) — KMV (k(z)) for any
y € (ALY and 2 € (A}{(U))(l) fitting in the following diagram:

0 — KM(F) — KMWETD) = Seupok (k) — 0
L o L o7 L x,.0m
0 = KMV () - KM o)D) - G KM () — 0
(2.5)
The following Theorem establishes Axiom (B4).

Theorem 2.27 Let v be a discrete valuation on F € Fy, let w be a uni-
formizing element. Let P € O,[T] be an irreducible primitive polynomial,
and Q € k(v)[T] be an irreducible monic polynomial.

(i) If the closed point Q) € AH(W C Ag, is not in the diwisor Dp then the

morphism (9 1S Z€ro.

(i) If Q is in Dp C A, and if the local ring Op,. q is a discrete valuation

ring with w as uniformizing element then
P P Q
0 =—< ] > 5

Proof. Let d € N be an integer. We will say that Axiom (B4) holds
in degree < d if for any field F' € Fj, any irreducible primitive polynomial
P € O,[T] of degree < d, any monic irreducible @ € r(v)[T] then: if @
doesn’t lie in the divisor Dp, the homomorphism 95 is 0 on K}V (F[T]/P)
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and if ) lies in Dp and that the local ring Oy . is a discrete valuation ring
with 7 as uniformizing element , then the homomorphism 05 is equal to —0g).

We now proceed by induction on d to prove that Axiom (B4) holds in
degree < d for any d. For d = 0 this is trivial, the case d =1 is also easy.

We may use Remark 1.17 to reduce to the case the residue field x(v) is
infinite.

We will use:

Lemma 2.28 Let P be a primitive irreducible polynomial of degree d in
F[T]. Let Q be a monic irreducible polynomial in k(v)[T].

Assume either that P is prime to Q, or that Q divides P and that the
local ring Op, o s a discrete valuation ring with uniformizing element 7.

Then the elements of the form n™[G1]...[G,], where all the G;’s are
irreducible elements in O,[T| of degree < d, such that, either Gy is equal
to ™ or Gy is prime to Q, and for any i > 2, G, is prime to Q, generate
KMW(FI[T]/P) as a group.

Proof. First the symbols of the form #™[G}]...[G,] with the G irre-
ducible elements of degree < d of O,[T] generate the Milnor-Witt K-theory
of f[T]/P as a group.

1) We first assume that P is prime to Q. It suffices to check that those
element above are expressible in terms of symbols of the form of the Lemma.
Pick up one such n™[G]...[G,]. Assume that there exists i such that G; is
divisible by @ (otherwise there is nothing to prove), for instance Gj.

If the field x(v) is infinite, which we may assume by Remark 1.17, we
may find an o € O, such that G;(«) is a unit in O,°. Then there exists a
unit v in O, and an integer v (actually the valuation of P(«) at ) such that
P + un’G is divisible by T' — « in O,[T]. Write P + un’Gy = (T — «)H;.
Observe that @ which divides G; and is prime to P must be prime to both
T —@ and H;.

Observe that %H | = 2 4+ @G is the Euclidean division of %H 1 by

um?

P. By Lemma 2.25 one has in KMW(F(T)), modulo Ly,

(T — )

um?

n"[PIGA][Gy] - - [Gn] = 0™ [P]] H)[Gy] - [Gn]
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Because 85P vanishes on L, 1, applying (?gp to the previous congruence
yields the equality in KMW (F[T]/P)

— — (T—a)_ —

NG (Gl = 0" [F—— HW][Ga] - [
um
Expanding [%E] as [(:Z%a)] + [Hy] + n[(j;;f’ J[H,] shows that we may

strictly reduce the number of G;’s whose mod 7 reduction is divisible by Q.
This proves our first claim (using the relation [r|[7] = [r][—1] we may indeed
assume that only G is maybe equal to ).

2) Now assume that @ divides P and that the local ring Oppo is a
discrete valuation ring with uniformizing element 7. By our assumption, any
non-zero element in the discrete valuation ring Op, o = (O,[T]/P)q can be
written as

ﬂ_’U

Ul =

with R and S polynomials in O,[T] of degree < d whose mod 7 reduction
in x(v)[T] is prime to Q. From this, it follows easily that the symbols of
the form 7™[G}] ... [G,], with the G,’s being either a polynomial in O,[T] of
degree < d whose mod 7 reduction in x(v)[T] is prime to @, either equal to
.

The Lemma is proven.[]

Now let d > 0 and assume the claim is proven in degrees < d, for all
fields. Let P be a primitive irreducible polynomial of degree d in O,[T]. Let
@ be a monic irreducible polynomial in x(v)[T].

Under our inductive assumption, we may compute 85’]3(7)"‘[6‘1] en)
for any sequence G, .., G, as in the Lemma.

Indeed, the symbol n™[P][G1]...[Gy] € KMW has residue at P the sym-

bol 7™[G}]...[G,]. All its other potentially non trivial residues concern
irreducible polynomials of degree < d. By the (proof of) Theorem 2.24, we

know that there exists an a € Ly (KMW (F(T)) such that

n™[P][G4]... |G, + «

has only one non vanishing residue, which is at P, and which equals n™[G] ... [G,].
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Then the support of @ (which means the set of points of codimension one
in A}, where o has a non trivial residue) consists of the divisors defined by
the G;’s (P doesn’t appear). But those don’t contain Q).

Using the commutative diagram which defines the 85 's, we may compute
05" (1[G .. [Ga) s

O (O7 (" [PI[Gh] .. [Gul+a)) = 8307 (™ [P][GA] .. [Gn])+z 95" (9, (@)

By our inductive assumption, >, (95’@(332_(04)) = 0 because the supports
G; do not contain Q).

We then have two cases:

1) Gy is not w. Then

Oy (™ [P[Gh]. .. [Gn]) = 0

as every element lies in OWX[T]. Thus in that case, (95’P(77m[G1] G =0
which is compatible with our claim.

2) G; = 7. Then
Oy (" [P][l[Go] .. [Gul) = = < =1 > 07 (" [w][P][Ga] .. . [G])

=— < —1>n"[P][Gy]...[G,]

Applying 88 yields 0 if P is prime to @, as all the terms are units. If
P = QR, then R is a unit in (Al )o by our assumptions. Expending [QR] =
[Q] + [R] + n[Q][R], we get

P — - — - _— -

0y (N"Gh] .- [Gn]) = = < =1 >0"([Ga] ... [Ga] +n[R][G] . .. [Gn))

=— < —R>n"G,)...[G)]
E
Q"
By the previous Lemma the symbols we used generate KMW (F[T]/P).
Thus the previous computations prove the Theorem.[]

It remains to observe that R =
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Now we want to prove Axiom (B5). Let X be a local smooth k-scheme
of dimension 2, with field of functions F' and closed point z, let yo € X
be such that 7, is smooth over k. Choose a uniformizing element 7 of Ox .
Denote by C,,(X;yo) the kernel of the map

)
yex<1>—{yo}ay

KW (F) Byex_gyoy Hy (X KNM) (2.6)
By definition K)"'(X) C K,(X;y0). The morphism 97 : KMW(F) —
ik induces an injective homomorphism IC,,(X; C
K (k(yo)) ind injective h phism K, (X;y0) /KA (X)
K%%V(’f(yo))-
We first observe:

Lemma 2.29 Keep the previous notations and assumptions. Then KM (0,,) C
K (X 90) /K™ (X) € KT (5(30)).

Proof. We apply Gabber’s lemma to yy, and in this way, we see (by
diagram chase) that we can reduce to the case X = (A};), where U is a
smooth local k-scheme of dimension 1. As Theorem 2.27 implies Axiom
(B4), we know by Lemma 1.43 that the following complex

ZyeX(l) ay

0 — K" (X) = K,"(F) Dyexo Hy (X K) = H2(XGK™) =0

is an exact sequence. Moreover, we know also from there that for 7, smooth,
the morphism H(X; K)") — H2Z(X;K)") can be “interpreted” as the
residue map. Its kernel is thus KMV (0,,) € KMY (k(yo)) = H;(X;K,]‘;IW).
The exactness of the previous complex implies that

K (X5 90) /K (X) = K31 (Oy)

proving the statement.[]

Our last objective is now to show that in fact KM (0,,) = K, (X;v0) /KXY (X) C
KMW (k(y)). To do this we observe that by Lemma 1.43, for k infinite, the
morphism (2.6) above is an epimorphism. Thus the previous statement is
equivalent to the fact that the diagram

Ey (1)7 v 8y
0 — KM (0,,) = KMV (F)/KMY(X) " @ v HEOXGKYY) 0
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is a short exact sequence or in other words that the epimorphism
MW MW MW Pyex () yoy %
(I)n(X’ yO) : Kn (F)/Kn (X>+Kn—1 (Oy0> —
(2.7)
is an isomorphism. We also observe that the group KMW(F)/KMWV(X) +
K (0,,) doesn’t depend actually on the choice of a local parametrization
of 7.

Theorem 2.30 Let X be a local smooth k-scheme of dimension 2, with field
of functions F and closed point z, let yo € XU be such that Gy is smooth
over k. Then the epimorphism ®,,(X;y0)(2.7) is an isomorphism.

Proof. We know from Axiom (B1) (that is to say Theorem 2.27) and
Lemma 1.43 that the assertion is true for X a localization of A}, at some
codimension 2 point, where U is a smooth local k-scheme of dimension 1.

Lemma 2.31 Given any element o € KMW(F), write it as o = Y,
where the a;’s are pure symbols. LetY C X be the union of the hypersurfaces
defined by each factor of each pure symbol o;. Let X — Al be an étale
morphism with U smooth local of dimension 1, with field of functions F,
such that Y — Al is a closed immersion. Then for each i there exists a pure
symbol B; € KMW(E(T)) which maps to a; modulo KMV (X) c KMW(F).

As a consequence, if Oy(c) # 0 in H;(X;K,]\L/[W) for some y € XU then
y €Y and 9,(a) = 9,(8) =€ Hy(X; K;™") = Hy (Al K'™).

Proof. Let us denote by ; the irreducible elements in the factorial ring
O(U)[T] corresponding to the irreducible components of Y C A};. Each

a; = [a}]...[a?] is a pure symbol in which each term af decomposes as
a product of = wuia/] of a unit «{ in O(X)* and a product o] of 7,’s

(this follows from our choices and the factoriality property of A := O(X).
Thus o is in the image of KMW(E(T)) — KMW(F). Now by construction,
A/(lIrj) = B/(Iln;), where B = O(U)[T]. Thus one may choose unit v in
B* with w} := :—Z = 1[In;].

Now set (7 = vid’i, Bi:=[B}]...[B"]. Then we claim that 8; maps to a;
modulo KM (X) ¢ KMW(F). In other words, we claim that [o}]...[a}] —
(1] ... [B7] lies in KMW (X)) which means that each of its residue at any point
of codimension one in X vanishes. Clearly, by construction the only non-zero

residues can only occur at each ;.
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We end up in showing the following: given elements f* € A — {0},
se€{l,...,n} and w® € A* which is congruent to 1 modulo each irreducible
element 7 which divides one of the 3%, then for each such 7, 97 ([3!]...[3"]) =
O™ ([w'p] ... [w"B"]). We expand [w!B]. .. [w"B"] as [w!][w?B?]... [w"B"] +
[BY[w?B?] ... [w"B"]+n[w'][B][w?B?] ... [w"B"]. Now using Proposition 2.17
and the fact that wi’ = 1, we immediately get 0™([w'fY]...[w"p"]) =
O™ ([BY[w?B?] ... [w"B"]) which gives the result. An easy induction gives the
result. This proof can obviously be adapted for pure symbols of the form
n"lal. O

Now the theorem follows from the Lemma. Let @ € KMV (F)/KMV (X)+
KMV (0,,) be in the kernel of ®,(X;y). Assume o € KMW(F) represents
@. By Gabber’s Lemma there exists an étale morphism X — A}, with U
smooth local of dimension 1, with field of functions F, such that Y Uy — A},
is a closed immersion, where Y is obtained by writing @ as a sum of pure
symbols «;’s. By the previous Lemma, we may find 3; in KMV (E(T)) map-
ping to a modulo KM"(X) yo a;. Let 3 be the sum of the 3’s. Then
B € KMV(E(T)/KMYV((AL).) + KMY(O,,) is also in the kernel of our

=2n—1

morphism ®,,((A}).; ). Thus 8 =0 and so @ = 0.0

Unramified K®-theories. We now slightly generalize our construction
by allowing some “admissible” relations in KW (F). An admissible set of
relations R is the datum for each F' € Fj, of a graded ideal R.(F) ¢ KMW(F)
with the following properties:

(1) For any extension £ C F in F, R.(E) is mapped into R.(F);

(2) For any discrete valuation v on F' € Fy, any uniformizing element 7,
T (Ru(F)) C Ru(i(v));

(3) For any F' € Fj, the following sequence is a short exact sequence:

0 Ru(F) = Ru(F(T)) 25" @pRu 1(FIH]/P) =0 O

The third one is usually more difficult to check.
Given an admissible relation R, for each F' € Fj we simply denote by

KR(F) the quotient graded ring KMW (F)/R.(F). The property (1) above
means that we get this way a functor
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This functor is moreover endowed with data (D4) (i) and (D4) (ii) coming
from the KMW_algebra structure. The property (2) defines the data (D4)
(iii). The axioms (BO0), (B1), (B2), (B3) are immediate consequences from
those for KMW . Property (3) implies axiom (HA) (i). Axiom (HA) (ii) is
clear. Axioms (B4) and (B5) are also consequences from the corresponding
axioms just established for KMW. We thus get as in Theorem 1.46 a Z-graded
strongly A'-invariant sheaf, denoted by K™ with isomorphisms (Kf)_l =
K”® |. There is obviously a structure of Z-graded sheaf of algebras over
KMV,

Lemma 2.32 Let R, C KMW (k) be a graded ideal. For any F € Fy, denote
by R.(F) :== R.KMW(F) the ideal generated by R.. Then R.(F) is an ad-
missible relation on KMW. We denote the quotient simply by KMW (F)/R,.

Proof. Properties (1) and (2) are easy to check. We claim that the
property (3) also hold: this follows from Theorem 2.24 which states that the
morphisms and maps are KMW (F)-module morphisms.[]

Of course when R, = 0, we get the Z-graded sheaf of unramified Milnor-
Witt K-theory
KMW
itself.

Example 2.33 For instance we may take an integer n and R, = (n) C
KMW(k); we obtain mod n Milnor-Witt unramified sheaves. For R, = (n)
the ideal generated by 7, this yields unramified Milnor K-theory K. For
R. = (n,n) this yields mod n Milnor K-theory. For R = (h), this yields Witt
K-theory KV, for R = (1, £) this yields mod ¢ Milnor K-theory.[J

Example 2.34 Let RI(F) be the kernel of the epimorphism KMW(F) —
I*(F), [u] »< u > —1 = — << w >> described in [60], see also Re-
mark 2.12. Then RI(F) is admissible. Recall from the Remark 2.12 that
KMY(F)n™'] = W(F)[n,n7'] and that I*(F) is the image of KMV (F) —
W (F)n,n"']. Now the morphism KMW(F) — W(F)[n,n7'] commutes to
every data. We conclude using the Lemma 3.5 below. Thus we get in this
way unramified sheaves of powers of the fundamental ideal I* (see also [59]).00
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Let ¢ : M, — N, be a morphism (in the obvious sense) of between
functors Fj, — Ab, endowed with data (D4) (i), (D4) (ii) and (D4) (iii)
and satisfying the Axioms (B0), (B1), (B2), (B3), (HA), (B4) and (B5)
of Theorem 1.46.

Denote for each F' € F by Im(¢).(F) (resp. Ker(¢).(F)) the image
(resp. the kernel) of ¢(F) : M.(F) — N.(F). One may extend both to
functor Fj, — Ab, with data (D4) (i), (D4) (ii) and (D4) (iii) induced
from the one on M, and NV,.

Lemma 2.35 Let ¢ : M, — N, be a morphism of as above. Then Im(¢).
and Ker(¢), with the induced Data (D4) (i), (D4) (ii) and (D4) (iii)
satisfy the Azioms (BO0), (B1), (B2), (B3), (HA), (B4) and (B5) of
Theorem 1.46.

Proof. The only difficulty is to check axiom (HA) (i). It is in fact very
easy to check it using the axioms (HA) (i) and (HA) (ii) for M, and N,.
Indeed (HA) (ii) provides a splitting of the short exact sequences of (HA)
(i) for M, and N, which are compatible. One gets the axiom (HA) (i) for
Im(¢). and Ker(¢). using the snake lemma. We leave the details to the
reader.[]

2.3 Milnor-Witt K-theory and strongly A'-invariant
sheaves

Fix a natural number n > 1. Recall from [65] that (G,,)"" denotes the n-
th smash power of the pointed space G,,. We first construct a canonical
morphism of pointed spaces

on (G — K%W

(G;n) is a priori the associated sheaf to the naive presheaf ©, : X —
(O*(X))"™ but in fact:

Lemma 2.36 The presheaf O, : X — (O(X)*)"™ is an unramified sheaf of
pointed sets.

Proof. It is as a presheaf unramified in the sense of our definition 1.1
thus automatically a sheaf in the Zariski topology. One may check it is a
sheaf in the Nisnevich topology by checking Axiom (A1). One has only to
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use the following observation: let E, be a family of pointed subsets in a
pointed set E. Then N, (E,)"" = (NaFy)"™, where the intersection is com-
puted inside E/".[]

Fix an irreducible X € Sm,; with function field /. There is a tauto-
logical symbol map (O(X)*)" C (F*)" — KMW(F) that takes a sym-
bol (uy,...,u,) € (O(X)*)" to the corresponding symbol in [u]...[u,] €
KMW(F). But this symbol [u] ... [u,] € KMW(F) lies in KM (X), that is
to say each of its residues at points of codimension 1 in X is 0. This follows
at once from the definitions and elementary formulas for the residues.

This defines a morphism of sheaves on Smy. Now to show that this
extends to a morphism of sheaves on Smy, using the equivalence of categories
of Theorem 1.11 (and its proof) we end up to show that our symbol maps
commutes to restriction maps s,, which is also clear from the elementary
formulas we proved in Milnor-Witt K-theory. In this way we have obtained
our canonical symbol map

on (G — KMW

From what we have done in Sections 1 and 2, we know that K,{\f W is a strongly
Al-invariant sheaf.

Theorem 2.37 Let n > 1. The morphism o, is the universal morphism
from (G,,)"" to a strongly A'-invariant sheaf of abelian groups. In other
words, given a morphism of pointed sheaves ¢ : (G,,)"" — M, with M
a strongly Al-invariant sheaf of abelian groups, then there exists a unique
morphism of sheaves of abelian groups ® : K%W — M such that ® o o, = ¢.

Remark 2.38 The statement is wrong if we release the assumption that M
is a sheaf of abelian groups. The free strongly Al-invariant sheaf of groups
generated by G,, will be seen in 6.3 to be non commutative. For n = 2, it is
a sheaf of abelian groups. For n > 2 it is not known to us.

The statement is also false for n = 0: (G,,)"? is just Spec(k)., that is to
say Spec(k) with a base point added, and the free strongly A'-invariant sheaf
of abelian groups generated by Spec(k)y is Z, not Kéw W To see a analogous
presentation of K3V see Theorem 2.46 below.[]

Roughly, the idea of the proof is to first use Lemma 2.4 to show that
¢ : (G,,)"™ — M induces on fields F' € F;, a morphism KMW(F) — M(F)
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and then to use our work on unramified sheaves in Section 1 to observe this
induces a morphism of sheaves.

Theorem 2.39 Let M be a strongly Al-invariant sheaf, let n > 1 be an
integer, and let ¢ : (G,,)"" — M be a morphism of pointed sheaves. For any
field F' € Fy, there is unique morphism

O(F): KMY(F) — M(F)
such that for any (uy,...,u,) € (F*)", @, (F)([ug, ..., us]) = d(u, ..., up,).

Preliminaries. We will freely use some notions and some elementary
results from [65].

Let M be a sheaf of groups on Smy. Recall that we denote by M_; the
sheaf M(©m) and for n > 0, by M_, the n-th iteration of this construc-
tion. To say that M is strongly Al-invariant is equivalent to the fact that
K(M,1) is Al-local [65]. Indeed from loc. cit., for any pointed space X, we
have Homay, ) (X; K(M,1)) = HY(X; M) and Homay, i) (2(X); K (M, 1)) =
M (X)). Here we denote for M a strongly Al-invariant sheaf of abelian groups
and X a pointed space by M (X) the kernel of the evaluation at the base point
of M(X) — M(k), so that M(X) splits as M (k) ® M(X).

We also observe that because M is assumed to be abelian, the map (from
“pointed to base point free classes”)

Homay, i) (B(X); K (M, 1)) = Homgyy (X(X); K (M, 1))
is a bijection.

From Lemma 1.32 and its proof we know that in that case, RHom,(G,,; K(M, 1))
is canonically isomorphic to K(M_;,1) and that M_; is also strongly Al-
invariant. We also know that RQ (K (M, 1) = M.

As a consequence, for a strongly Al-invariant sheaf of abelian groups M,
the evaluation map

Homiyo(S(Gon)™), K (M, 1)) = M_ (k)
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is an isomorphism of abelian groups.

Now for X and ) pointed spaces, the cofibration sequence X V') —
X x)Y — X AY splits after applying the suspension functor . Indeed,
as X(X x ) is a co-group object in H4(k) the (ordered) sum of the two
morphism X(X x V) — X(X) VvV E(Y) = X(X VDY) gives a left inverse
to (X) VvV 3E(Y) — X(X x V). This left inverse determines an H,(k)-
isomorphism X(X) VE(Y)VEX AY) = (X x ).

We thus get canonical isomorphisms:
MXXxY)=MX)®&MQY)e MXAY)
and analogously
HY X xY;M)=H"X;M)® H(Y;M)® H (X ANY; M)

As a consequence, the product u : G, x G,, = G,, on G,, induces in
Ho(k) a morphism (G, X G,,) — Z(G,,) which using the above splitting
decomposes as

2(1) = dg (@) Ae(©)s M)+ 2(Gim) V B(Gm) V E((Gin)™?) = B(Gm)

The morphism %((G,,)"?) — 2(G,,) so defined is denoted 7. It can be shown
to be isomorphic in H,(k) to the Hopf map A? — {0} — P'.

Let M be a strongly Al-invariant sheaf of abelian groups. We will denote
by
n: M_2 — M—l
the morphism of strongly Al-invariant sheaves of abelian groups induced by

7.
In the same way let U : ¥(G,,AG,,) = X(G,,AG,,) be the twist morphism
and for M a strongly Al-invariant sheaf of abelian groups, we still denote by

W:M_,— M_,

the morphism of strongly Al-invariant sheaves of abelian groups induced by

v,
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Lemma 2.40 Let M be a strongly A'-invariant sheaf of abelian groups.
Then the morphisms no W and n

M_2 — M—l
are equal.

Proof. This is a direct consequence of the fact that p is commutative.[

As a consequence, for any m > 1, the morphisms of the form
M_p1 — M,

obtained by composing m times morphisms induced by 7 doesn’t depend on
the chosen ordering. We thus simply denote by n™ : M_,,_ 1 — M_; this
canonical morphism.

Proof of Theorem 2.39 By Lemma 2.6 1), the uniqueness is clear. By
a base change argument analogous to [58, Corollary 5.2.7], we may reduce to
the case F' = k.

From now on we fix a morphism of pointed sheaves ¢ : (G,,)"" — M,
with M a strongly Al-invariant sheaf of abelian groups. We first observe that
¢ determines and is determined by the H,(k)-morphism ¢ : X((G,,)"") —
K(M,1), or equivalently by the associated element ¢ € M_,, (k).

For any symbol (u1,...,u,) € (k*)", r € N, we let S° — (G,,,)"\" be the
(ordered) smash-product of the morphisms [u;] : S® — G,, determined by wu;.
For any integer m > 0 such that r = n + m, we denote by ™, uy,...,u,| €
M (k) = Homy,x)(3(S°), K(M, 1)) the composition

0™ o S([us, .. ) : B(S0) = S((G)™) D S((G)™) 5 K (M, 1)
The theorem now follows from the following;:
Lemma 2.41 The previous assignment (m,uy,...,u;) — [ U1, ..., u,] €
M (k) satisfies the relations of Definition 2.3 and as a consequence induce a

morphism
(k) : KMV (k) — M(k)
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Proof. The proof of the Steinberg relation 1, will use the following
stronger result by P. Hu and I. Kriz:

Lemma 2.42 (Hu-Kriz [36]) The canonical morphism of pointed sheaves
QAl —{0,1})y = G AGy, ¥ = (2,1 — x) induces a trivial morphism
YA - {0,1}) — 3X(G,, A Gy,) (where X means unreduced suspension®) in
He(k).

For any a € k*—{1} the suspension of the morphism of the form [a, 1—a] :
SO — (G,,)"? factors in H,(k)) through (A' — {0,1}) = 2(G,, A G,,) as
the morphism Spec(k) — G,, A G,, factors itself through A* — {0,1}. This
implies the Steinberg relation in our context as the morphism of the form
Y([ui, 1 — ) : 2(SY) — X((G,,)"?) appears as a factor in the morphism
which defines the symbol [, uy, ..., u,], with u; +u;41 = 1, in M (k).

Now, to check the relation 2,, we observe that the pointed morphism

[ab] : S° — G,, factors as S° eI} G X Gy 25 G,,. Taking the suspension
and using the above splitting which defines 7, yields that

% ([ab]) = S([a]) v E([6]) V n([a][B]) : £(S°) = B(Gn)

in the group Homgy, ) (2(S%), 2(G,,)) whose law is denoted by V. This im-
plies relation 2,,.

Now we come to check the relation 4,. For any a € k*, the morphism
a: G, — G, given by multiplication by a is not pointed (unless a = 1).
However the pointed morphism ay : (G,,)+ — G,, induces after suspension
Y(ay): STVE(G,) 2 X((Gh)y) = 2(G,,). We denote by < a >: %(Gy,) —
¥(G,,) the morphism in H(k) induced on the factor ¥(G,,). We need:

Lemma 2.43 1) For any a € k*, the morphism M_y — M_y induced by
< a>:3(Gy,,) — X(Gy,) is equal to Id+no[al.

2) The twist morphism ¥ € Homy, ) (X(Gm A G, 2(Gyy A Gyy,)) and
the inverse, for the group structure, of Idg, N < —1 >=< —1 > Aldg,, have
the same image in the set Homa ) (X(Gp A G ), X(Gpy A Gypy)).

Sobserve that if k = Fa, A' — {0, 1} has no rational point
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Remark 2.44 In fact the map
Homyy, () B(Cr NGy ), X(GrAGy)) = Homayy) (2(CGAGyy), B(Gr AGypy))

is a bijection. Indeed we know that 3(G,, AG,,)) is Al-equivalent to A% —{0}
and also to S Ly because the morphism SLy — A%?—{0} (forgetting the second
column) is an A'-weak equivalence. As SL, is a group scheme, the classical
argument shows that this space is Al-simple. Thus for any pointed space
X, the action of 7' (SLy)(k) on Homyy, (X, SLy) is trivial. We conclude
because as usual, for any pointed spaces X and ), with ) Al-connected, the
map H’ome.(;C (X Y) = Homyuy(X,D) is the quotient by the action of the

group (" (V) (k).

Proof. 1) The morphism a: G, —» G, is equal to the composition

1d . . . s
G [a - G X Gy & G,,. Taking the suspension, the previous splittings

give easﬂy the result.

2) Through the H,(k)-isomorphism 3(G,, A G,,) = A% — {0}, the twist
morphism becomes the opposite of the permutation isomorphism (z,y)
(y,x). This follows easily from the definition of this isomorphism using the
Mayer-Vietoris square

G, xG,, Cc A'xG,,
N
G, x A' c A?—{0}

and the fact that our automorphism on A? — {0} permutes the top right and
bottom left corner.

Consider the action of GLy(k) on A% — {0}. As any matrix in SLy(k) is
a product of elementary matrices, the associated automorphism A? — {0} =

A% — {0} is the identity in H(k). As the permutation matrix ( (1) (1) ) is

congruent to ( _01 (1) > or ( (1) _01 ) modulo SLy(k), we get the result..
Proof of Theorem 2.37 By Lemma 2.45 below, we know that for any
smooth irreducible X with function field F, the restriction map M(X) C
M (F) is injective.
As KMV is unramified, the Remark 1.15 of section 1.1 shows that to
produce a morphism of sheaves ® : KM" — M it is sufficient to prove that
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for any discrete valuation v on F € Fj, the morphism ®(F) : KMV (F) —
M(F) maps KMY(0,) into M(0,) and in case the residue field s(v) is
separable, that some square is commutative (see Remark 1.15).

But by Theorem 2.22, we know that the subgroup KMV (0,) of KMW (F)
is the one generated by symbols of the form [uy, ..., u,]|, with the u; € OX.
The claim is now trivial: for any such symbol there is a smooth model X of
O, and a morphism X — (G,,)"" which induces [uy, ..., u,] when composed
with (G,,)"" — KM". But now composition with ¢ : (G,,)"" — M gives
an element of M (X) which lies in M(O,) C M(F') which is by definition the
image of [uy, ..., u,] through ®(F). A similar argument applies to check the
commutativity of the square of the Remark 1.15: one may choose X so that
there is a closed irreducible Y C X of codimension 1, with Ox,, = O, C
F. Then the restriction of ®([uy,...,u,]) C M(O,) is just induced by the
composition ¥ — X — (G,,)"" — M, and this is also compatible with the
5, in Milnor-Witt K-theory.[]

Lemma 2.45 Let M be an Al-invariant sheaf of pointed sets on Smy. Then
for any smooth irreducible X with function field F', the kernel of the restric-
tion map M(X) C M(F) is trivial.

In case M is a sheaf of groups, we see that the restriction map M(X) —
M (F) is injective.

Proof. This follows from [58, Lemma 6.1.4] which states that L1 (X/U)
is always 0O-connected for U non-empty dense in X. Now the kernel of
M(X) — M(U) is covered by Homyy, ) (X/U, M), which is trivial as M
is his own 7y and L1 (X/U) is 0-connected.O

We know deal with K. We observe that there is a canonical morphism
of sheaves of sets G,,/2 — Kéww, U —< U >, where G,,/2 means the

cokernel in the category of sheaves of abelian groups of G,, =N G-

Theorem 2.46 The canonical morphism of sheaves G, /2 — KW is the
universal morphism of sheaves of sets to a strongly A'-invariant sheaf of
abelian groups. In other words KS”V is the free strongly A'-invariant sheaf
on the space G,, /2.

Proof. Let M be a strongly Al-invariant sheaf of abelian groups. Denote
by Z[S] the free sheaf of abelian groups on a sheaf of sets S. When S is
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pointed, then the latter sheaf splits canonically as Z[S| = Z & Z(S) where
Z(S) is the free sheaf of abelian groups on the pointed sheaf of sets S, meaning
the quotient Z[S]/Z[*] (where x — S is the base point). Now a morphism
of sheaves of sets G,,/2 — M is the same as a morphism of sheaves of
abelian groups Z|G,,| = Z&Z(G,,) — M. By the Theorem 2.37 a morphism
7Z(G,,) — M is the same as a morphism K" — M.

Thus to give a morphism of sheaves of sets G,,/2 — M is the same
as to give a morphism of sheaves of abelian groups Z @ K" — M to-
gether with extra conditions. One of this conditions is that the composition

Zo KM Bl o KM 4 M os equal to Z o KM Ml 2o KMV 5 0.

Tdz 0 ) and [2] by the matrix

Here [x] is represented by the matrix ( 0 0

( IgZ [20] ) The morphism [2]; : K" — KMV is the one induced by
1

the square map on G,,. From Lemma 2.14, we know that this map is the
multiplication by 2. = h. recall that we set K" := KM" /b, Thus any
morphism of sheaves of sets G,,/2 — M determines a canonical morphism
7 & K}V — M. Moreover the morphism Z[G,,] — Z @ K" factors through
Z|G,,] — Z|G,,/2]; this morphism is induced by the map U — (1, < U >).

We have thus proven that given any morphism ¢ : Z[G,,/2] — M,
there exists a unique morphism 7Z & K‘I/V — M such that the composition
Z[Gn/2] » Za K — M is ¢. As Z® K" is a strongly Al-invariant sheaf
of abelian groups, it is the free one on G, /2.

Our claim is now that the canonical morphism i : Z@® KV — K" is an
isomorphism.

We know proceed closely to proof of Theorem 2.37. We first observe
that for any F € Fj, the canonical map Z[F*/2] — Z & K|V (F) fac-
tors through Z[F* /2] — K}W(F). This is indeed very simple to check
using the presentation of K}MW(F) given in Lemma 2.9. We denote by
J(F) : KMY(F) — Z ® K}"(F) the morphism so obtained.

Using Theorem 2.22 and the same argument as in the end of the proof

of Theorem 2.37 we see that the j(F)’s actually come from a morphism of
sheaves j : Ké\/lw — Z® K. It is easy to check on F' € Fj, that i and j are
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inverse morphisms to each other.[]
The following corollary is immediate from the Theorem and its proof:
Corollary 2.47 The canonical morphism
K" (F) = I(F)
s an isomorphism.

We now give some applications concerning abelian sheaves of the form
M_y, see Section 1.2. From Lemma 1.32 if M is strongly Al-invariant, so is
M_;. Now we observe that there is a canonical pairing:

GmXM_1—>M

In case M is a sheaf of abelian groups, as opposed to simply a sheaf of groups,
we may view M_;(X) for X € Smy, as fitting in a short exact sequence:

0= M(X) = M(Gy, x X) = M_y(X) = 0 (2.8)

Given a € O(X)* that we view as a morphism X — G,,, we may consider the
evaluation at a ev,, : M(G,, x X) — M(X), that is to say the restriction map
through (o, Idx)oAx : X — G,, x X. Now ev,—evy : M(G,, x X) — M(X)
factor through M_;(X) and induces a morphism aU : M_1(X) — M(X).
This construction define a morphism of sheaves of sets G,, x M_; — M
which is our pairing.

[terating this process gives a pairing

(Gp)\" x M_,, = M
for any n > 1.

Lemma 2.48 For any n > 1 and any strongly A'-invariant sheaf, the above
pairing induces a bilinear pairing

KMV s M_, - M |, (a,m)— am
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Proof. Let’s us prove first that for each field F' € Fj, the pairing
(F*)"x M_,(F) — M(F) factors through Z(F*) x M_,(F) — KMW(F) x
M_,(F). Fix Fy € F, and consider an element u € M_,,(F,). We consider
the natural morphism of sheaves of abelian groups on Smg,, Z((G,,)"\") —
M|, induced by the cup product with u, where M|g, is the “restriction”
of M to Smp,. It is clearly a strongly A'-invariant sheaf of groups (use
an argument of passage to the colimit in the H') and by Theorem 2.37,
this morphism Z((G,,)"") — M|z, induces a unique morphism KMV —
M| g,. Now the evaluation of this morphism on Fj itself is a homomorphism
KMW(F)) — M(Fp) and it is induced by the product by u. This proves that
the pairing (F*)"" x M_,(F) — M(F) factors through Z(F*) x M_{(F) —
KMW(F) x M_,(F). Now to check that this comes from a morphisms of
sheaves

KMV s M_, - M

is checked using the techniques from Section 1.1. The details are left to the

reader.[]]

Now let us observe that the sheaves of the form M_; are endowed with a
canonical action of G,,. We start with the short exact sequence (2.8):

0— M(X)—= MG, x X)—> M_4(X)—0

We let O(X)* act on the middle term by translations, through (u,m) —
U*(m) where U : G,, x X =2 G,, x X is the automorphism multiplication by
the unit u € O(X)*. The left inclusion is equivariant if we let O(X)* act
trivially on M (X). Thus M_; gets in this way a canonical and functorial
structure of G,,,-module.

Lemma 2.49 If M is strongly A'-invariant, the canonical structure of G,y,-
modules on M_q is induced from a Kéww—module structure on M_y through
the morphism of sheaves (of sets) G,, — K5™ which maps a unit u to its
symbol < u >= n[u] + 1. Moreover the pairing of Lemma 2.48, for n > 2

KnMW X M_py1 — M_y
is Ko™ -bilinear: for units u, v and an element m € M_o(F) one has:

<u> ([lm)=(<u>)m=[p.(<u>.m)
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Proof. The sheaf X — M(G,, x X) is the internal function object
M%Gm) in the following sense: it has the property that for any sheaf of
abelian groups N one has a natural isomorphism of the form

Hom g, (N ® Z(G,,), M) = Hom g, (N, MZ(G,,L))

where Aby, is the abelian category of sheaves of abelian groups on Smy, and ®
is the tensor product of sheaves of abelian groups. The above exact sequence
corresponds to the adjoint of the split short exact sequence

0— Z(Gp) = Z(Gy) = Z — 0

This short exact sequence is an exact sequence of Z(G,,)-modules (but non
split as such !) and this structure induces exactly the structure of Z(G,,)-
module on M®m and M_; that we used above.

In other words, the functional object M#(©m) is isomorphic to M_; as a
Z(G,,)-module, where the structure of Z(G,,)-module on the sheaf Z(G,y,) is
induced by the tautological one on Z(G,,).

Now as M is strongly Al-invariant the canonical morphism

MW
Ky

MET My = MAE)

induced by Z(G,,) — KMV is an isomorphism. Indeed given any N a
morphism N ® Z(G,,) — M factorizes uniquely through N ® Z(G,,) —
N@KMW as the morphism Z(G,,) — KMW is the universal one to a strongly
Al-invariant sheaf by Theorem 2.37.

Now the morphism Z(Gm) — Kiw W is G,,-equivariant where G,, acts on
KW through the formula on symbols (u, [2]) — [uz] — [u]. Now this action
factors through the canonical action of K" by the results of Section 2.1 as
in K" one has [uz] — [u] =< u > [2].

The last statement is straightforward to check.[]

For n > 2 we thus get also on M_,, a structure of Kéww—module by
expressing M_,, as (M_,.1)_1. However there are several ways to express
it this way, one for each index in ¢ € {1,...,n}, by expressing M_,(X) as
a quotient of M((G,,)™ x X) and letting G,, acts on the given i-th factor.
One shows using the results from section 2.1 that this action doesn’t depend
on the factor one choses. Indeed given Fy € Fj, and u € M_,(F,), we may
see u as a morphism of pointed sheaves (over Fy) u : (G,,)"" — M|p, and
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Theorem 2.37 tells us that u induces a unique v’ : KM" — M|z. Now the
action of a unit o € (Fy)* on u through the i-th factor of M((G,,)" x X)
corresponds to letting a acts through the i-th factor Z(G,,) of (Z(G,,))*"
and compose with (Z(G,,))®" — KM" — M. A moment of reflexion shows
that this action of @ on a symbol [ay, ..., a,] € KMW(F) is explicitely given
by [a1,...,.a;, ... a0, = |ay,...,«,... a,] € KMY(F,). Now the formulas
in Milnor-Witt K-theory from Section 2.1 show that this is equal to

la1] .. (< a>Ja]). .. Jan]) =< a>[a,. .. a,)
which doesn’t depend on 1.

This structure of Kéw W — GW-module on sheaves of the form M_; will
play an important role in the next sections. We may emphasize it with the
following observation. Let F' be in F; and let v be a discrete valuation on F,
with valuation ring O, C F. For any strongly Al-invariant sheaf of abelian
groups M, each non-zero element p in M,/(M,)? determines by Corollary
1.35 a canonical isomorphism of abelian groups

0+ M_y(k(v)) = Hy (O M)

Lemma 2.50 We keep the previous notations. Let y' = u.p be another non
zero element of My /(M2) and thus u € k(y)*. Then the following diagram
15 commutative:

Mo(k(@) =2 M(k(v)
0, | 0, |
H}(Oy; M) = H)(O,;M)

The proof is straightforward and we leave the details to the reader.

3 Geometric versus canonical transfers
In this Section M denotes a strongly Al-invariant sheaf of abelian groups in

the Nisnevich topology on Sm; and unless otherwise stated, the cohomology
groups are always computed in the Nisnevich topology.
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3.1 The Gersten complex in codimension 2

Let X be a smooth k-scheme. The coniveau spectral sequence, see [14], for
X with coefficients in M is a cohomological spectral sequence of the form

EP = @ xo HEY(X; M) = HY (X M)

where for x € X a point the group H?(X; M) is the colimit colimqH %, (Q2/Q—
T N Q; M) over the ordered set of open neighborhood  of . For instance
if © € X is a closed point H}(X; M) = H*(X/X —x;M). f U C X is
an open subset, the coniveau spectral sequence for X maps to the one of
U by fonctoriality. Moreover the induced morphism on the Ej-term is easy
to analyse: it maps HPT(X; M) to 0 if x € U and if x € U, then it maps
HPT(X; M) isomorphically onto HET2(U; M). In the sequel we will often
use this fact, and will identify both H?*4(X; M) and H2T(U; M).

Remark 3.1 It is convenient to extend all the definitions to essentially
smooth k-schemes in the obvious way, by taking the corresponding filter-
ing colimits. If X is essentially smooth and X, is a projective system in
Smy, representing X, and x € X a point, we mean by H!(X; M) the fil-
tering colimit of the HJ (X,;M), where z, is the image of z in X,. In
the sequel we will freely use this extension of notions and notations to es-
sentially smooth k-schemes. For instance if z € X is a closed point in an
essentially smooth k-scheme we also “have” H(X; M) = H"(X/X —x; M).
If X is local and x € X is the closed point, and if y € X is the generic
point of a 1-dimensional integral closed subscheme containing z then we
have H)(X; M) = H*(X — /X —y; M). etc...]

Now back to the coniveau spectral sequence observe that the F; term
vanishes for ¢ > 0 for cohomological dimension reasons.

The Gersten complex C*(X; M) of X with coefficients in M is the hori-
zontal line ¢ = 0 of the E'-term; it is also called the Cousin complex in [21,
Section 1]. This complex extends to the right the complex C*(X;G) that we
previously used for G a sheaf of groups in Section 1.2; its term C"(X; M) in
degree n is thus isomorphic to

C"( X5 M) = @,exo Hy (X5 M)
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Observe that given an open subset U — X, we get by functoriality of the
coniveau spectral sequence above a morphism of chain complexes

C*(X; M) - C*(U; M)

Form what we said above, it is an epimorphism with kernel in degree n the
direct sum of the H?(X; M) over the point x of codimension n in X not
in U. The kernel will be denoted by C%(X; M) where Z is the closed com-
plement of U. For instance if Z = {z} is the complement of a closed point
of codimension d, C?(X; M) is the group HY(X; M) viewed as a complex
concentrated in degree d.

In degree < 2 the complex C*(X; M) coincides with the complex C*(X; G)
that we previously used for G a sheaf of groups in section 1.2. Because of the
abelian group structure, the weak-product II" becomes a usual direct sum.
Our notations are then compatible.

For X a smooth k-scheme, z € X@1) and y € X@ we denote by
Ll v d+1( 3.
9Y : Hy(X; M) — HI(X; M)

the component corresponding to the pair (y, z) in the differential of the chain
complex C*(X; M). It is easy to check that if z € 7 then 0¥ = 0.

If z € y then 0¥ can be described as follows. First we may replace X by
its localization at z, and z is now a closed point. Now let Y C X be the
closure of y in X. As we observed above, one has canonical isomorphisms

HI(X; M) = H(X/(X — 2); M) and H}(X; M) = H(X — z/(X = Y); M).

Then 0Y is the connecting homomorphism in the long exact sequence
o HY(X/X -Y) - H (X —2/(X=Y); M) - H"™(X/X —2; M) — ...

Lemma 3.2 Let X be the localization of a smooth k-scheme at a point z of
codimension 2 and let y be a point of codimension 1 in X. Then the following
sequence s exact:

0— H'(X/X —7; M) — H\(X; M) S H(X; M)

Proof. From the description of the differential given above we see that
0Y is the connecting homomorphism 0 in the cohomology long exact sequence

o HY(X/X -5 M) = HN(X — 2/X -5, M) S H(X/X — 2, M) — ...
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of the triple (X — 2/X —7) C (X/X —9) — (X/X — 2). The kernel of
HY(X/X —9; M) — Hy(X; M) is thus the image of H'(X/X — z; M) —
HYX/X —w); but HY(X/X —2; M) = H}(X; M) vanishes by (3.1) below.[]

Let ¢ : Y C X be a closed immersion between smooth k-schemes. The
quotient X /(X —Y) is called the Thom space of the closed immersion i and
by the Al-homotopy purity Theorem [65] there exists a canonical A'-weak
equivalence

X/(X —Y) = Th(v,)

where Th(v;) denotes the Thom space E(v;)/(E(v;)*) of the normal bundle
v; of 7.

We assume now that the normal bundle of ¢ is of rank n and is trivial-
ized, that is to say that we assume that we choose an isomorphism v; = 07,
between the normal bundle of i and the trivial bundle of rank n on Z. In
that case, following [65], we introduce T'= A'/G,,, and we have a canonical
isomorphism 7" A (Y,) = Th(6}).

If Z C Y is an irreducible closed subscheme, we may consider the follow-
ing cofibration sequence of pointed spaces, that is to say an exact sequence
of pointed spaces

(X-2)/(X-Y)=X/(X-Y)—= X/(X-2)

We thus get a cofibration sequence in the pointed A'-homotopy category of
spaces
Th(vily—z) = Th(v;)) = X/(X — Z)

And using the given trivialization the above cofibration sequence takes the
form

T""NY —Z), - T"ANY, = X/(X - 2)
and produces an A'-equivalence of the form
T""ANY)Y - Z2), 2 X/(X - Z)

Now we apply this to the situation where Z = Z is irreducible with generic
point z of codimension 2 in X, and where Y = 7 is irreducible with generic
point of codimension 1. The long exact sequence in cohomology takes the
form

o HYX/X = Z; M) - H(X/X -Y; M) - H (X - Z/(X —=Y); M)
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— H*(X/X - Z; M) —
As the Eilenberg-MacLane space BM is Al-local, using the identifications
above induced by the trivialization gives

HYX/X - Z;M)= H(TANY/)Y - 2));M)=H'(Y/(Y —Z); M_1) =0

(3.1)
A(Y2) M) = HOY; M_y) =
= M_ (Y —Z). Thus we get

and identifications H'(X/X —Y; M) = HY(T
M_1(Y) and similarly H*(X — Z/(X Y); M)
an exact sequence of the form:

0= M (Y)—= M (Y ~2)— H}(X/X — Z; M) (3.2)

By an easy argument of passing to filtering colimits, the above exact
sequence extends to the situation where ¢ : Y C X is a closed immersion
between essentially smooth k-schemes and a v; is trivialized.

We will need more generally the notion of orientation of a vector bundle:

Definition 3.3 Let X be an essentially smooth k-scheme and & an algebraic
vector bundle over X, of rank r > 0. An orientation w of £ is a pair con-
sisting of a line bundle A over X and an isomorphism A®? = A"(£). Two
orientations w and w' are said to be equivalent if there is an isomorphism
N = A (with obvious notations) which takes w to w'. We let Q(€) be the set
of equivalence classes of orientations of &.

For instance a trivialization of &, that is to say an isomorphism of line
bundles over Y: 0y = &, with 6% the trivial rank r vector bundle, defines an
orientation.

Let X be an essentially smooth k-scheme of dimension 2 and let i : Y C X
be an irreducible closed scheme of dimension 1 which is essentially k-smooth.
Let y be its generic point.

Given an orientation w of v; we obtain at the generic point y of Y an iso-
morphism A5? 2 (1), = M,/(M,)* where M, is the maximal ideal of the
discrete valuation ring Oy ,. A choice of a generator of the x(y)-vector space
(of dimension 1) A\, determines through the above isomorphism a uniformiz-
ing element of Ox . If we choose an other generator of A, we get the previous
uniformizing element multiplied by the square of a unit in Oy ,. By Lemma

2.50 we thus see that such an orientation defines a canonical isomorphism

O M (k(y)) = H,(X; M)
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Lemma 3.4 Let X be the localization of a point z of codimension 2 in a
smooth k-scheme and let y € X be a point of codimension 1. Assume that
Y =7 is essentially smooth. Let ¢ be the normal bundle of the closed im-
mersion Y C X. Then given an orientation w : \*2 = v; of v; there exists a
unique commutative diagram of the form

0 — M_{(Y) C M_i(k(y) — HMY;M_) — 0

1 1 N
0 — HY(X/X-Y;M) C H{(X;M) — HXX;M)

in which the top horizontal line is the tautological short exact sequence and
the middle vertical isomorphism is the isomorphism 6, mentioned above.

Proof. As ) is trivial over the local scheme Y, we may choose a triv-
ialization of A. This induces a trivialization of v; as well. Changing the
trivialization of A\ changes the trivialization of v; by the square of a unit in
Y. The claim is a consequence of the exact sequence (3.2), observing that
this exact sequence remains identical if we change the trivialization of v;
by the square of a unit defined on Y and also from the fact that M_; is a
strongly Al-invariant sheaf by Lemma 1.32 which gives the top horizontal
exact sequence and Lemma 3.2 which gives the bottom exact sequence.l]

Lemma 3.5 Let X be the localization of a point z of codimension 2 in a
smooth k-scheme. Let X' — X be a Nisnevich neighborhood of z, that is to
say f : X' — X is étale, has only one point lying over z (in particular X'
is also the localization of a smooth k-scheme at a point of codimension 2),
and this point has the same residue field as z. We denote still by z € X' this
point. Then the morphism

H2(X; M) — H2(X'; M)

18 an isomorphism.

Lety € X be a point of codimension 1. Assume that Y :=7 is essentially
k-smooth. We denote by vy the only point of codimension 1 in X' lying over
y. Then in the commutative diagram

1(y. 0% 2(y.
Hy()ivM) = Hz(f7M)
!

1 ) % 2 1.
HL(X; M) 5 HY (X' M)
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the two horizontal morphisms have the same image (where we identify H*(X; M)

and H2(X'; M)).

Proof. Choose a non zero element of M,/(M?). This determines also
a non zero element in M, /(M?) because X' — X is étale. Set YV’ :=
y. As Y is essentially smooth, so is Y’ & Y xyx X’ and the morphism
Y’ — Y a Nisnevich neighborhood of z. Our claim now follows at once from
the previous Lemma and the fact that under our assumptions the induced
morphism
H(Y; Moy) — H(Y'; Moy)

is an isomorphism, which in turns, follows from the fact that M_; is a strongly
Al-invariant sheaf, see Section 1.2.0]

Corollary 3.6 Let X be the localization of a point z of codimension 2 in
a smooth k-scheme, and let y be a point of codimension 1 in X, essentially
k-smooth. Then the image of the morphism

1y % 120 v.
H,(X; M) = HZ(X; M)
doesn’t depend on y. We denote it by I,.

Proof. Let X" be the henselization of X (at z) and y" be the unique
point of codimension 1 of X" lying over y. Then by passing to the filtering
colimit we see from the previous Lemma that the image of the two horizontal
morphisms in the diagram

Y
HY(X;M) 5 HX(X; M)
} ) 1

HL(xh M) % H2(X" M)

are the same. As Y" := y" is henselian and in fact is the henselization of
Y =7 at z, we see that it suffices to prove that given Y and Y; irreducible
closed subschemes of codimension 1 in X, and essentially k-smooth, there
exists a k-automorphism of X" preserving z, which takes YJ* to Y/*. As k
is perfect, there is always a Nisnevich neighborhood 2 — X of z which is
also a Nisnevich neighborhood € — A! x Y; of z in A! x Y. Thus the pair
(X", 2) is isomorphic to the pair ((A! x Yy)", z) which is also isomorphic to
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the pair ((A! x (YJ)", 2). As the henselizations YJ* and Y} of Y; and Y; at
z are z-preserving isomorphic, the Corollary is proven.[]

Let now S be the localization of a smooth k-scheme at a point s of
codimension 1; let x be the residue field of 5. Let n € (AL)(") be the generic
point of Al C Al. We will study the morphism

0" Hy(Ag; M) = @,canye H2(Ag; M)

sum of each 97 where z runs over the set of points of codimension 2 in Af,
that is to say the set of closed point in Al.

Lemma 3.7 Let S the localization of a point s of codimension 2 in a smooth
k-scheme, whose residue field k. Let n € Ag be the generic point of the
irreducible curve AL C AL. Then the image of the morphism

0" Hy(Ag; M) = ®,canyo H2 (Ag; M)
is the direct sum of the images of each of the 97 : H)(Ag; M) — HZ(Ag; M)’s.

Proof. Choose a non zero element of the x(T)-vector space M, /(M,)?.

It follows from Lemma Lemma 3.4 that for each z € (AL)®) the image of
d7 is isomorphic to H!(Al; M ) through the epimorphism M_(x(T)) —
H(AL; M_;). Now our claim follows from the fact that the morphism

HA(AY: M) = M_y(k(T)) = @.cqupyo HA(AL M_y)

is onto, which on the other hand follows from the fact that M_; is a strongly
Al-invariant sheaf by Lemma 1.32: the cokernel of this morphism is H*(AL; M)
and vanishes for each strongly Al-invariant sheaf, see Section 1.2.0]

Lemma 3.8 Let X be the localization of a point z of codimension 2 in a

smooth k-scheme, and let y be a point of codimension 1 in X, essentially
k-smooth. Then the image of

ay
Hy(X; M) = H2(X; M)

s contained in I,.
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Proof. Let 30,41 € XU be points of codimension 1 and with 7, is smooth
at z. To prove that the image of

1. 1 . 2 .
oY H, (X; M) — H(X; M)
is contained in the image I, of
.yl . 2 .
oY H, (X; M) — H(X; M)

we may replace X by its henselization X" at z, as this follows from Lemma 3.5
and Lemma 3.5. By Gabber’s presentation Lemma 15 below one may choose
a pro-étale morphism X" — Al such that both compositions 75 — AL and
1 — Ay are closed immersions, where S is the henselization of a smooth
k-scheme at some point (of codimension 1). Observe that then for any point
T € Yo U7y of codimension ¢ in X (or A}) the morphism

HL(Ag; M) — HL(X; M)

As 1y and Ai(s) are both essentially k-smooth, we conclude by Corollary 3.6
that the images of

9% : Hylo(X;M) = Hylo(A}q;M) — HZZ(X;M)

and of
O HY(X; M) = H, (Ag; M) — HX(X; M)

are equal, that is to say both I,. But from Lemma 3.7 above, the image
of 0¥ : H, (X; M) = H, (Ag; M) — HZ(X; M) is contained in that of 07
which is also I,.[]

Lemma 3.9 Let X be an essentially smooth k-scheme of dimension < 2.
Then the Gersten complex C*(X; M) computes the Nisnevich cohomology of
X with coefficients in M.

Proof. One uses the coniveau spectral sequence for X with coefficients
in M. One observes that the spectral sequence has to collapse from the Ej-
term, as M is strongly Al-invariant, thus unramified. This indeed implies
that no differential can starts from ES° = M(X). The result follows as the
spectral sequence converges strongly to Hy,,(X; M).0J
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Lemma 3.10 Let X be the localization of a point z of codimension 2 in a
smooth k-scheme, and let y be a point of codimension 1 in X, essentially
k-smooth. Then

1/ v, ¥ 112/ v,
Hy(X,M)4HZ(X,M)

is surjective. In particular H%, (X; M) = 0 and it follows that for any es-
sentially smooth k-scheme X of dimension < 2, the comparison map

Hgar(Xv M) — Hjtfzs(Xa M)
s an isomorphism.

Proof. We first treat the case of the henselization X" of X at z. From
the previous Lemma it follows that the last differential

8?}
@ye(xh)u)H;(Xh; M) — Hf(Xh§ M)

is surjective. As the image of this morphism is contained in I, by Lemma
3.8 (observe that there is always at least a y € (X)) which is essentially
k-smooth), this shows that I, = H2(X"; M). Now by Lemma 3.5, we see
that I, = H?(X; M) as well.

The rest of the statement is straightforward to deduce as any such X

contains a smooth such y (observe that the last statement is already know
for x < 1).0

Corollary 3.11 Let X be the localization of a point z of codimension 2 in a
smooth k-scheme, and let y € X be a point of codimension 1. Assume that
Y =7 s essentially smooth over k and let i :' Y C X be the induced closed
immersion. Then for any orientation w of v; in the commutative diagram of
Lemma 3.4

0 — M_,(Y) C M_i(kly) — HNY;M_)) — 0

0, I 0, 1 Guyz 2
0 — H\X/X-Y;M) C H{X;M) — HXX;M) — 0

the right vertical morphism, which we denote by ¢, ., is also an isomorphism.
The statement still holds if we only assume X to be an local essentially
smooth k-scheme of dimension 2 with closed point z.
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Proof. The first claim follows from Lemma 3.4 and the previous Lemma.
To deduce it for a general local essentially smooth k-scheme X of dimension
2 follows from general results on inverse limit of schemes [33], as such an X is
the inverse limit of a system of affine étale morphisms between localizations
of smooth k-schemes at points of codimension 2.[]

Let X be an essentially smooth k-scheme of dimension 2, and let ¢ :
Y C X be an irreducible closed scheme of dimension 1 which is essentially
k-smooth and let y be its generic point.

We saw above that an orientation w of v; induces an isomorphism
0, My (k(y)) = HX(X; M)

Now for any closed point z in Y by the previous corollary there is an
induced isomorphism of the form ¢, , : H}(Y;M_;) = H?*(X;M). The
commutative diagram of the same Corollary implies that these morphisms
induce altogether a canonical isomorphism of complexes, only depending on
w:

Go - C7(Y5 M) [1] = O3 (X; M) (3-3)

between the complex C*(Y'; M_1) shifted by +1 (in cohomological degrees)
and the complex C5(X; M) C C*(X; M).

If z is a closed point of X we may apply what precedes to the essentially
k-smooth scheme X — z and the closed immersion Y —z C X — z we obviously
get a compatible isomorphism of complexes still denoted by ¢,:

bu: CH(Y = 5 M_y)[1] = G (X — 2 M)

Altogether we get a commutative diagram

0— HNY:;M_)[1] ¢ CY;M_)[1] —» CY —zM)[1] —0
R 11 R
0— HYX;M)[2] c CyX;M) —» Cy (X—zM) —0
(3.4)
in which the vertical are the isomorphisms of the form ¢, and the horizontal
are the canonical short exact sequences of complexes. This diagram induces
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a canonical commutative square by evaluation of cohomology on the left
square:
H(Y;Moy) — HY(Y; M)
Puz 42 P L1 (3.5)
H2(X; M) —  HP(X; M)

Corollary 3.12 Let X be a local essentially smooth k-scheme of dimension
2 with closed point z, and let yo € XV be a point of codimension 1. Assume
that Yo := vy C X is essentially smooth over k. Then the canonical morphism

Dyex ) (o) Oy + M(X) = Byexa o) H, (X5 M)
18 onto.

Proof. The morphism in question is just the differential of the complex
C*(X — Yy; M). Thus we have to prove Hy, (X — Yy; M) = 0. We consider
the subcomplex C5, (X; M) C C*(X; M), which is the kernel of the epimor-
phism C*(X; M) — C*(X — Yo; M). We may choose a trivialization of the
normal bundle of Yy C X and thus using the isomorphism of complexes (3.3)
we see that H*(X/X — Yo; M) = HY(Yo; M_1) = 0 (as Yj is also local). The
long exact sequence gives then the result.[]

The following result is one of the main results of this section:

Theorem 3.13 Let M be a strongly A'-invariant sheaf. Then for any field
K € Fy., one has H*(A%; M) = 0.

Proof. From Lemma 3.9 we may use C*(A%; M) to compute H?(A%; M).
We then analyze C*(A%; M) as follows. Let A}((X) — A% the morphism
induced by the morphism of k-algebras K[X,Y]| — K(X)[Y]. This is the
inverse limit of open immersions and thus there is an induced morphism of

Gersten complexes
C* (A% M) — C*(A}((X); M)

This morphism is clearly surjective. Let K denote its kernel. As H Q(A}(( xi M) =

0, to prove that H?(A%; M) = 0 it suffices to prove that H?(K) = 0.

The complex K in dimension 1 is @, H,(A%; M) where y runs over the
set of points of codimension 1 in A% which do not dominate A} through the
first projection pry : A% — Al which forgets Y. These points y are exactly
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in one to one correspondence with the closed points ¢ in AL by taking their
image, as automatically y = A}:(t) C A%, with t = pri(y), for such y’s. As
any points z of codimension 2 in A% lie exactly in one and only one of these,
indeed in A/, we see that K is the direct sum over the t € (A)™) of the
complexes of the form:

0— H%,g (A% M) — @ze(A;(t))<1)HZ2(A§{§ M)

where 7, is the generic point of AL, C A% and with H, (A%; M) placed
in degree 1. We have to prove that each of these complexes has trivial H?
that is to say that the morphism H) (A%; M) — @Ze(Aim)(”Hz(A%; M) is
onto for each ¢t. The minimal polynomial of ¢ defines a non zero element
in M,;/(M;)? and induces a non zero element in M,,/(M,,)? as well. By
Corollary 3.11 and its consequence the isomorphism (3.3), we see that for
fixed t the above morphism may be identified with

Moa((O(Y)) = Bucqar, 0 H (Ao Mor)
which is onto as M_; is strongly Al-invariant. The Theorem is proven.[]
Corollary 3.14 Let K be in Fy,. Then
H*(P' x A}; M) =0

Proof. We use the covering of P! x AL by the two open subsets isomor-
phic to A% with intersection G,,, x Ak.. By the Theorem 3.13 above we have
H'(A%; M) = 0 and the Mayer-Vietoris sequence produces an isomorphism

HY(G,, x A'; M) = H*(P' x A}; M)

and we conclude as H'(G,, x Ak; M) = H'((G,,)x; M) = 0 because M is
strongly Al-invariant.[]

Corollary 3.15 Let K be in Fy,. Then for any K -rational point z of (P')3%
the morphism
HZ((P')i; M) — H*((P')5; M)

s an isomorphism.
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Proof. It suffices to treat the case z = (0,0). To do this, we analyze the
restriction epimorphism

C*((PY)5; M) — C*(P' x Ag; M)

of Gersten complexes where P! x Al is the complement of P! x {0} C (P')%.
From Corollary 3.11 its kernel Cp, {@}((Pl)%(; M) is canonically isomorphic

to the complex C*(PL; M_,) shifted by one; this provides an isomorphism
Hl(P}(; M) = Hrglx{oo}((Pl)%(S M)

where Hz, (1 ((P*)%; M) denotes the cohomology of Cgu, .y (P)%; M).
On the other hand, the long exact sequence associated to the short exact
sequence of complexes

0 = Chiy ooy (PHE; M) C CH((PY)%; M) — C*(P' x Aje; M) — 0
gives that the morphism
Hry ooy (P17 M) — H((P)is M)

is an isomorphism, taking into account the vanishing H*(P! x Al; M) =0
of Corollary 3.14 and the fact that H'((P')%; M) — H'(P' x Aj;; M) =
H'(PL; M) is onto as P! x {0} — (P!)% admits a retraction.

Now the morphism H2 ((PY)%; M) — H?((P')%; M) factorizes as

HZ((P)ies M) = Hia, (oo (P M) = HP((P)fe; M)

where the factorization is induced by the factorization of morphisms of com-

plexes
Col(PYi: M) = Gy ooy (V)3 M) — C* (P15 M)

Now C* ((PY)%; M) = H% ((P')%; M) and by the diagram (3.4) we see that

it suffices to prove that
HL (P M_y) — H' (Pl M_y)
is an isomorphism which follows from the next Lemma.[]

Lemma 3.16 For any rational point z in Pk and any strongly A'-invariant
sheaf of abelian groups M the morphism

H!(Pi; M) — H'(Pj; M)

s an isomorphism.
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Proof. This follows from the fact that the epimorphism of Gersten
complexes (of length 1 here) C*(Pk; M) — C*(A}; M) has kernel H} (P}; M)
placed in degree 1 and the fact that H'(A; M) = 0 and H°(P}; M) =
HO(AL; M).O0

Remark 3.17 The analogue statement as in the Theorem with P% instead
of (P')% is wrong in general. One finds for z a rational K-point of P% an
exact sequence of the form:

HI (P M_y) — H2(P3; M) — H*(P%; M) — 0

where the left morphism is some “Hopf map”, non trivial in general. The
role of the choice of the compactification (P')% of A% is thus important in
the sequel.[]

Remark 3.18 Of course most of the previous computations in the 2-dimensional
case would be much easier to perform if we already knew that M is strictly
Al-invariant, or even only that K(M,2) is Al-local.0]

Orientations and the Gersten complex in codimension 2. Let X be
an essentially smooth k-scheme of dimension 2 and let ¢ : Y C X be an irre-
ducible closed scheme which is essentially k-smooth. Let 7 be a trivialization
of the normal bundle v;; we have constructed above an isomorphism

0- : M_1(k(y)) = Hy(X; M)
which induces for each closed point z in Y an isomorphism
¢r: HX(Y; M_1) = H2(X; M)

(see the diagram (3.5)). Given a non-zero element p € N,/(N,)?, where
N is the maximal ideal corresponding to z in the dvr Oy, we know from
Corollary 1.35 that we get a further isomorphism

0 M_a(k(=)) = H(Y: M)
Thus in the above situation, a pair (7, u) defines a canonical isomorphism

Drpu = br 00 Moa(r(2)) = HA(X; M) (3.6)
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We want to study the dependence of this isomorphism on the pair (7, ).
Observe that the definition of this isomorphism is local and we may assume
X = Spec(A) is a local scheme with closed point z and residue field k. M
or sometimes M, will denote the maximal ideal of A.

Let (m, p) be a regular system of parameters in A, that is to say (m, p)
generates the maximal ideal M of A or equivalently their classes form a
basis of the 2-dimensional x-vector space M/ M?. Set Y, := Spec(A/7) and
Y1 = Spec(A/p); these are irreducible regular (thus essentially k-smooth)
closed subschemes of X. 7 defines a trivialization of the normal bundle of
Yy € X and p a trivialization of the normal bundle of ¥; C X. The class
of m in A/p is a uniformizing element of the d.v.r. A/p and the class of p
in A/ is also a uniformizing element. We thus get two isomorphisms still
denoted by

., M o(k) 2 H2(X; M)

and
D, M_o(k) = H(X; M)

Recall from the end of section 2.3 that there is a canonical K{"""-module
structure on the sheaves of the form M_,, for n > 1 and M a strongly
Al-invariant sheaf of abelian groups. We denote by < —1 >€ K}MW (k) =
GW (k) the class of the form (A, B) — —AB. It thus acts on M_5. In the
proof of the Theorem we will also make use of the pairing

KMV s M_, - M

considered in Lemma 2.48, for n € {1,2}. If [z1,...,z,] is a symbol in
KMY(F) and m € M_,(F) we let [x1,...,2,] Um € M(F) be the product
of the above pairing.

Theorem 3.19 Keeping the previous assumptions and notations, we have
the equality

(Dp,ﬂ'l = @ﬂ'7poo < —1>: M,Q(/‘i) & HZZ(X, M)

Proof. If X’ — X is a Nisnevich neighborhood of z, that is to say an
étale morphism whith exactly one point lying over z with the same residue
field, to prove the statement for X and (m,p) is equivalent to prove it for
X" and (7', p') where 7' is the image of m and p’ that of p. In this way we
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may reduce to assume that X is henselian, and thus admits a structure of
k(z)-smooth scheme, and then by standard techniques to reduce further to
the case X = A2, with , and (7, p) = (X,Y), the two coordinate functions
on A2,

From the Lemma 3.21 below we have (with the notations of the Lemmas
3.21 and 3.22) for m € M_5(k)

Dy (m) = 9 0030 ([X,Y]Um)
and from the same Lemma applied by permuting X and Y,
(by7x(m) = (90 o 8a o ([Y, X] U m)

The claim now follows from this and the lemma 3.22, together with the fact
that [X,Y] = — < —1> [V, X] € KXW (x(X,Y)) by Lemma 2.8.0]

Lemma 3.20 Let K be in Fy, let C be a smooth K-curve with function
field K(C), let z be a K-rational point locally defined on C by the function
m € K(C). Then the following diagram is commutative:

ML(K) C M4(K(C))
0. I [rlU |
HY(C; M) <= M(K(C))

Proof. This follows from the definition of the isomorphism 6, (see Corol-
lary 1.35), the definition of M_; and an inspection in the commutative square:

Spec(k(C)) < Spec(O,)
Tl Tl O

Lemma 3.21 Let K be in F;, and let A% = Spec(K[X,Y], let n be the
generic point of A%, let Cx C A% be the closed subscheme defined by Y =0
and « be its generic point, and let 0 € A% be the closed point defined by
X =Y =0. Then the following diagram is commutative:

M_o(K)  C  M(K(X,Y))
Py x L2 Y, XU |

H2(AZ M) EE MK (X,Y))
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Proof. This follows from the previous Lemma, applied twice, and the
definition of the isomorphism ®y x = &y o 0.0

Lemma 3.22 We keep the same notations as above and we further denote
by B the generic point of the curve in A% defined by X = 0. Then for any
m € M_5(K) one has

Jyodgo ([X,Y]Um)+0yo0,o([X,Y]Um)=0

Proof. Indeed in the Gersten complex for A%, one check that the only
points y € (A2)M) where [X, Y]Um is not defined are o and /3, as in any other
case, X and Y are in the units of the local ring OA2 . Now the formula of
the Lemma is just the fact that in a complex Jod = 0 apphed to [X,Y]um.O

We keep the previous notations and assumptions. Let A € A be a regular
function on X. The pair (7, p 4+ A7) of elements of M is still a regular
system of parameters and clearly one has the equality ®, ,4 = = @, , between
isomorphisms M _,(x) = H?(X; M) as the reduction of p+A7 and of p modulo
7 are equal. From the Theorem 3.19 we also have the equality

Qe = Prpiraen < —1>=0, , < -1>=, -

We let 7 A p € Ay(M/M?) be the exterior product of the reductions of
and p respectively in M/M?. Observe finally that, almost by construction,
if A\ € M is a unit of A, then

Prrp=Prp <A >

We let Ay(M/M?)* be the set of non-zero elements; observe that x*
actes freely and transitively on this set.
The next Corollary follows from what we have just done and from the

1 )\) (1 O)and(A O)

classical fact that the matrices of the form ( 0 1 \ 1 0

(A and g both units) generate G Ls(k):

Corollary 3.23 For (, p) as above, and for M = ( ill ilz ) an invertible
21 A22

matriz in GLy(A), whose determinant is d € A*, one has the equality

q)(ﬂ, p) = q)()\llﬂ + )\zlp, )\1271' + )\220)0 <d>
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It follows that the isomorphism
D, M o(k) = H2(X; M)

only depends on the class T N p € No(M/M?) up to multiplication by a
square.

Given a vector space V' of dimension n over a field x, an equivalence class
of non zero element in A, (V) modulo the multiplication by a square of a
unit of k can be checked to be exactly an orientation of V' in the sense of
Definition 3.3 above. In other words Q(V) = A"(V) — {0}/(x*)2.

In other words, the previous Corollary states that the isomorphism @, ,
only depends on the orientation 7 A p € Q(M/M?).

Remark 3.24 Observe that if the structure of GW-module on M_5 is triv-
ial, the previous result proves that ® (7, p) doesn’t depend on (7, p), and thus
doesn’t depend on any choice.

3.2 Geometric versus cohomological transfers on M_,

Geometric transfers on M_;. We now show that M_; inherits canonical
geometric transfers morphisms for finite monogenous fields extensions in Fy,
and then show that for sheaves of the form M_,, n > 2, these transfers for
monogenous extensions can be conveniently extended to canonical transfer
morphisms for any finite extension in F;. Our construction is inspired by
[11], conveniently adapted, and was also the basic inspiration to the axioms
of strictly Al-invariant sheaf with generalized transfers of [62] [64] [63].

The construction of transfers for monogenous extensions given in [11] is
what we call the “geometric transfers”. In general given a finite extension
K C L with a set of generators, the compositions of these geometric trans-
fers using the successive generators (as in Bass-Tate) will depend on these
choices. However, in characteristic # 2, these transfers can be turned into
canonical ones, for sheaves of the form M_,, by twisting the geometric ones
conveniently. These are what we call the “cohomological transfers”. In the
Section 4.1 we also introduce a variant, called the “absolute transfers”, which
exists in any characteristic.
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Recall that the construction M_; on M is also a strongly Al-invariant
sheaf of abelian groups by Lemma 1.32, and so is it for all the iterations M_,,
of that construction on M.

Let K be in Fy. As in the classical case of Milnor K-theory, we start with
the short exact sequence, which holds for any strongly Al-invariant sheaf M:

0— M(K) C M(K(X)) = ©.epyoH (A M) =0

For each such closed point z in Al the minimal polynomial P, defines a
uniformizing element and thus by Corollary 1.35 a canonical isomorphism

O« M_1(k(2)) = H; (Ag; M)

depending only on the class of P, in M,/(M.)?, where M, is the maximal
ideal in the local ring (a d.v.r.) of Ak at z. We may thus rewrite the previous
exact sequence as

0— M(K) C M(K(X)) — @zE(A}()(l)M—l(/{(Z)) — 0

using at each z the residue homomorphism 857 : M(K(X)) = M_1(k(2))
discussed after Corollary 1.35.

This also holds for the valuation at infinity of K(X) and we thus get the
morphism
01+ M(K (X)) = M_y(K)

by using the uniformizing element P,, = =} at co; see below Lemma 3.25

(and its proof) to explain this choice. As 87> is zero on M(K) C M (K (X))
we see that the previous exact sequence and the morphism

— L (3.7)
induces a morphism
B.earymMo(k(2) = My (K)

In other words, given a finite extension K C L and a generator z € L of L
over K, we have defined a canonical morphism:

TE(2) : M_1(L) — M_,(K)
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which we call the geometric transfer.

This is exactly the approach of Bass and Tate in [11]. The sign — ap-
pearing in the morphism (3.7) is there to guaranty the formula

S i (2) 00 =0 M(K(T)) — M_y(K) (3.8)

1
z€P

in which we take for 75 (c0) the isomorphism 0p_ : M_(K) = H (PL; M) =
HY(PL; M). We will call this isomorphism 7&(co) = 6p_ the canonical
isomorphism and will denote it simply by v : M_;(K) = H'(PL; M). For
any rational K-point z of Pk different from oo, that is to say contained in
Al we have the isomorphism 0x_, : M_(K) = H'(PL; M). The following
Lemma explains our choices:

Lemma 3.25 Let 2z be a K-rational point of Pk distinct from oo. Then
Ox_,=~v:M_(K)= H (P}: M)

Proof. As the morphism Pk — Pk, y — y — z is Al-homotopic to
the identity (take (T,y) + y — T'z) and as M is strongly Al-invariant, the
induced morphism H'(PL; M) — H'(PL; M) is the identity. One deduces
from that that 6, = 6, for any 2 € AL It remains to prove that 6y = ~. For
this we take the morphism p : PL. — PL 4 _71 It takes the point 0 to the

point at infinity and the uniformizing element X to ’71; thus the diagram

M_(K) — H'(Py; M)
| Lo
M_y(K) 25 H'(Pj; M)

Now it thus suffices to prove that p induces the identity on H'(P}; M). This
follows from the fact that p([x,y]) = [y, 2] in homogenous coordinates and
) of SLa(K).
As such a matrix is a product of elementary matrices, it is well-known that
the morphism p is A'-homotopic to the identity morphism and we conclude
by the fact that M is strongly Al-invariant.[]

this automorphism comes from the action the matrix (
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One may reformulate the construction of the geometric transfers above
in the following way. We see a closed point z in Al as a closed point in Pk
and we thus get a canonical morphism of the form

Op: 11 o1 1/l v
M_ (L) ~ H,(Py; M) — H (Py; M) ~ M_(K)

which is seen to be the same as the geometric transfer morphism above.
Using the Al-purity theorem in the same way as in the beginning of the
previous section we may even reformulate the construction as follows. We
consider the closed embedding i, : Spec(L) C P, defined by z and we thus
get a cofiber sequence sequence:

P} — {2} C P} — Th(v.)

where v, is the normal bundle of 7,. Of course it is trivial, and in fact the
polynomial P, defines a trivialization of v, so that the previous cofibration

is equivalent to
P} — {2z} C Py — T A (Spec(L),)

with 7" := P*/A!. Now using the isomorphisms v, H'(T' A (Spec(L)); M) =
H! (PL; M) and v, we get finally a morphism which is equal to the geometric
transfer

TE(2) : M_1(L) % HY(T A (Spec(L)4); M) — H(PL: M) ~ M_,(K)

This last description will have the advantage to make the Lemma 3.40 below
relatively obvious.

The cohomological transfer. Now let us recall from the end of the sec-
tion 2.3 that the sheaves of the form M_; (and M_,, n > 1) are endowed
with a canonical action of G,, which in fact is induced from a Kj)""-module
structure on M_4, see Lemma 2.49. We denote the action of a unit u by
<u>.

Given a field K of characteristic exponent p and a monic irreducible
polynomial P € K[X] we may write canonically P as Py(X?") where P
is a monic irreducible separable polynomial and ¢ € N an integer (which
we take equal to 0 in characteristic 0 where p = 1). This corresponds to
the canonical factorization of K C L = k[X]|/P as K C Ly, C L where
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K CLsy=K [:L"pi] is the separable closure of K in L, and L,, C L purely
inseparable; i is thus the smallest integer with 2P e Lgep and [L @ Lgep] = p'
is the inseparable degree of x over K. F, is then the minimal polynomial of
2" over K. We will denote by P} the derivative of Pp; thus P # 0. Observe
that Pj(xP") € LY, C L* in any characteristic.

sep

Definition 3.26 Given a monogenous extension K C L with a generator x
we set
wo(x) := Pi(z?") € L™

and the composed morphism

<wp(z)>

Trie) s ML) L 0 0) =Y v (k)

15 called the cohomological transfer for the monogenous extension with gen-
erator (K C L,x).

The following result justifies the previous definition:

Theorem 3.27 Let K C L be a finite extension between finite type exten-
sions of k. Assume one of the following assumptions holds:

a) char(k) # 2;

b) the extension K C L is separable;

c) the structure of GW -modules on M_s is trivial.

Choose an increasing sequence K = Ly C Iy, C Ly C --- C L, = L
for which any of the intermediate extensions L;_y C L; is monogenous and
choose for each i a generator x; of L; over L;,_i. Then the composition of
each of the cohomological transfers morphisms previously constructed

Trk(z,) Trfg (z1)

M_2<L) — M_Q(Lr_l) — e = M_Q(Ll) — M_Q(K)
only depends on the extension K C L.
We give now the following definiton:

Definition 3.28 Let K C L be a finite extension between finite type exten-
sions of k. In case one of the assumptions a), b) or ¢) holds, the morphism

M_Q(L) — M_Q(K)
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obtained from the previous Theorem and any choice of increasing sequence
as in the statement is called the cohomological transfer morphism for the
extension K C L and is denoted by

Tri : M_o(L) — M_(K)

Remark 3.29 Observe that for a purely inseparable extension generated by
an element z € L, one has Tr% = 7%(x). In characteristic p > 2 the Theorem
says that this morphism is independent of the choice of x.

The case of characteristic 2 is different and tricky. The transfers de-
pends in general on the generator and on the dependence on a generator x
is parametrised by a certain L-vector space of Kahler differential forms of L
over K. See Corollary 4.2 below.[]

Remark 3.30 It follows from Lemma 3.34 below that in characteristic p > 2
or in characteristic 2 and L separable over K, that one has the “projection
formula” for any unit v € K and element m € M_5(L):

Tri(< ulp > .m) =<u>.Tri(m)

In characteristic 2 for a monogenous purely inseparable extension K C L
with generator x it follows from the same Lemma as well as Lemma 3.41
that one has the projection formula for each 7 (z):

Th(r)(<ulp > m) =<u > .7E(x)%(m)

Remark 3.31 One can show more generally that the statement of the The-
orem holds as well for M_; in place of M_,. This requires for the moment
quite a bit more work; we hope to come back on this point elsewhere.[]

Remark 3.32 In the case of the sheaf K of unramified Milnor K-theory
in weight n, which was constructed in the previous section 2.2 as a strongly
Al-invariant sheaf with the property that (KX ) = K it is clear that

the K" = GW-module structure is the trivial one and that the transfers
Tie(2) : KN (L) = KK

obtained by the above method for a finite extension K C L with generator
x is the same as the one constructed in [11]. The previous Theorem thus
also reproves in a new way the Theorem of Kato [41] that these transfers
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morphisms are independent of any choices of an increasing sequence as in
the Theorem. Observe indeed that we didn’t use any transfer in Section 2.2.
Our new proof relies on the use of the contractible chain complex C*(A%; M)
(see the details below).O

Remark 3.33 For any surjective finite morphism ¥ — X between smooth
k-schemes with induced function fields extension K C L, together with a
closed embedding Y C A% such that the composition Y — AY — X is the
given morphism, one may observe (compare with the Lemma 3.40 below) that
the geometric transfer morphism 7£(z) : M_o(L) — M _o(K) on the fields
extension level (where z € L is the generator of L over K corresponding
to the function ¥ — Al of the embedding) induces a canonical morphism
M_5(Y) = M_5(X) such that the obvious diagram

M_Q(Y> — M_Q(X>
N N
TE(x): M _o(L) — M_o(K)

commutes. Observe that the sheaves M_5 being unramified, the vertical mor-
phisms are indeed injective. However it is not true that the cohomological
transfer morphism induces a morphism M_5(Y) — M_5(X). Consequently
the previous theorem can’t be extended for a general finite dominant mor-
phism Y — X in Smy, and there is no way in general to define a transfer
M_5(Y) — M_5(X). This is possible however, if the morphism Y — X is
finite and étale, or if the structure of GW-module on M_, happens to be
trivial. This is exactly the case of Voevodsky’s homotopy invariant sheaves
sheaves with transfers, for example with the sheaves Kff .

We will also see below in Section 4.2 that one may always define a canon-
ical transfer by conveniently twisting the transfer M_o(L) — M _o(K).O

3.3 Proof of the main Theorem

In this section we give the proof of Theorem 3.27. We start with the following
Lemma in which p denotes the exponential characteristic of k:

Lemma 3.34 Let K C L be an extension and let x € L be a generator of L
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over K. For any unit u € K* the following diagram is commutative

L

ML) =9 (k)
i <u > i <u>

M_y(L) Sy M_y(K)

For odd exponential characteristic p or for p =2 and K C L separable, the
following diagram commutes:

Trk(z)
M—I(L) — M_l(K)
1l <u> 1l <u>
Trk (u.z)
ML) TEST (k)

and that for p = 2 and a purely inseparable extension the following diagram
commutes:
Trf‘((a:)

Mo(D) TES (k)
| Ll <u>

Tr (u.z)
ML) ES M_\(K)

Proof. Let us denote by P the minimal polynomial of  over K and by
Q that of uz. The K-automorphism f, : Pk = PL. [z,y] — [uz,y] induces
an automorphism of complexes < u >: C*(Pk; M) = C*(Pk; M) such that
obvious diagram

Moy(L) 5 HAPK M) ©  C*(Pi M)
1l <u™ > U 1l <u>

ML) % H\P}sM) C OBl M)

commutes, as clearly Q(Y) = u"P(X). Moreover one has (using our standard
conventions) Qo(Y) = u"Fy(=+Y) and thus Qy((uz)?") = (u".u™" ) Fy(z"").
If p is odd v™P" is congruent to v mod the square v?"~! and if p = 2 but
m = 0 we thus obtain < wy(uz) >=< u" >< u >< wp(x) >. If p =2 and
m > 0 then < wy(uxr) >=< u" >< wy(z) >. These facts imply the last

claims.(d

We now observe that if [L : K] = 1 and x € L is any element then
Tri(z) = 7E(x) : M_5(L) — M_5(K) is nothing but the inverse to the
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canonical isomorphism M_o(K) = M_5(L) by using Lemma 3.25 and in par-
ticular doesn’t depend on .

Using this fact and an easy induction on r, we see that to prove Theorem
3.27 it suffices to prove the statement of the Theorem in the case r = 1 and
2. In fact the case r = 2 suffices because this case also implies the case r = 1:
apply the case r = 2 to the extension K C L with two generators z and y of
L over K, and the previous observation.

We fix now K C L a finite extension in Fj and (z,y) generators of L|K.
Set F := K[z] C L and F := K|y|] C L. Observe that z is a generator of L
over F' and y of L over E. We have to prove that the following diagram

TrL(z)
M_2<L) — M_2(F)
L Tri(y) b Trig(y) (3.9)

TrE (z)
MoE) 9 A ,(K)

is commutative. Our method is to “embed everything” in (P')% and to use
the results at the end of the previous section 3.1. More precisely let us denote
by (00,00) € (P')% the K rational point given by the two points at co. For
this point the pair of functions (_71, _71) is a system of local parametrs and

we get the canonical isomorphism

P11
vxy  Moo(K) =7 HZ ((PY5; M) = H*((P')j; M)

where the right isomorphism is given by Corollary 3.15. Observe that if we
interchange the order of X and Y (or rather _71 and _71) then 7y x = yxyo <

—1 > by Theorem 3.19. By abuse we will also sometimes denote by vy y the
®_1 1

isomorphism M_y(K) =~ HZ, ((PY)%: M).

We will denote by p is the exponential characteristic of k, by P the
minimal polynomial of z, by @ that of y, both over K. We write P(X) =
Py(X?") where Py € K|[X] is irreducible and separable, and analogously
Q(Y) = Qo(Y") for y. We let 2 denote the closed point of A% (or (P1)%)
corresponding to L with the generators (z, y) in this ordering; M, will denote
the maximal ideal at z (in either A% or (P')%). Each of our arguments below
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will amount to use and analyze the morphism

-1
Tx,y
~

HZ((P')j M) — H*((P')5; M) = M_y(K)
Lemma 3.35 Assume that (P,Q) € M, is a reqular system of parameters.

1) We set w(P) = wy(z)P(X) = Py(X?')P(X) and w(Q) = wo(y)Q(Y) =
Qy(YPHYQ(Y). Then (w(P),w(Q)) is also a reqular system of parameters in
M.,. We let Pr (resp. Qg) be the minimial polynomial of x (resp. y) over
F (resp. E). Then one has:

Pus(P)w(@r) = Pu(P)w(@) = Pu(Pr)w(@)
2) The diagram

Trl%‘(fz)
ML) 5% M_o(F)
b Tri(y) b Tric(y)
MoE)  TESY MLK)

commutes.

Remark 3.36 For instance (P, Q) € M, is a regular system of parameters
if one of x or y is separable over K. Indeed, the quotient ring K[X,Y]/(P, Q)
is always isomorphic to E ® F. If one of the extension is separable, then
E ®g F is a product of fields, one of these being L itself, this implies the
claim.[]

Proof. 1) It suffices to prove the first equality. In E[Y] one has a
decomposition Q(Y) = Qg(Y)R(Y). The assumption that (P, Q) is a regular
system of generators implies (it is in fact equivalent) that R(Y") is prime to
Q(Y'), that is to say that @z has multiplicity 1 in Q. Recall that Q(Y) =
Qo(Y"?") in K'Y with @ irreducible and separable, that is to say the minimal
polynomial of y?’ over K. Write Qg o(Y) for the minimal polynomial of y*’
over E. We get in E[Y] the decomposition Qo(Y) = Qgo(Y)Ro(Y) with
Ry(Y') prime to Qgo. Now we get the equality in E[Y]:

QY) = Qo(Y”) = Quo(Y”)Ro(Y"”)
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As Q(y) = 0 and REvo(ypj) # 0, the minimal polynomial Qg of y over E
divides QE,O(Y’” ). Now Qg0 being irreducible, QE,O(ij) is of the form
Q:(v?" )" with @, (Y?") irreducible. Thus as Q(Y) divides Q(Y) in E[Y]
with multiplicity 1, we see that Qg(Y) = Q1(Y?), j” = 0 and R(Y) =
Ro(Y?"). Tt follows that in E[Y]: Q(Y) = Qo(Y?') = Qro(Y?” Ry(Y?') =
Qp(Y)Ro(Y?) and Qp(Y?) = Qlo(Y” ) Ro(Y” ) +Qp(Y)Ry(Y?"). Now (see
the definition of the isomorphism ® (3.6) ) this implies that

Puy(P)w(@) = PuP)u2w(@p) = Pu(P)w(@)

with u = Ro(Y?) € E*, the last equality coming from Corollary 3.23; the
point 1) is established.

2) We introduce the composed morphism

-1
Tx,y

HZ((P)jes M) — H((PY); M) = M_s(K)

Pu(P),w(Q)
TTIL((:E?y) : M—Q(L) =

We claim now and prove below that the morphism Trk (z,y) is equal to

Tré(y) TTIE;.(—m)

M_o(L) Y M_o(B) 5" M_y(K)

This fact implies the Lemma because by interchanging X and Y we see that
on the other hand that

—1
Ty, x

HZ((PY)fe: M) — H((PY)f; M) = M_y(K)

Pu(Q),w(P)
Tri(y,x) : M_o(L) =

is equal to

By Theorem 3.19
Yxy = Yyxo < —1>

and ®u,Q)wr) = Pup)w@©e < —1 >. Thus we get the equation between
morphisms M (L) — M _5(K):

TrE(—z) o Tri(y) =< —1 > Tri(—y) o Trik(z)o < —1 >

The Lemma 3.34 for v = —1 (observe that for p = 2 this Lemma for
u = —1 = 1is trivial) implies that < —1 > Trk(—y) = Trk(y)o < —1 > and
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also < =1 > Trk(z) = Tri(—z)o < =1 >. As< —1>o0< -1 >=<1>is
the identity the Lemma is proven, modulo the claim.

To prove this claim, that Tr%(x,y) is the composition:

TL 7'E —T
M_o(D) 2 ap o) TEST a (k)

we proceed as follows. Write PL = {x} x P! C (P')% the closed subscheme
defined by the product immersion of x : Spec(E) C Pk corresponding to
x and Idp_ over K and we write P, = P! x {oo} C (P')j the closed
subscheme defined by the product immersion of /dp1_and the point at infinity
oo : Spec(K) — Pk over K. We denote in the same way (x,00) € PL the
E-rational point defined by the product of x : Spec(E) — Pk and the point
at infinity Spec(K) — P}. The main observation is that HZ((P')%; M) —
H?((PY)2; M) factorizes canonically as

HZ((PY)i; M) = Hyy ()} M) — H*((P')j; M)

We analyze this decomposition through the various identifications we have
in hands, to prove our claim. First we have the following diagram where the
morphisms without name are the “obvious one”:

BB M) = H (B M)

bup T bup T N
HAPRML) - HAPRM.)  HE ()3 M)
O, T1 Y N b T
Moy R M) 2 HL(PhM)

It is commutative by all what we have seen so far: the point 1) of the Lemma
that we established (Pu(p)w(©r) = Pu(p)w(@)) show that the left vertical com-
position is indeed ®,,p) (@) The left bottom square commutes by the very
definition of Tr%(y). The top left square and the right square involving wp
are commutative diagrams by (3.5) for wp, that we use for two points z and
(x,00). The remaining triangle involving ~ is commutative by Lemma 3.25.
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Now we concatenate on the left side of the previous diagram the following
one:

HY (BVisM)  —  HY(EaM)

N N
0, (P M) —  Hg (PY%: M)
Pup /" RS T oo
Hi, ) (Pl M) Hl, P M) = HY(PL;M)
Ty T 0., TPy
- TE X
M _5(E) = M _5(E) RO A (KD

The latter commutes for the following reasons: the top square commutes for
trivial reasons. The left bottom diagram commutes by Theorem 3.19. The
middle right square commutes by (3.5) for =X and the bottom left square

Y
commutes by definition.

Altogether the commutativity of the diagram obtained from the union
of the previous two ones gives, after a moment of reflexion, the fact that
Trk(z,y) is the composition

Tri(y) <-=1> TrE(z)

M_2<L) — M_Q(E) ~ M_Q(E) —
The last right multiplication by < —1 > comes from the fact that the vertical

right morphism of the previous diagram is ¢ — 1 which is equal to ®-1 —10 <
VX XY

—1 > and we conclude using Lemma 3. 34 and v = —1. The Lemma is
established.]

Corollary 3.37 Assume that K C L is separable. Then the diagram (3.9)
1s commutative and in particular the Theorem 3.27 holds in characteristic 0
or in case b).

Proof. Indeed apply the previous Lemma and conclude by the induction
on r that we mentioned above.[]

Corollary 3.38 Assume that E and F are linearly disjoint, that is to say
E ®k F — L is an isomorphism. Then the diagram (3.9) commutes. In
particular, this holds if x is separable over K and vy is purely inseparable.
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Proof. Indeed this conditions implies that (P, Q) is a regular system of
parameters at z, and we just have to apply the previous Lemma.l]

It remains to establish the Theorem in finite characteristic p.

Lemma 3.39 Assume that y = o for some integer m. Then the following

diagram commutes:

M_5(L) =
| rE(-z)
£ ()

M_Q(F> —
In particular, for p odd, the diagram

M_o(L

Trp(—wo(z).x) |
M_,(F)

15 commutative.
For p =2 the following diagram

M_5(L)
b 7i(wo(z).2)

M_5(F)

Tr(y)

M_5(L)

L rh(-a)

M_5(K)

M_5(L)
b Trg(-z)

M (K)

M_o(L)
boi(@)

M_(K)

Proof. Observe that in that case £ = L and that F = K[y] = K[z7"]
P and @ denoting (as usual) the minimal polynomial of z and y over K

respectively, it is clear that P(X) = Q(X?") and also that wy(z) = wo(y).

We consider the morphism

HZ((P)fe; M) — H* ()i M)

—1

X
2 M_o(K)

corresponding to the closed point z. We claim that on one hand the compo-

sition

D _epm
PO B (PN M) - HA((PY; M)

M_o(L) "%

—1

X
= M_o(K)
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is Tr%(—x) and the other hand that the composition obtained by interchang-
ing the role of X and Y

—1
Loy xp™ -y Ty, x

Mo(L) = = HX((P)i M) — H((P)j; M) = M_y(K)
is the composition Trllg[mpm](xpm) o Trf([xpm}(—x).

The first claim follows by using the same techniques as in the proof of
Lemma 3.35. Observe that (P(X),Y —X?") is a system of regular parameters
at z and we may factorize the above morphism as

H2(PY)is M) = He (PYj M) — H((PY)g; M)

l T (I)P(X),Y_Xpm \L ! 7)_(,1Y
M (L) M_y(K)

where P C (P')2% is the closed immersion corresponding to P(X) = 0. As
E=L,Y—X"P"is equal in the maximal ideal of z in P} to polynomial Y —y,
so that the isomorphism 6y _x,m : M_o(L) = H}(P}; M_) is the canonical
one (corresponding to the rational point y in L). The rest of the claim is
straightforward, copying the reasoning used in the proof of Lemma 3.35.

For the second claim we observe that (Q(Y), XP" —Y) is also a regular
system of parameters at z and that the curve defined by the first equation
Q(Y) = 01is PL, = P! x Spec(F) C (P')2%. The second parameter X" —Y
is a local parameter for the closed point z := Spec(L) C PL, as X?" — y is
the minimal polynomial of x over F'. The rest of the claim follows from an
analogous reasoning as in the proof of Lemma 3.35.

Once this is done we claim that

Ppxyy—xrm = Poyy,xrm_yo < —1 >

which suffices to imply the Lemma as yxy = 7y xo < —1 >.

To prove the above claim, by Corollary 3.23, it suffices to prove in the set
w(M,/(M.)) of orientations that one has the equality

PX)AN(Y = XP") = Q(Y) A —(X7" —Y)

129



But P(X) = Q(X?") and Q(X?") — Q(Y) is divisible by Y — X?" Thus

PX)AY = XP") = Q(Y) A (Y — XP7)
which establishes the claim. The rest of the Lemma is straightforward.[

Lemma 3.40 [f K C L = E = F 1is purely inseparable, and if char(k) # 2
or if the GW -module structure on M_ is trivial, one has the equality

Ti(x) = TR (y) : M_s(L) = M_5(K)

Proof. Let [L: K| = p’ > 0 be the degree (the case K = L is trivial).
We consider again the morphism

HZ((P1)fe;s M) — H*((P)fe; M)

corresponding to the closed point z = (x,y).

There is a unique polynomial R(X) € K[X] with degree < p' such that
R(z) = y and there is a unique polynomial S(Y) € K[Y] with degree < p’
such that S(y) = x.

We claim that on one hand the composition

—1
Pp(x), Yy —R(X) Xy
~Y

Moo(L) "= T HA(PY)i M) = HX (P M) = M_y(K)
is 7L (—x) and on the other hand that

Pov),x—s(v) VY, X

M_op(L) ~ = HI((PYi; M) — H*(PY)j; M) = M_y(K)

is 7E(—y). Of course the second claim follows from the first one by inter-
changing X and Y.

Now the first claim follows by using the same techniques as in the proof of
Lemma 3.35. Observe that (P(X),Y — R(X)) is a system of regular parame-
ters at z and the first factorization is z € P} C (P')% with P} = Spec(L)x P}
corresponding to P(X) =0. As E = F = L, y is a rational point of P} and
the isomorphism 0y _px) = Oy_, : M_o(L) = H}(P}; M_,) is the canonical
one corresponding to any rational point. The rest is straightforward.
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Now we prove that

Ppx)y-r(x) = Pov) x-s)° < —1> (3.10)

at least in odd characteristic. Taking into account that yxy = vy, xo < —1 >
this implies the Lemma as we get (using Lemma 3.34) for any generators z, y
the equality 7%(—z) = 7E(—y). Observe that if the GW-structure is trivial,
by Remark 3.24 (or Corollary 3.23) the isomophisms @, , do not depend on
any choice of the regular system of parameters. The Lemma in that case is

thus proven.

It remains to compare ®p(x)y_r(x) and Pgy) x—sv). By Corollary 3.23
and Remark 3.24 it suffices to compare in w(M,/(M.)) the induced orien-
tations P(X) A (Y — R(X)) and Q(Y) A —(X — S(Y)). _

Set a :=2? € K and b := y? € K. Observe that P(X) = X? — a and
Q(Y) =Y? —b. Wehave R(S(Y)) = Y[V —b] and that S(R(X)) = X [X*' —
a] as S(y) = z and R(x) = y. Now X? —a = XP' — S(Y)P' + S(Y)*' —a.
The polynomial

i

X" — S = (X - S(Y))

lies in (M,)? (because p' > 2) so that P(X) = S(Y)?" —a in the L-vector
space M, /(M.)?. Now the Taylor development in L[Y]:

SY)=Sy) = —y)S'(y)+ Y —y)*T(Y)

implies by raising to the p’-th power the equality in K[Y] (observe that
o= =S

S —a= (" =b).( ) + (" = b)*T(Y))’

This implies that S(Y)? —a = (S"(y))*".Q(Y). So we have established

PX)A (Y = R(X)) = (8'(y))".Q(Y) A (Y = R(X))

Now Y — R(X) =Y —R(S(Y)) + R(S(Y)) — R(X). As the minimal poly-
nomial Q(Y) of y divides Y — R(S(Y)), we see that Q(Y) A (Y — R(X)) =
QY)AN(R(S(Y)) — R(X)). Now the Taylor formula tells us that R(S(Y)) —
R(X)=R(X).(S(Y)—=X)+(S(Y) - X)2U(X,Y) in K[X,Y]. Thus again
(Y — R(X)) = R(2).S(Y) — X and we get that

P(X) A (Y = R(X)) = (S'(y)"".R'(2).Q(Y) A (S(Y) — X))
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As S'(y)).R'(x) = 1 because R(S(Y)) = Y[Y?" — b], we obtain at the end:

P(X)A(Y = R(X)) = (S'(y))"" Q) A (S(Y) — X)
In characteristic p > 2, S’(y)?" ! is a square so the claim (3.10) follows.[]

If p = 2, in the previous proof we actually got:

PX)AN (Y —R(X)) =< S(y) > .QY)AN(S(Y) — X) (3.11)
Observe that < S'(y) >=< R/(z) >. It follows that in that case we proved:

Lemma 3.41 Assume char(k) = 2 and let K C L be purely inseparable and
monogenous generated by x. Let R € K[X] be such that R(x) is a generator
of L|K (that is to say R’ # 0 € K[X]. Then one has the equality

TE(y) = TE(2)o < R'(z) >: M_y(L) = M_y(K)

Remark 3.42 We will use below the previous Lemma to define the Rost-
Schmid complex in characteristic 2. In fact using the notations which will be
introduced later in characteristic 2, we will see in Corollary 4.2 that there is a
canonical “Transfer morphism” for any finite dimensional purely inseparable
extension K C L of the form

TrEk - M_o(L) X« Q™*(L|IK)* — M_s(K)

where Q2" (L|K) is the maximal external power of the finite dimensional L-
vector space §2(L|K') of Kahler differential forms of L over K. This morphism
has the property that given any sequence of generators (x1, ..., x,) of L over
K, where r = dimQ(L|K), one has form € M,(L) and L; :== K|[z1,....x;] C
L:

Tric(m;dzy Adzg A -+ Ada,) = T (x1) 0 -+ o 7 (2,)(m)

Corollary 3.43 Assume that L is purely inseparable over K (and so are E
and F). Then the diagram (3.9) commutes if characteristic # 2 or if the
GW -structure is trivial.

Proof. Let K’ C L be ENF. One may check that if p’ := [L : F] is the
degree of & over F and p/' := [L : E] that of y over E then v = 2# € K’ and
B =1y” € K’ are both generators of K’ and that the extensions K’ C F and
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K' C F are linearly disjoint. By Lemma 3.40 we know that 75 (o) = 75 ().

Using the commutativity given by Corollary 3.38 and repeted use of Lemma
3.39 we obtain the result.[]

Now we may finish the proof of Theorem 3.27 as follows. We introduce
the following commutative diagram of intermediate fields, in which Ej, is
the separable closure of K in E and Fj, the separable closure of K in F:

E Cc EF, c L

U U U
Ewp C EupFup C EopF
U U U

K ¢ F., <Cc F

The case b) of the Theorem was done in Corollary 3.37. We treat both
remaining cases a) and c) at the same time. We observe that each of the
extension appearing in the diagram is monogenous and either separable or
purely inseparable. In each of the case we know that the cohomological trans-
fer doesn’t depend on any choice by Corollary 3.37 and Lemma 3.40.

We start with TrE(z) o Trk(y). We write p" = [L : E.F,,] and p’ =
(L : Esep.F]. From lemma 3.39 (and Lemma 3.40 in case of characteristic 2
and trivial GW-structure) we see that Trk(y) = T?"E'F“”(ypj YoTrk Fooy(Y)
which we simply write (taking into account what we just said) Trk(y) =
Triteer o rk r..- In the same way Trg(z) = Triee o TTESE

Now the left top square satisfies the assumptions of Corollary 3.38 (Esep C

Eqep.Fiep is separable and Ey,., C E is inseparable). Thus in the composition
Trf;“” o TrE o T?“E Foer Tré_Fsep
we may permute the two central terms to get
E.Facp

Esep Esep Fsep . L
Tr " oTry TTESEP.FSEP oTrgp,,

By Lemma 3.35 for the bottom left square and Corollary 3.43 for the right
top square, we get further

F‘sep Esep~E9ep Esep~F L
Tr o TrFsep o TTEsep.Fsep o TTESEP.F

133



and from Corollary 3.38 again for the bottom right square we finally get

TTIF;SEP © Trgsep © Tr?SEp'F o Trésep-F
which is checked by lemma 3.39 (and Lemma 3.40 in case of characteristic 2
and trivial GW-structure) to be equal to Tr¥ (y) o Trk(x).

The Theorem is proven.[]

4 The Rost-Schmid complex of a strongly A'-
invariant sheaf

4.1 Absolute transfers and the Rost-Schmid complex

We still fix a strongly Al-invariant sheaf of abelian groups M on Sm,.

The absolute transfers. We aim now at unifying, at all the characteris-
tics, including the characteristic 2, the transfers defined previously. This is
inspired by [77], and will be needed to define the Rost-Schmid complex below.

Let A be a k-algebra. Recall that one may construct the A-module of
Kéhler differential forms Q(A|k) over k, see [47] for instance. If A is a smooth
finite k-algebra, this is a locally free A-module of finite rank. More generally
if A is essentially k-smooth, Q(A|k) is also a locally free A-module of finite
rank (more precisely of rank d if Spec(A) admits a pro-étale morphism to a
smooth k-variety of dimension d). It will be convenient in the sequel to use

the notation:
w(Alk) = QT (Alk) = Ny (Q(Alk))

for the maximal exterior power of 2(AJk). Sometimes we will even simply
write w(A) if there no possible confusion about the base field k. Observe
that w(A|k) is an invertible A-module (locally free module of rank 1). This
definition applies for instance to any F' € Fy.

We start with the case of characteristic # 2.
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Lemma 4.1 [77] Assume given a purely inseparable finite extension i : F C
E in odd characteristic p. Then there is a canonical Q(E)-equivariant bijec-
tion
Qi) : Q(w(F|k) ®F E) — Q(w(EIk))
induced by the (iterations of the) Frobenius homomorphism.
Proof. In loc. cit. page 16 this bijection is constructed in case EP C F.
For a general finite purely inseparable extension F' C E, one may factorize

it as K C...EP C EP C E, where each intermediary extension satisfies the
above property.[]

For a separable finite extension F' C F, the map w(F|k)@pFE — W™ (E|k)
is an isomorphism. Altogether we see that for any finite extension i : K C L
there is a canonical (L)-equivariant bijection :

Qi) - Qw(Kk) ®x L) = Q(w(L|k))

With this bijection, we may define for n > 2, the twist (that is to say the
product over Q(K)) of the transfer morphism of definition 3.28 to get:

Tri(w) : M_,(E;w(E|k)) = M_,(F;w(F|k)) (4.1)

In characteristic 2 the situation is quite different. We improve our
computations related to the transfers in the following form:

Corollary 4.2 Assume char(k) = 2 and let K C L be a purely inseparable
finite extension. Then there is a unique bilinear map

TE M _5(L) x w(L|K)* — M_y(K)

such that the following property hold: given a factorization K = Ly C Ly C
-+ C L, = L such that, for each i € {1,...,7}, Li_y C L; is monogenous
and [L; : Li_1] > 1, and given for each i € {1,...,r} a generator z; € L; of
L; over L;_q, one has for m € M_5(L):

Trf((m, dry A\ -+ Ndx,) = T[L(l (r1)o0---0 Tfr’;l(x,ﬂ)(m)

This map induces a map (actually a group homomorphism):

Tri - M_o(L) X px w(L|K)* — M_y(K)
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Proof. We prove first the case »r = 1. It suffices to prove that for a
generator x € L, the morphism 7%(x) : M_o(L) — M_5(K) only depends on
dx € Q(L|K) (observe that in that case Q(L|K) is of dimension 1 over L).
If y € L is an other element, there exists a unique polynomial R(X) inK[X]
of degree < [L : K| with y = R(z). Observe that y is a generator of L over
K if and only if R'(X) # 0. Thus R'(z) # 0 and by Lemma 3.41 one has the
equality

T:(y) = T(2)o < R'(x) >: M_5(L) — M _4(K)

Of course in Q(L|K) we have also dy = R'(z)dx, which establishes the case
r=1.

For r > 1 we proceed by induction on r. Observe that with our as-
sumptions Q(L|K) has dimension r. The given factorization produces an
isomorphism (with obvious notations)

Q(Lr’Lr—l) L, Q(LT—IILT—2> L,y -+ QL Q(L1|K) = Qmax<Q(L|K))

In this way we reduce to proving the case r = 2. The statement means
the following: given (z,y) and (2,%’) pairs of elements in L which both
generates L, that is to say that (dz,dy) and (dz’,dy’) are both basis of the
2-dimensional L-vector space Q(L|K) over K then letting 6 € L* be the
determinant of (dz’,dy’) in the base (dz,dy) we have the equality (setting
E = Kl[z] and E' = K[2])

Tie (@) o T (y) = TR (x) 0 TR (y)o < 6 >

Now clearly one of the pair (dz, dy’) or (dx, dz’) is also a basis of Q(L|K) over
K. So to prove the formula we may reduce to the case that both pairs have a
common element. For instance (x,y) and (x,%’) (the other case can be treated
in the same way). Now there is a unique polynomial R(X,Y) € K[X,Y] such
that ¥ = R(x,y) if we impose moreover that it has only monomials of the
form a; ; XY with i < [E: K] and j < [L : E]. With our conventions we see
that the polynomial R(z,Y) € E[Y] satisfies the assumption of Lemma 3.41
so that in the group of morphisms M_5(L) — M_5(FE) one has the equality

k) = i) < Lo )

Now we conclude by observing that %(y) is exactly the determinant 0

in this case.ld
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We now make the following observation: given a purely inseparable ex-
tension F' C F with £ C F, the exact sequence (*) of [77, page 16]

0— QE?/F?) ®@p: E — Q(F|F?*) @p E — Q(E|E*) = Q(E|F) = 0

also exists in characteristic 2, using exactly the same arguments. We also
have Q(F|F?) = Q(F|k) and Q(E|E?) = Q(Elk), as in loc. cit.. Now in
characteristic 2, and this is the main difference, there is no bijection as in
the above Lemma 4.1. But we have:

Lemma 4.3 If char(k) = 2, for each purely inseparable extension FF C FE
with E* C F, then w(E?/F?) Qg2 E admits a canonical orientation.

Proof. Indeed, if we choose two non-zero elements w; and wy of w(E?/F?),
each defines a non zero element w; ® 1 in w(E?/F?) @2 E. But there is a
unit v in £? such that ws = uw;, and u € E? becomes a square v? in E by
construction. Then

w1 =(uw) ®1=w Qu=(w® 1)v?

so that the two elements w; ® 1 are equivalent in the set Q(Q(E?/F?) Qg2 E)
of orientations of Q(E?/F?) Qe E.[]

The previous Lemma and the above exact sequence gives a canonical
Q(F)-equivariant bijection

Qw(E[R)) = Q(W(F[k)) @q(r) Qw(E|F))

This bijection is checked to extend by composition to a canonical bijec-
tion of the same form for any finite purely inseparable extension. Taking
into account that the canonical Transfer morphism for purely inseparable
extensions F' C E of Corollary 4.2 (in characteristic 2) has the form:

Tre : M_o(E) xpx w(E|F)* — M_5(F)
we see that, in characteristic 2 as well, we get a canonical morphism :

TrE(w) : M_,(E;w(E|k)) — M_,(F;w(F|k)) (4.2)
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for any purely inseparable extension F' C F. Now given any finite extension
K C L we may factorize it canonically as K C Lg, C L. We may the also
define a morphism

Mo (Liw(L|E)) = M_o(K w(K]R))

as M_,,(L;w(L|k)) = M_,,(Lsep; w(Lsep|k)) followed by M_,,(Lgep; w(Lsep|k)) —
M_,(K;w(K]|k)), where the last one is just the twist of

Tre « M_y(Lyep; 0(Loep| k) — M_ (K w(K]k))
(from Definition 3.28) by w(Lsep|k)* = w(K|k) @k L,

Definition 4.4 Given any finite extension K C L, for n > 2, the canonical
morphism constructed above (in any characteristic) of the form:

Tri(w) : M_,(Lyw(L|k)) = M_,(K;w(K|k))
is called the absolute transfer morphism.
The following is now easy to establish, we leave the details to the reader.

Lemma 4.5 Given any finite extension K C L, for n > 2, the absolute
transfer morphism is K*-equivariant for the obvious action.

The absolute transfer morphism is functorial in the sense that for any
composable finite extensions K C E C L the composition

TrE(w)

— M_.(E;w(Elk)) M_n (K w(K|k))

equals Trk (w).

Remark 4.6 1) In odd characteristic this transfer can be canonically ”un-
twisted” using Lemma 4.1 and corresponds to the cohomological transfer
Trk : M_, (L) — M_,(K) from Definition 3.28. However in characteristic 2,
there is no way in general to untwist the canonical transfer in a canonical way.

2) Given a monogenous extension K C L with z € L a given generator,
the normal bundle Spec(L) C Al is trivialized by the minimal polynomial
of . This defines an isomorphism w(L|k) = w(K[X]|k) = w(K|k), thus
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one gets a trivialization of w(L) ® w(K)~!. The twist of the absolute Trans-
fer by w(K)™! composed with the previous trivialization gives a morphism
M_, (L) — M_,(K) which is seen to be the geometric transfer 75 (z).

3) When L is a one dimensional K-vector space, we will use the notation
Tr(w® L) for the absolute transfer twisted by £ over K, that is to say the
obvious morphism

M_,(L;w(L|k) @k L) = M_,(L;w(Kk) @k L)

O

The Rost-Schmid differential. Now we define for any (essentially) smooth
k-scheme X a diagram

CO(X; M) = Cho(X; M) — -+ — Cho(X; M) — ...

which we will prove in the next section to be a complex and in the Section
after that this complex is canonically isomorphic to the Gersten complex
C*(X; M) mentioned in Section 3.1.

This complex is constructed along the line of the complex of X with
coefficients in a Rost cycle module [75] and its extension to Witt groups [77].
For this reason we will call it the Rost-Schmid complex. The main property
of this complex, once constructed, is the homotopy invariance property, see
Theorem 4.38 below, which comes from an explicit homotopy as in [75] and
[77].

Now as in the preceding section we have defined absolute transfers on
sheaves of the form M_,, our main observation is that to define the Rost-
Schmid complex one actually only needs transfers morphisms on the groups
of the form M_,(F) for n > 2. Thus it must be possible to define this com-
plex for any M, always assumed to be strongly Al-invariant. This is what
we are going to do.

Given a field F' € Fj, and an F-vector space A of dimension 1 and an
integer n > 1, we set

M_n(F, A) = M_n(F) ®[F><] Z[/\X}
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where A* means the set of non-zero elements of A endowed with its free
and transitive action of F* through scalar multiplication. Like in [77] we
may also observe that as a set M_,,(F;A) is also M_,(F) X px AX; one may
explicit the group structure, see loc. cit.. Moreover, as the action of F*
on M_,, factors through an action of Q(F) := F*/(F?), we may also see
M_,(F;\), as a set, as defined by the formula

M_,(F;Q(A)) == M_,(F) XQ(F) Q(A)

with Q(A) := A*/(F*)? (this is compatible with our previous definitions and
with the notations of [77]).

If we let A=! denote the dual of A as an F-vector space, observe that
the map A 2 z +— 2* € A~! ({2*} being the dual basis of {z}) induces a
canonical bijection

Q(A) = Q(A™)

Thus in fact we have a canonical isomorphism
M_,(F;A) = M_,(F;A™) (4.3)

In the sequel, we will freely use the identifications discuss above. We don’t
need to write the exponent —1 appearing for inverse (or dual) line bundles,
but we will sometime do it, to keep track of the geometric situation.

Let k be a field and V' be a k-vector space of finite dimension. We will set
A= (V) for its maximal exterior power. This is a one dimensional k-vector
space.

Observe that almost tautologically Q(V) = Q(A™**(V)).

Let X be an essentially smooth k-scheme and z € X be a point of codi-
mension n. The k(z)-vector space M, /(M,)? has dimension n and its dual
T,X is called the tangent space of X at the point z. We set

AL = AIS(T.X)
We may then define the Rost-Schmid complex as a graded abelian group:

Definition 4.7 Let X be an essentially smooth k-scheme and n an integer.
Let z € X™ be a point of codimension n. We set:

fs (X3 M)z = My (k(2); AT)
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We set
ES(X3 M) = @zex(mM—n(ﬁ(«z)SAf)

Remark 4.8 We might as well have defined A\ as
Af = AZ(z) (MZ/(MZ)2)

and proceed in the same way. We would get the same graded abelian group
because of the canonical isomorphism (4.3). The reason for which we made
the previous (not so important) choice will appear later..

The second fundamental exact sequence for the morphisms k — A — k(2)
(see [47]) yields a short exact sequence of k(z)-vector spaces

0— M./ (M,)? = QAIk) @4 k(2) = Qk(2)|k) = 0

because, k being perfect, x(z) is separable over k. Taking the maximal
exterior powers of the dual exact sequence gives a canonical isomorphism of
1-dimensional x(z)-vector spaces

ALY = w(k(2)k) @4 w(A|k)™ (4.4)

Remark 4.9 In the sequel we will often not write over which rings we take
the tensor product, as long as it may not lead to a confusion. So with our
previous conventions, when no confusion may arise from the base field, etc...,
we may simply write the previous group isomorphism as

A =2 wk(z) ®@wA)™ O

We now want to define a boundary morphism for the Rost-Schmid com-
plex
Ors : Cps (X5 M) — Cpg(X; M)

To do this it suffices to define for y € X1 and z € X™ a morphism
0% M_pia(k(y); Ay) = Mon(k(2); A2)
We take 0¥ := 0 if 2z ¢ J. Now we assume that z € y =Y.

We will need the following Lemma, which defines the morphism 0¥ when
z is a point of codimension 1:
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Lemma 4.10 Let z € Y be a point of codimension 1 in an essentially smooth
k-scheme Y, irreducible with generic point y. For any strongly A'-invariant
sheaf N, there exists a canonical isomorphism of the form

0. : Noa(k(2); ) = H (Y N)
such that for any choice of a non-zero element p € Oy, the morphism
0(—p) : Noa(ki(2)) = H (Y N)

induced by p is the isomorphism 0, defined in Corollary 1.35.

In particular the residue morphism 8¢ : N(k(y)) — HNY;N) (see at
the beginning of Section 3.1) becomes through this isomorphism a canonical
morphism of the form

0!+ N(r(y)) = Noi(k(2); AY)
Given a unit u € Oy, and an element v € N_y(k(y)), one has the following
formula (where the cup product with [u] comes from the pairing considered in

Lemma 2.48)
0Y([u].v) = eu].92(v)

where U € k(2) is the reduction of u and ¢ = — < —1 >€ KW (k(2)) is the
element introduced in Section 2.1. Note that to state the formula we used the
fact that [@). : N_o(k(2)) = N_1(x(2)) is a morphism of K™ (k(2))-modules
by Lemma 2.49 and thus induces a morphism

[u]. + Noa(r(2); AY) = Noa(k(2):AY)

If N s of the form M_,, for some m > 0, the residue morphism is moreover
equivariant for the obvious action of the group Oy, C k(y)* on both sides.

Proof. First we may shrink Y around z as we wish. We set Z7 := 2
and we may thus assume that Z is smooth over k. We use the definition of
the isomorphisms 6, given in the discussion preceeding Lemma 1.34. Let
and 4/ be non-zero elements of A} = M, /(M.)?. Both define a canonical
isomorphism of pointed sheaves Th(v;) = T A (Z,) (at least up to shrinking
further V') where i : Z C Y is the canonical closed embedding. Let u € Oy,
be a unit such that p/ = @.pu in A} = M. /(M.)?. By the very construction,
the isomorphism ), : N_y(x(z)) = H}(Y; N) induced by p' is thus equal to
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the composition of 6, : N_1(k(z)) = H}(Y;N) with the automorphism of
N_;1(k(z)) induced precisely by the multiplication by u: T'A(Z4) = TN (Z)
and the isomorphism of Lemma 1.34. But this is exactly the multiplication
by @ € k(2)* for the r(z)*-structure on N_;(k(2)) we used to define \!" as a
tensor product. The first claim of the lemma follows from this. The second
claim is proven as follows. Given u : Y — G, one gets an induced morphism
of the cofibration sequence (Y — z2), C Y, — Y/(Y — 2) to the cofibration
sequence G, A (Y —2); C G, A(Yy) = G A(Y/(Y —2)). We may suppose
that Y is henselian local with closed point z, and thus we may assume that
there is an étale morphism f : Y — AL ) with f71(0) = 2; this defines
an identification Y/(Y — z) = T A (Spec(k(2)1)) = G, A (Spec(k(z)1)).
Isolating the part related to the connecting homomorphisms (dashed arrows
below) the morphism of cofibration sequences above gives us a commutative
diagram of the form:

Gum A (Spec(r(z)4)) = YNY/(Y-2) - (Y —2)y
anId | u |

G A (G A (Spec((2)1))) = S1Gm A (Y/(Y —2)) -2 G A(Y — 2)4

The second claim follows from this and from the geometric interpretation of
the residue morphism given in Section 3.1. Observe that € appears as one
has to permute the two G,,’s in bottom left corner to get the formula in the
correct way. By Lemma 2.7, this is the same € and this is indeed — < —1 >
as claimed.

The equivariant statement follows just from the naturality of the action
of G,,, on sheaves of the form M_,, and a straightforward checking.[]

We may now define the morphism 8%572 in the general case, following
Rost [75] and Schmid [77]. We may replace X by its localization at z and
thus assume that X = Spec(A) is local with closed point z and residue field
k. We have to define a morphism

0+ My (r(y); A)) — M_n(k(2); AT)

Let A — B be the epimorphism of rings representing the closed immersion
Y = Spec(B) C Spec(A) = X. Let Spec(B) =Y — Y be its normalization

in k(y); B is a principal ring with finitely many maximal ideals. We let Z;
be the finitely many closed points in Y, each lying over z. We write &; for
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the residue field of Z;.

By (4.4) above we have that A} = w(k(y)) @w(A)~". Now as Spec(B) is
(B

essentially smooth over k£, the 1nvert1ble B-module w(B) is equal to w(x(y))
at the generic point, by which we mean w(B) ® 5 s(y) = w(k(y)). One gets
a canonical map:

M1 (K(y) X e (W(B) @ w(A) ™)X = M_pia(r(y); A)) (4.5)

which is automatically an isomorphism.

For each point Z; of Spec(B) we use the previous Lemma 4.10 and get a
canonical B*-equivariant morphism

0%+ M1 (k(y)) — M_,(R;); AY)

One then take the product of this morphism over B* with w(B) ® w(A)~! to
get, as consequence of the above isomorphism (4.5), a canonical morphism:

; : M,nﬂ(/ﬁ(y);/\f) — M_,(Ri; \y) (4.6)
where A; is the following 1-dimensional k;-vector space:
A =AY ©w(B) ® w(Alk) ™)

~Y

Now we remember that there is a canonical isomorphism Af >~ w(R) ®
w(B)™! so that we get at the end a canonical isomorphism of the form

Az‘ = w(/%z) & W(A>_1
To define the morphism ¢ it remains now to define a morphism
Fot M_p(Fgy Ny) — M_p(k; AY)

As AX = w(k) @ w(A)™! we see that we may take the absolute transfer
Trfi(w) : M_, (ki w(F;)) = M_,(k;w(k)) (defined in 4.4) and then we twist
it over kX by w(A)™! to get 7;.

For each 4 the composition of d; : M_,41(k(y); A)) = M_y(Rs; A;) and of
7; is a morphism

M_, 1 (K(y); A;() — M_,(k; Af)
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and we set now:

hse = 3700 s M_ya(m(y); AY) = M (w: AY)

We may then define the Rost-Schmid complex as a graded abelian group
with a morphism Org of degree 1:

Definition 4.11 Let X be a smooth k-scheme and n an integer. The Rost-
Schmid complex of X with coefficients in M is the graded abelian group
{CB(X; M) }nen endowed with the morphism Ogs : Chg(X; M) — CHE (X M)
defined from the degree n — 1 as the obvious sum

Z a%/%s,z

yeX (1) zcx(n)

Beware that we didn’t yet prove that this is a complex, and we consider
for the moment C¢(X; M) as a diagram, or a quasi-complex:

Definition 4.12 A pair (C*,0) consisting of a graded abelian groups C* and
a morphism 0 : C* — C**1 of graded abelian groups of degree +1 is called a
quasi-complex.

Remark 4.13 We will need in the next section, for any line bundle £ over
X, the Rost-Schmid complex twisted by L: Che(X;L; M_1) (see [77] in the
case of the Witt groups). Its definition is as follows. As a graded abelian
group we just take:

R (X5 L5 M_y) i= @ e xo M_p_1(K(2); AL @ L)

The differential is the sum of the twisted version of the 0¥ that we defined
above. To do this, we observe that the absolute transfers and residue mor-
phisms that we used are equivariant with respect to the action of the units
O(X)* (see Lemma 4.10, and Lemma 4.5). Observe also that we used the
action of the units on M_; so that one can’t define the twisted Rost-Schmid
complex Crg(X;L; M) in general, for M not of the form M, .

Observe that any orientation of £ in the sense of definition 3.3, that is to
say an isomorphism w : £ = ;®? between £ and the square of a line bundle,
defines a canonical isomorphism of complexes Cho(X; L; M) = Chg(X; M).
Indeed for any 1-dimensional k-vector spaces A and p one has an obvious
canonical bijection w(\) = w(A® (1)®?) and one checks that this bijection is
compatible with the differentials in the Rost-Schmid complex.[]
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Remark 4.14 Let X be an essentially k-smooth scheme of dimension < 2.

1) Lemma 4.10 defines a canonical isomorphism 6 between the Gersten
complex and the Rost-Schmid complex in dimension < 1. From Corollary
3.23 we see moreover that the isomorphisms of the form ®, , induce a canon-
ical isomorphism for any closed point z in X:

0, : M_Q(I{(Z>;A§) = HZQ(X;M)

Altogether these isomorphisms induces a canonical isomorphism of graded
abelian groups denoted by

O : Che(X; M) = C*(X; M)

whose component corresponding to some point z of X is 6,. We have seen
that © commutes to the differential C° — C*'. From Corollary 3.11 we
see that moreover, for any y € X such that Y := 7 C X is essentially
k-smooth, then the diagram
ay
M_a(k(y); AY) =5 Bexe Moa(k(2); AY)

Y

0 2 0
HY (X M) 2 B, ex HA(X; M)

Thus © commutes with the differential in degree 0 and to the differentials
in degree 1 starting from the summands corresponding to any essentially k-
smooth point of codimension 1.

2) Given a line bundle £ over X, we may also define the twisted Gersten
complex C*(X; L; M_4) analogously as follows. We define on the small Nis-
nevich site of X a twisted sheaf M_;(L) as follows: it is the associated sheaf
to the presheaf which sends an étale morphism U — X to the abelian group
M_(U)zjow)<Z[L*(U)] where £* is the complement of the zero section.
Then the same procedure as in [14] produces a coniveau spectral sequence
whose E7™ we call the twisted Gersten complex C*(X; £; M_1). We claim
that the isomorphism of graded abelian groups © can be extended to define
canonically an isomorphism of graded abelian groups

O(L) : Cre(X5 L5 M_y) = C*(X; L5 M-y)
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If £ is trivialized, this is clear. One has only to check that considering an
open covering of X which trivializes £, the untwisted isomorphisms © given
on the intersections of this open covering may be glued together, to define
©(L). We let the details to the reader.

3) In this context, given an essentially k-smooth closed subscheme Y C X,
we may extend the isomorphism (3.5) more generally to a twisted version
(which doesn’t require any choice) to get a commutative diagram

H(Y;M-y) — HY(Y; M-,

¢. 1 o L
H2(X:L; M) — Hy(X;L;M)

where L is the line bundle on X corresponding to Y .[J

4.2 The Rost-Schmid complex is a complex

To state our next Lemmas, we will need the following:

Definition 4.15 Given two quasi-complexes (C*,0) and (D*,0), a mor-
phism f : (C*,0) — (D*,0) of quasi-complezes is a graded morphism f* :
C* — D* of graded abelian groups of degree 0 which commutes with the
differentials in the obvious sense.

Let f: X’ — X be a smooth morphism between smooth k-schemes. Let
z € X™ be a point of codimension n in X; denote by Z =% C X it closure
and Z' C X' it inverse image. The morphism Z’ — Z being smooth, 7’ is a
finite disjoint sum of integral closed subschemes of codimension n in X’. We
denote by 2! its finitely many irreducible components. Clearly z_; is a smooth
k(2)-scheme and by definition M. /(M.)2 @) K(2;) — M./ /(M./)2 is an

isomorphism. In this way we get a canonical morphism for each such z:
Lo Mop(m(2); AY) = @iMon(r(2]); AY)

altogether, by summing up the previous morphisms, we get a morphism fo
graded abelian groups of degree 0:

7 Crg(X; M) — Che(X's M)

The following property is straightforward and its proof is left to the
reader.
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Lemma 4.16 For any smooth morphism f : X' — X as above, the mor-
phism f* : Che(X; M) — Che(Y; M) of graded abelian groups previously
defined is a morphism of quasi-complezes.

Now, following Rost [75], we want to define a push-forward morphism for
(some type of) proper morphisms.

Let f: X’ — X be a morphism between (essentially) smooth k-schemes.
The normal line bundle v(f) of f is the line bundle over X’ defined as

v(f) =wX)® fH(w(X))

Roughly speaking it is the maximal exterior power of the virtual normal bun-
dle f*(QXk)Y) — Q(X'|k)Y of f.

Let 2/ € X'™ and let z = f(2') € X be its image. If x(z) C k(z') is a
finite fields extension we define a morphism

fot Moa(n(2); A @ 0(f)) = M_o(k(2); AY)
as follows. We consider the sequence of isomorphisms
M_p(1(2"); AT @ v(f)) = M_p(8(2); w(s(2) ® w(X) " @ v(f))
= M_y(5(2);w(k(2)) @ [H(w(X)) ™)

and we compose this isomorphism with the absolute transfer of Definition 4.4
twisted over x(z)* with w(X)™!. We get in this way a morphism of graded
abelian groups of degree d = d(f) = dim(X') — dim(X):

J2 i Crs(X5v(f); M) — Crg’(X3 M_y)

*

called the push-forward morphism.

Observe that we don’t claim that this is a morphism of quasi-complexes.
Following the point 2) of Remark 4.14, we may also define, if X’ and X have
dimension < 2, a morphism of graded abelian groups involving the Gersten
complexes

fL O w(f)s M) = CF(X; M)

by using the canonical isomorphism O(w(f)) : Cre(X" s v(f); M) = C*(X";v(f); M)

and © : Che(X; M) = C*(X; M) (of graded abelian groups) and the previ-
ous formulas. We don’t know either that it commutes with the (Gersten)
differential.
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Remark 4.17 Let w be an orientation of the normal bundle of f that is
to say an orientation of the line bundle v(f) over X’; recall that in the
sense of definition 3.3 this means an isomorphism of line bundles w : A®? =
v(f), where A is a line bundle over X’. From Remark 4.13 the complex
ws(X5v(f); M) is canonically isomorphic to Chg(X'; M). The correspond-
ing morphism Cg(X'; M) — Ok (X'; My) is denoted by f<.
We will meet two important cases of proper morphism with an orientable
normal bundle: the case of the projection P! x X — X and of a finite mor-
phism between local schemes.

1) If f: X’ — X is a finite morphism with both X’ and X local schemes,
we get an orientation w(#,6’) of the normal bundle of f by choosing a trivi-
alization 6 of w(X) and ¢ of w(X’).

2) If f is the projection morphism P} — X, we get a canonical orienta-
tion w(P%|X) of the normal bundle of f by contemplating the sequence of
canonical isomorphisms

v(f) = QPx|X) = 0(-2) = (0(-1))”* O
We start with a simple case:

Lemma 4.18 For any K € Fy, the projection morphism f : Py — Spec(K)
together with its canonical orientation induces a morphism of quasi-complezes
(indeed complezes):

w(P|K) |

I+ : Chs (Pl M) — Crg' (Spec(K); M-1)
Proof. This Lemma means exactly that the following diagram:

M(K(T);w(Pk) @w(K)™) = @epymMoa(k(z);w(k(z) @ w(K)™)
3 1
0 — M_(K)

(4.7)
in which the right vertical is the sum of the twist of the absolute transfers,
commutes. This amounts to proving that the composition of the two mor-
phisms is 0. Now from what we have said above, w(P}) = w(K) @ O(—2)
and thus M (K (T);w(Pk) @ w(K)™1) is canonically isomorphic to M (K (T)).
In the same way as at the beginning of section 3.2, each w(k(2)) ® w(K)™!
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is canonically trivialized (by the minimal polynomial for z # oo and by _71
for z = 00). At the end we have to prove that the following diagram:

M(K(T)) — @.cpyyoM-1(k(2))

! \
0 — M_1(K)

commutes, which is nothing but the formula (3.8): Zzep}( T;(Z) 00 =0:
M(K(T)) - M_y(K).OO

Now we come to a much more subtle case:

Theorem 4.19 Let f : Spec(B) — Spec(A) be a finite morphism, with A
and B being d.v.r. essentially smooth over k. If B is monogenous over A,
then f! : Che(Spec(B);v(f); M_1) — Cre(Spec(A); M_y1) is a morphism of
quasi-complezes.

Remark 4.20 In other words, letting K be the field of fractions of A and
L be the field of fractions of B, the following diagram commutes:

0

M (Liw(B)@w(A)™) = M_y(Aw(d) @w(A)™)
I ! (4.8)
M_i(K) 2N M _5(k;w(k) @ w(A)™h)

where the vertical morphisms are both the absolute Transfer twisted by
w(A)™!, and s € Spec(A) and z € Spec(B) are the respective closed points.

Note that we will prove below that the statement of the theorem still
holds in general, without the assumption that B is monogenous over A, but
for sheaves of the form M_,,, n > 2.0J

Remark 4.21 Given a finite morphism Spec(B) — Spec(A) as in the The-
orem, we may “untwist” the diagram above to get a commutative diagram
of the form

M(L;w(B)) 25 M_s(\w(N)
{ ) {
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The induced morphism on the kernel of the horizontal morphisms (the residues):
Tri(w): M_1(B;w(B)) = M_i(A;w(A)

is called the absolute transfer morphism. The previous diagram is commuta-
tive in fact without the assumption that B is monogenous, but with sheaves
of the form M_,, n > 2, so that the previous transfer morphism exists in
general in this situation.l]

Remark 4.22 Observe that for an essentially smooth k-scheme X of di-
mension < 1, O : Cre(X; M) = C*(X; M) is an isomorphism of complexes!
Thus the two previous results are also true for the corresponding Gersten
complexes.[]

Proof of the Theorem 4.19. In geometric language x defines a closed
immersion i : Spec(B) C P, with S = Spec(A) which doesn’t intersect the
section at infinity oo : S C Pk. Let P € A[X] denote the minimal polynomial
of x over K; then A[X]/P = B.

We want to prove that the diagram (4.8) is commutative. First we ob-
serve that w(B) ® w(A)™! is trivialized using P. Indeed P trivializes the
normal bundle of the regular immersion Spec(B) C AL, giving an isomor-
phism w(B) = w(A[X]) = w(A) (the latter identification comes from the
fact that Q(A[X]|A) = A[X].dX). Through this identification the left ver-
tical morphism from the diagram 4.8 is nothing but the geometric transfer
TE(x) : M_y(L) — M_{(K).

Let @ € k[X]| denote the minimal polynomial of the image Z of  in A.
Let e be the ramification index of A C B. We have thus P = Q¢ in x[X] (use
[78, Lemme 4 p. 29]). We finally choose a uniformizing element = of A. If
e=1weset Q=P and S(X)=0. If e > 1 let us choose a lifting Q € A[X]
of Q, of the same degree as @ and monic. Then P(X) = Q¢[x] and we may
thus write uniquely 3

P(X)=Q°+nS(X) (4.9)

for S(X) € A[X] of degree < [L : K] — 1 (If e = 1 we take S(X) = 0).
In case e = 1 of course 7 is a uniformizing element of B as well. If e > 1
we claim that t = Q(z) € B is a uniformizing element for B. Indeed the
local ring B/ has lenght e, and its maximal ideal ideal is generated by the
image of any uniformizing element of B. But from the expression above,

B/m = A[X]/(P,n) is isomorphic to A[X]/(Q¢, ) = k[X]/Q°. The image of
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Q(z) in this ring is the class of Q in x[X]/Q° which generates the maximal
ideal. Thus Q(z) is congruent mod 7 to a uniformizing element of B, and as
e > 1, the valuation of 7 in B is > 1 and thus Q(z) itself is a uniformizing
element of B. If e = 1, let us also write ¢t := .

With these choices, we may trivialize w(\) ® w(A)~! as follows: this is
the normal line bundle of the morphism Spec(\) C Ay — Spec(A), where
Spec(N\) C A} corresponds to the quotient map g : A[X] - A\, X — .
The normal bundle of A} — Spec(A) is trivial, and the normal bundle of
the closed immersion Spec(\) C A is trivialized by the regular system of
parameters (P,t) € M, where M = Ker(g) is the maximal ideal defining .
The diagram (4.8) is now completely “untwisted” and has clearly the form

ML) 5 M)
) l (4.10)

M (K) 25 Moo(w)

7 being the absolute transfers detwisted using the trivialization (P, t) above.

We claim now that 7 = 72(T)o < —1 > if e = 1 and that 7 = 7} (T)o <
S(x) > else. Observe that if e > 1, S(z) is a unit in B by definition of e as
t=S(x).m.

The trivialization of w(\) ® w(A)~! corresponding to (P, t) only depends
on the class (P At) € A3(M/(M)?). The above claim for e > 1 follows at
once from that and from the fact that in A3(M/(M)?) one has for e > 1:

(PAt)=S(T).(n AQ)

Indeed t = Q[P] proves that (P At) = (P AQ) and the equation (4.9) proves
the fact that (P A Q) = (7S(z) AQ). Now in M/(M)? one has S(z) = S(7)
and thus one gets the above equation.

In case e = 1 one has P = Q, t = 7 which gives trivially (PAt) = —(WAQ).
Moreover in that case one checks analogously that 7 = 72 (Z)o < —1 >.

We introduce the following notation that we will use at the very end of
the proof: € := S(Z) € A* if e > 1 and € := —1 if e = 1. We thus have in
each case the formulas

(PAt)=¢(mANQ) and T=T1NT)oe (4.11)

K
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Now that we have identified 7 in the above diagram, it remains to prove
that the diagram is commutative. We will use the geometric language in-
troduced in Section 3.1 (and the homotopy purity Theorem of [65]). One
could also write the argument below using entirely the chain complexes with
support of the form C§.(Pk; M) where Y is a closed subscheme of P} as in
Section 3.3. These two reasonings are equivalent.

Consider the following diagram of cofibration sequences of the form

PL — Spec(B) C Py — T A Spec(B)y
U U 4
Pl — Spec(L) C Pk — T ASpec(L)y

where the Thom space of Spec(L) C Pk and of Spec(B) C P} are identified
with T'A Spec(L)4 and T' A Spec(B) . respectively using the trivialization P
of the normal bundle ;. We see that P}, C P§ is the open complement to
the closed immersion P C P and in the same way that Pk — Spec(L) C
P — Spec(B) is the open complement to the closed immersion PL — Spec(\) C
Pk — Spec(B).

We use the chosen uniformizing element 7 of A to trivialize the normal
bundle of P C PL. We may then fill this diagram up as follows:

TAP. - Spec(\))s — TAPLY, — T ATh()

T T T
PL — Spec(B) C P — T A Spec(B) 4 (4.12)
U U T

Pl — Spec(L) C Pl — T A Spec(L)+

where j : Spec(\) C Spec(B) is the tautological closed immersion.

The bottom right horizontal morphism is the one which induces the ge-
ometric transfer (see Section 3.2). It follows then from the commutativity
of the above diagram, using the functoriality of the long exact sequences,
that evaluating on H?(—; M) the two right vertical cofibrations gives us the
commutativity of the following square:

M_y(L) =5 H(Spec(B); M)
TE(x) | T 1 (4.13)
M (K) = M_y(k)
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where 7' : H}(Spec(B); M_;) — M_5(k) is induced precisely by evaluating
the morphism PL — Th(j) on H*(—; M_;). Now the diagram (4.12) gives us
at the top, a cofibration sequence of the form:

Pi — Spec(\) — ]P’,l$ — Th(j)

or in other words an equivalence Th(i) = Th(j) where i : Spec(\) C PL is
the closed immersion defined by T € A. Thus 7’ is the composition
1 Yool (b)) 2 (Z)
H_ (Spec(B); M_1) 2 H,(P,; M_1) =~ M_5(\) == M_5(k)
where the isomorphism V¥ is induced by the equivalence Th(i) = Th(j). It
follows that we may fill up the diagram (4.13) as follows, so that it remains
a commutative diagram of the form:
0 -1
ML) 25 HM(Spee(B); M) " M.\
Tie(x) | Tl ™

Mo (K) 5 M_y(k) = M_y(k)

where 7”7 is the composition

t 0Q)~! ™MT
M_o(\) 2 HY(Spec(B); M_y) = HY P M) "2 0,00 B9 M ()
As the top horizontal composition is by definition 9, to conclude that the

diagram (4.10) commutes, and to finish the proof of the Theorem, it suffices
to prove that we have 7" = 7.

A moment of reflection, observing the diagram (4.12), shows that the
following diagram of isomorphisms commutes:

op

M_y(\) = H:(Spec(B); M_1) HZ(Pg; M)
v |
%9 1/l Or 2(pl
M—Z(A) = HZ(PE’M—l) = Hz(]P)S7M)
Using the notations introduced at the end of Section 3.1, we see that the top

vertical composition ®p o 0, is Pp; and the bottom vertical composition is
. o. Applying Corollary 3.23 and the previous formula (P At) = e(m A Q),
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we see that the previous diagram can be filled up in a commutative diagram
as follows

M_y(\) % HY(Spec(B); M_y) = H2(PL; M)
e v |

0
Mo(\) £ HAPLM.) = HAPYM)

and conclude that 7" is the composition

M_2<)\) é M_2<)\) 7& M_g(li>

which implies the claim by the formulas (4.11). The Theorem is proven.[]

Lemma 4.23 Let S = Spec(A) be the spectrum of a essentially k-smooth
discrete valuation ring. Then the projection morphism f : Py — S together
with its canonical orientation induces a morphism of Gersten complexes:

TR O (B M) = € (S5 ML)

Proof. The claim for the differential C° — C! follows directly from
Lemma 4.18 applied to K being the field of fractions of A. Now an irreducible
closed scheme of codimension 1 in Py is either finite and surjective over S or
is equal to P C Pk, where Spec(k) C S is the closed point of S. To check
the claim for the differential starting from M_;(k(T);w(x(T)) @ w(Ps)~) C
CY(PL; M) is again a clear consequence of the Lemma 4.18 applied to the
residue field x of S.

Now it remains to check the case of an irreducible closed scheme Spec(B) =
Y C P§ which is finite over S. We let z : Spec(\) C Y be the closed
point of Y and L be the field of fractions of B. We construct the anal-
ogous diagram as (4.12) except that as Spec(B) is not assumed to be es-
sentially k-smooth. We thus write T'h(:) for the cone of the morphism
PL — Spec(B) C P instead of T' A Spec(B),; Th(i) is the Thom space of the
closed immersion i : Spec(B) C Pi. We write Th(if) for the Thom space of
ir : Spec(L) C Pk, and Th(i,) for the Thom space of i, : Spec(\) C PL. We
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get in this way a commutative diagram:

(Ps — Spec(B))/ (P — Spec(L)) — Py/Pi — Py/(Py —{z})

T T T
PL — Spec(B) c P - Th(i)

U U 4
Pl — Spec(L) c P - Th(ix)

(4.14)
Using the functoriality of the long exact sequences in cohomology of the two
right vertical cofibration sequences we get the following commutative square:

O, M_i(Liw(l) @w(Py)™) = H;(P}g;M) 2y HZ(Pg; M)
ol ™l (415)
v My (K) ~ H\(PL:M) % HZ(PL; M)

where s is the closed point of S. Now we claim that through the canoni-
cal isomorphisms written in the diagram 7% becomes exactly the convenient
twist of the absolute transfer (use the bottom horizontal cofibration sequence
of (eq:diagimp1) and that 7} becomes through the further isomorphisms @1
H2(PY; M) 2 M_y(hw(N) @ w(PL)™) and 671 HE (Ph; M) = HI(PL M)
the convenient twist of the absolute transfer (usena uniformizing element
m of A to identify the top horizontal cofibration sequence of (4.14) into
T A (PL — Spec(N\)y — T A (P, — T ATh(i,)).O

The following Lemma, or rather its proof, contains the geometric ex-
planation for the fact that the Rost-Schmid differential is (at the end) the
differential in the Gersten complex:

Lemma 4.24 Let X be an essentially smooth k-scheme of dimension 2 and
let z € X be a closed point. Let f : X — X be the blow-up of X at z. Then
f induces a morphism of Gersten complexes:

fo 1 CHXu(f); M) — C*(X; M)

Proof. We note that v(f) is always canonically isomorphic to the line
bundle O(1) corresponding to the divisor PL ¢ X. We will freely use this in
the proof below. We may assume that X is local with closed point z. Let
K be the function field of X and of X, x be the residue field of z. We let

neX M be the generic point of the exceptional curve PL C X,. We observe
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that f, : C*(X,;v(f); M) — C*1(X; M) is an isomorphism in degree 0
and moreover that XM = XMW II {n}. As for y € X® the corresponding
point in X, has the same residue field we conclude that the statement holds
for the differential C° — C'. The morphism f, is zero by definition on the
summand M_ (k(T); w(k(T))@w(X)™ ) = M_1(k(T); w(x(T)) (observe that
the restriction of w(X) to PL is trivial) of C'(X; v(f); M) corresponding to 7.
Using the Lemma 4.18, one checks the statement for the differential C* — C?
starting from this summand (we let the reader check that the twists fit well!).
Thus it remains to check the commutativity for the differentials starting from
a point §; € XM — {n}.

Let 4, be such a point, Y7 C X be the corresponding integral closed
subscheme of X, y; the point f (71) and Yy = 71 C X the corresponding
integral closed subscheme of X; y; and g; have the same residue field k; (7;
is the proper transform of Y;) and the morphism

for Moa(w(5);w(s(51)) @ w(X) Tt @u(f)) = Moy (k(y):w (k) @w(X) ™)

is an isomorphism as well. This corresponds to the fact that v(f) is trivialized
outside P} by the previous Remark. Let m € M_1(k1;w(k1) ® w(X)™!) be
an arbitrary element.

By construction ¥; C X is the proper transform of ;. We let {z1, ..., 2.}
be the closed points of Y, r; their residue fields. The z’s are precisely the
closed points appearing in the intersection of Y and the exceptional curve
Pl

Let Yo C X be an essentially k-smooth closed subscheme of codimension
1. Tts proper transform Yo C X is isomorphic to Yp itself through the pro-
jection YO — Y. We will write zy € X for the closed point of Yo, considered
in X. We write g, for the generic point of Y;. We may choose Y so that

20 € {z1,...,2:}. (At least if the residue field & is infinite. In case k is finite,
one may pull everything back over k(T), and it suffices to prove the result
there.)

By Corollary 3.12 applied to the smooth subscheme Y, C X the canonical
morphism

>0y M(K) = yextr gy Hy (X5 M)
yeX™ —{yo}
is onto. Thus we may find v € M(K) such that 9,(a) = 0 € H,(X; M) for
each y € XU — {yo,91} and such that 9,,(a) = m. We set mg = 9,,(a) €
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H ylo (X; M). As the Gersten complex for X is a complex we have
0%(m) + 0% (mo) € HZ(X; M)

Now we see a € M(K) as defined over the function field of X. In that
case, for any y € X () different from o, 71 and 7 we have 9,(a) = 0. Write
p=0y(a) € H% (X; M). The closed points of X are exactly the closed points

of PL. We apply now the fact that the Gersten complex for X is a complex.
The formula 0 o d(ar) = 0 gives on the summand corresponding to zy the
equality in M_»(k;w(k) @ w(X)™) = H2(X; M):

02, (1) + 9% (mo) = 0 € HZ(X; M)

Note that 0% = 0% as Yj is essentially k-smooth. From what we previously
saw, we have 97 (u) = 9¥*(m). By evaluating 0 0 0 = 0 at each z; gives

02 (1) + 02 (m) = 0 € M_s(ks;w (ki) @ w(X) ™)

By the reciprocity formula (Lemma 4.18)for PL and y, conveniently twisted
by w™t we get in M_o(k;w(k) @ w(X)™) = H>(X; M):

02 (1) + > Tr(w @ w(X) ™) (02 (1) =0

=1

(Note that we used the twisted absolute Transfers defined in Remark 4.6
point 3).) Collecting all our previous equalities we get finally:

97 (m) + Z Tri(w @ w(X) ™) (=02 (m)) =0

which proves exactly our claim. The Lemma is proven.[]

The next result follows by induction:

Corollary 4.25 Let X be an essentially smooth k-scheme of dimension 2.
Let f: X — X be a composition of finitely many blow-ups at closed points.
Then

fo: C(X;v(f); M) — C*(X; M)

1s a morphism of Gersten complex.
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Now we may prove:

Theorem 4.26 Let [ : Spec(B) — Spec(A) be a finite morphism, with A
and B being essentially k-smooth of dimension 1. Then

fe: Crs(Spec(B);v(f); M—1) = Crg(Spec(A); M_y)
s a morphism of quasi-complexes.

Proof. This results thus generalizes the Theorem 4.19. We make some
general comments first. We let K' C L be the finite fields extension induced
by A C B of the fraction fields level. Given an intermediary extension
K C FE C L, let C be the integral closure of A in E. By the general functorial
properties of the Transfers (for instance Lemma 4.5) it is clear that if we may
prove the Theorem for Spec(C') — Spec(A) and for Spec(B) — Spec(C) then
we may prove the Theorem for Spec(B) — Spec(A).

To check the property, one may reduce first to the case A is an henselian
essentially k-smooth d.v.r. In that case B is automatically also an henselian
essentially k-smooth d.v.r.

It follows from all what we said that we may always further reduce to
proving the Theorem in the case K C L is monogenous (choose a filtration
of K C L by monogenous fields extensions).

Let x be the residue field of A and A be that of B. Let x € B be a
generator of L|K contained in B. Then B, := A[z] C B is the image of
the monomorphism A[X]/P(X) C B, where P(X) € A[X] is the minimal
polynomial of z over K. Consider the closed immersion Y := Spec(By) C Pk
defined by x, where S = Spec(A). Let yy be the closed point of Y; (note that
By is henselian) and Ay be its residue field. Let X; — P} be the blow-up of
Pk at yo and Y7 C X; be the proper transform of Yy; ¥; — Yj is a proper
rational morphism between schemes of dimension 1, it is thus finite. Y; is
thus local henselian, and we may go on and blow-up its closed point y; to
get Xo — X;. We let Y, be the proper transform, etc...

We get in this way a sequence of blow-up at closed points

X = =Xy =X, =P

and we let Y; C X be the proper transform of Y;_; in X;. For r big enough it
is well-known that Y, is essentially k-smooth (see Remark 4.27 below), thus
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equals Spec(B). Now applying Corollary 4.25 we see that
for C*(Xpsv(f); M) — C*(Pg; M)

is a morphism of Gersten complexes. But as Y, = Spec(B) is essentially k-
smooth, the Gersten differential 0¥ is equal to the Rost-Schmid differential.
The Theorem follows.[]

Remark 4.27 The fact that we used in the proof, that one may eventually
resolve the singularity of a local k-scheme of dimension 1 embedded into
an essentially k-smooth scheme of dimension 2 by finitely many blow-ups
at closed points is well-known, however we hardly found a reference in this
generality. In our case keeping the previous notations and setting Y; =
Spec(B;), we see an increasing sequence Alx] = By C By C --- C B; C B
of intermediary finite (thus henselian) local rings and the claim is that for i
big enough B; = B. This follows indeed from the fact that by the universal
property of Blow-ups the ideal M;_;.B; C B; generated in B; by the maximal
ideal M;_1 of B;_; is a free B;-module of rank one, contained in M;. Thus
if we set B’ := U;B;, this is a integral domain, local ring of dimension 1,
contained in B, whose maximal ideal is a free B’-module of rank one, that
is to say B’ is a d.v.r. Thus by maximality of d.v.r.’s it follows that B’ = B
and this holds for ¢ big enough because B is a finite type A-module.[]

Remark 4.28 1) The previous proof would be a bit simpler if one could
prove that for any finite extension K C L, where K is the fraction field
of an henselian essentially k-smooth d.v.r A, there exists a finite filtration
K C Ly C...L, = L such that letting B; C L; be the integral closure (also
an henselian d.v.r.) each extension B;_; C B; is monogenous. One could
then apply Theorem 4.19 at each step to be done. In characteristic 0 it is
true, see the next point below, however it is unclear to us whether this is
true in finite characteristic.

2) Let K C L be a finite extension, where K is the fraction field of an
henselian essentially k-smooth d.v.r. A C K. Let L, C L be the maximal
unramified intermediary extension of K. If we let By, C Ly, be the integral
closure of A the morphism Spec(B,,, — Spec(A) is étale and finite. It is
well-known that in that case the extension A C B, is monogenous (see
(78, Chap. I Prop. 16]). Thus we might reduce the proof of the preceding
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Theorem to the case where the A is equal to its maximal unramified extension
by Theorem 4.19.

If the characteristic of k is 0, this means exactly that the residue field ex-
tension induced by A — B is an isomorphism, that is to say that the exten-
sion is totally ramified. By [78, Chap. I Prop 18] this is again a monogenous
extension. The Theorem again follows from Theorem 4.19.[]

Corollary 4.29 Let X be an essentially smooth k-scheme of dimension 2.
Then the isomorphism © : Che(X; M) — C*(X; M) of graded abelian groups
of 4.14 is an isomorphism of complexes. In particular Ors © Ors = 0.

Proof. Given a closed point z € X and Y C X a closed integral sub-
scheme of codiemsion 1, we have to prove that the Gersten differential 0¥
equals the Rost-Schmid differential. By the Remark 4.27 above there is a
finite succession of blow-up at closed points X — X such that the proper
transform Y of Y is essentially k-smooth (over z). Let zy, . . ., z, be the closed
points in Y lying over z. On X we know the equalities 82_ = 8%5721_ because
Y is essentially k-smooth. By 4.25 and by the very definition of the Rost-
Schmid differential we get the claim.[]

We may now prove more generally:

Corollary 4.30 Assume f : X' — X s a finite morphism. Then the
morphism f. @ Cre(X;v(f); M) — Cre(Y; M) is a morphism of quasi-
complexes.

Proof. Let ¢ be a point of X’ of codimension n—1, with image y = f(v')
in X, and let z be a point of codimension n in X in y. We have to prove
that the obvious square

: O3 :
M_nia(6(Y); Af @v(f)) =5 @exm Mon(k(2:); A @ v(f))
\: !
8X

M1 (K(y): AY) -5 My (k(2); AY)
is commutative, where the z;’s are the finitely many points lying over z. We
may localize at z and assume that X is local with closed point z and X’ semi-
local with closed points the z;’s. We may also replace X by its henselization
at z; as the fiber product X’ x x X" is the disjoint unions of the henselizations
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of X’ at each of the z;, we see moreover that we may reduce to the case both
X and X’ are both local and henselian. We now write 2z’ the only closed
point of X’ lying over z.

Let Y — Y be the normalization of Y =7 and Y’ — Y” that of Y/ = ¢/
We let Z and Z’ be the corresponding closed points. Observe that both Y and
Y’ are essentially k-smooth henselian local schemes of dimension 1. We may
apply the Theorem 4.26 to the induced morphism f Y = f/, and we get
that the following diagram commutes (with obvious notations for the residue
fields):

Mo () N @ 0(F) 25 M_u(#50E @ ()
{ 1
o

Moya(s@)i X)) 25 Mo (AT

The result now follows from this diagram conveniently twisted (by w(Y) ®
w(X)™and w(Y’) @ w(X’)!), the definition of the Rost-Schmid differential
and the commutativity of the diagram of absolute transfers:

M, (#5w(R)) — M_,(+;w(s))
1 1
M_,(R;w(R)) — M_,(kw(k))

conveniently twisted. The Corollary is proven.[]

Finally we get:

Theorem 4.31 Let X be an essentially smooth k-scheme, then the Rost-
Schmid complex Cg(X; M) is a complex.

Proof. Let z € X be a point of codimension n and let Y be an integral
closed subscheme of codimension n—2 with generic point y. We want to prove
that the composent of 9o starting from the summand M_,»(k(y); A, ) and
arriving at the summand M_,(x(2); \X) is zero. We may reduce to the case
X is of finite type, affine and smooth over k = k(z) and z is a closed point of
codimension n in X. By the Normalization Lemma, [79, Théoreme 2 p. 57],
there exists a finite morphism X — A” such that z maps to 0 (with same
residue field) and such that the image of Y is a linear A2 C A”. Using the
Corollary 4.30, we may reduce in this way to the case X = A7, Y = A2 C A"
and z = 0. This case follows now from Corollary 4.29 for A2 (conveniently
twisted ).
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Remark 4.32 It follows from Corollary 4.29 that for any X the Rost-Schmid
complex coincide in degree < 2 with the Gersten complex of M. Using the
results of Section 1.2 this implies that the H* of the Rost-Schmid complex is
equal for i <1 to H(X; M).00

We will also need later the following:

Corollary 4.33 Assume f is the projection morphism PL — X for some
essentially k-smooth X with the canonical orientation w = w(PL|X) of the
above remark.

Then the morphism f¢ : Chg(Py; M) — Crs'(X; M_y1) is a morphism of
complexes.

Proof. One proceeds in the same way as in the proof of 4.23, using the
previous results. We leave the details to the reader.[J

Remark 4.34 More generally, following [75], one may establish the state-
ment of the for any proper morphism f : X’ — X the morphism

fu: Cpg(X'50(f); M) = Cs™ (X5 M_y(y)

commutes with the differential. We won’t need the general case. We treat
the case of a closed immersion in Lemma 4.35 below.[]

We finish this section by the following simple observation. given a closed
immersion ¢ : Y C X between smooth k-schemes the pull-back morphism

J' i Cre(Xs M) — Cre(U; M)

of Lemma 4.16 is onto. Its kernel is denoted by Chgy (X; M). Assume that
the codimension of Y is everywhere d. The proof of the following Lemma is
a straightforward checking that we leave to the reader:

Lemma 4.35 The push-forward morphism
i 0 Cra(Yi0(i); M_g) = CRE(X; M)

1s a morphism of complexes. It induces a canonical isomorphism of com-

plexes:
Crs(Yiv(i); M_g)ld] = Crey (X5 M)
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4.3 Gersten complex versus Rost-Schmid complex

In this section M still denotes a fixed strongly Al-invariant sheaf of abelian
groups.

Boundary morphism of a smooth divisor and multiplication by a
unit. Following [75], given a closed immersion® i : ¥ C X of codimension
1 between smooth k-schemes, we introduce a “boundary morphism” of the
form
Dy : (U3 M) = Cs (Y5 w(i); M_y)

with U := X — Y as follows. Let w € U™ be a point of codimension
n, W C U be the corresponding integral closed subscheme and W C X
its closure in X. Let z1,..., 2. be the irreducible components of the closed
complement W —W, a closed subset of Y. These points also have codimension
nin Y. On the summand M_,(k(w); \V) = M_,,(k(w); \X) we define dy to
be the sum

Z t M (k )V\g)f) - @iM—n—l(H('zi);AZ) ®iM_p—1(k(2:); ()®/\Y)

where we used the canonical isomorphism: A} = v(i) @ Al .

Assume given an element U € K"V (X), for instance an invertible func-
tion u € O(X)* on X, we denote by
U.: Crs(X; M) = Cro(X; Miq)

the morphism of graded abelian groups defined for * > 0 as follows. On each
summand M_,(k(y); A,\) with * > 1 and y a point of codimension *, one
takes the multiplication

U:M_.(k(y); /\;() — M_11(k(y); )\;()

by the symbol U € K" this is not a morphism of complexes by Lemma
4.10 and Lemma 4.5, we have instead the formula in each degree % > 0:

d(U.m) = eU.0(m) (4.16)

We may now state the analogue of [75, Lemma 4.5]:

SWe will only treat the case of codimension 1, which is the one that we use below to
check the homotopy invariance property.
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Lemma 4.36 Let g : X — Y be a smooth morphism in Smy of relative
dimension 1 and assume that o 1Y — X is a section of g and that t € O(X)
is a function defining o(Y') (that is to say t generate the sheaf of ideal Z(Y")
defining o(Y) C X). Write U := X —o(Y) and let g : U — Y be the
restriction of g to Y and let Oy be the boundary morphism associated to
o:Y C X. Then:

Oyog" =0 and OJOyoltjog" = (Idy).

(the last equality should be considered only when it makes sense, that is for
x> 0.)

Proof. The proof follows the line of loc. cit.. One reduces to checking
the analogues of Axioms R3c and R3d, that is to say when Y is the spectrum
of a field k. One proceeds like in the proof of Lemma 4.10, by choosing an
étale morphism X — A! which defines y and induces ¢, and then using the
morphism of cofibration sequences from (X —y); — X, — X/(X —y) to
G A (Xy) = A'A(X,) — TA(X,) induced by . One observes to conclude
that the composition X/(X —y) — T A (Xy) — T A (Spec(k)y) is the
canonical isomorphism induced by ¢. We leave the details to the reader.[]

Remark 4.37 As it follows from Section 1.2 it is possible to adapt precisely
the axioms for cycle modules of [75] to our context and to describe the cat-
egory of strongly Al-invariant sheaves in terms of explicit data on fields in
Fi. like in loc. cit.. However, to write this down would make this work much
longer, and in some sense we do not need this formulation at all, because
given such a strongly Al-invariant sheaf M, we may check by hands the
given axiom/property when we need it, each time we need it! This is what
we did in the proof of the previous Lemma and also what we will do in the
proof of the homotopy invariance property below.[]

The canonical homotopy of the Rost-Schmid complex. We are going
to prove the following result:

Theorem 4.38 Let X € Smy be a smooth k-scheme. Then the morphism
of complexes defined by the projection w: Ak, — X

T Crs(X; M) = Chrg(Ax: M)

induces an isomorphism on cohomology groups.
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The morphism 7* is the one from Lemma 4.16.

Remark 4.39 From Corollary 4.29 and Remark 4.32 we already know the
result in degree < 1.

Proof of Theorem 4.38. Our method of proof is to use the formulas of
(75, 89 (9.1)], conveniently adapted, to define an explicit homotopy of com-
plexes. We proceed as follows.

We first define a morphism of complexes r : Chg(Ak; M) — Che(X; M)
in degrees > 1 as follows. Let y € (AL)™ be a point of codimension n,
n>0. Set Y :=7 C A} and Y C P its closure in P%. We let Y., be
Y. :=Y N X, the intersection of Y with the section at co. Let 2, ..., 2. be
the generic points of Y,.; the codimension of the z;’s in X = X is n.

If Y := % is contained in the 0 section Xy — Al the component of r

starting from the summand M_,, (k(y); Aﬁk ) (using the notations of Definition
4.7) is set to be 0.
If Y := 7 is not contained in the 0 section X — Al then the component
Al X
e s Mon(k(y); Ay™) = Mon(k(2); A7)

Zi

or r is defined as follows. One first takes the product (in the sense of Lemma
2.48) by the symbol < —1 >" [—Z]
Al Al
M_p(5(y); Ay™) = M_nia((y); Ay™)

(where T is as usual the section of O(1) which defines the divisor Xy. Observe
that —% then defines X ) and then composes with the component (?%S’Zi

1 1 0%
M_ia (B(); A7) = Mo (5(9); A™) = Mo (k(2); %)
Some comments. The explanation of the term < —1 >" above (which doesn’t
exist of course in [75]) will appear below, in the computations of the homo-
topy. For the cup product with —% in the case n = 1 observe that we reach
M (k(y)) which has no action of k(y). However in that case, Y is an irre-
ducible hypersurface in A}, and the irreducible polynomial over the function
field of X, F', of the function 7" on Y defines a canonical trivialization of

1
)\ﬁx . Thus one may this way define the cup product. In general for n > 2
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we use the fact that the pairing in Lemma 2.48 preserves the action of GW.
Finally in the last step, taking the differential morphism 8%5’%, we used the
isomorphism

N 2 w(k(y) @ wPy) ™ = w(k(y) ®w(X) " @ 0(=2)!

which allows (as O(—2) is a square) to reach the correct group.
We may also define r in degree 0, r : M(F(T)) — M(F) by observing
that the uniformizing element at oo splits the short exact sequence
1

0oL

0= M(Op1_x.) C M(F(T)) = M_y(F)

and then by taking M (F (1)) —» M(Op_x,.) % M(K) (where sy is just the
restriction map). But we don’t need this because the Theorem is already
known in degree 0 and 1.

We claim that r so defined commutes with the differentials in the Rost-
Schmid complexes and that moreover is a section 7 : Chg(X; M) — Chg(Ak; M).
The last statement is easy. The first statement is checked by using the same
formulas as in [75] conveniently adapted. But as 7* is injective, it also follows
from the formula (4.17) below.

Now we define an explicit homotopy to the identity for the endomorphism
m*or of Che(AL; M), by following precisely loc. cit.. This means that we are
going to define for each n > 2 a group homomorphism h,, : Cg(Ak; M) —
Crst(AL; M) satisfying:

gt 0 hy + by 00! =Id—7"or (4.17)

This implies as usual the statement of the Theorem in degree > 2. We note
that by the Remark 4.39 we already know the statement of the Theorem
in degree < 1. The reader might check the definition below, and convince
himself that there is no way to define the homotopy h; in general, as one
would need some kind of transfers defined on M (see below).

Let y be a point of codimension n > 2 in A%.. We write again Y C Al for
the corresponding closed integral subscheme whose generic point is y. There
are two cases that may occur. Let y be the image of y in X. Either ¢/
has codimension n or n — 1. In the second case, the induced residue field
extension k(y') C x(y) is finite.
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If we are in the first case, then the homomorphism h, on the summand

M_,(k(y); )\S&) of CEe(X; M) is defined to be zero. Now assume that we
are in the second case. We write T for the canonical function on A} and
(S, T) for the two functions on A! x Al.. We denote y[S] the generic point in
A x Al corresponding to the integral closed subscheme A! x Y, pull-back
through the projection p, : A x AL, — AL which forget the variable S.
Observe that the image of y[S] € Al x AL in Al through the projection
pr: A x AL — AL which forgets T is the generic point y/[S] of the integral
closed subscheme Ang’ C Ak.

The component of h,, on M_,,(k(y); )\ﬁk) is the morphism
Al Al
By * M) Xo5) = Ma (5 (S); A5
arriving into the summand of Cpg'(Ak; M) corresponding to 3'[S] obtained
as follows. First we take the pull-back map along the second projection
p2: Al x Al — AL (forgetting S)
Al AlxAl
M (5(9); Ay™) = Mo (5(9)(S); Mgy ™)

Ay
followed by the product with the element (< —1 >)"[S — T] of K}V

AlxAL Aleﬁq

<-1>[S-T].: M—n(’f(y)(s)Q/\Al[y] ) — M—nﬂ(”(y)(s);/\Al[y]

and then we finally compose with the transfer morphism:
1 1 1
M (K@) () Ny ™) = Mo (5(y'); Ny
Observe that as n > 2, n — 1 > 1 and that as the field extension x(y')(S) C
k(y)(S) is finite and monogenous one may also define the Transfer morphism
in the limit case n = 2 as the geometric transfer conveniently twisted.

Note that the previous formulas are exactly the same formulas as in [75,
§(9.1) p. 371]. In general there is no way to define the homotopy hi, as
already observe, because there is no transfers morphism in general on M.

The proof that these morphisms {h,},>> define a homotopy as claimed
above has the same form as in [75]. Write §(h) for 0 o h, + h.y1 0 0. Here
* has to be at least 2. We want to prove (4.17) that is to say the equality
d(h) = Id — m* o r. We first observe that the previous homomorphisms h.
can be decomposed in three steps, first as:

§2

s (Aki M) = Crg((Ah < AT = A)x; M)
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(where A means the diagonal subscheme) this is a morphism of complexes
by Lemma 4.16, followed by the morphism of graded abelian groups

[S = T1). : Chs((A" x AT = A)x; M) — Cho((A x AT — A)x; M)

which is in degree * the multiplication by the element < —1 >* [S —T] €
KMV ((A'x A’ —A)x). This is not a morphism of complexes but almost. We
have the formula (4.16) which implies that O([[S —T]].m) = —[[S —T]].0(m).
(Observe also that it is only defined for * > 2; one may define it also for
x = 1 as for the morphism r above, but we don’t need it). Finally we
compose with the push-forward morphism of Section 4.2 with respect to
p1: (Al x A — A)x — AL (forgetting T):

Dix : ;ZLS((Al x Al — A)x; M) — C*fl(Ak;M)

which is not a morphism of complexes. As in [75] we compute d(h) and find
5(h) = 0(p1s) 0 [S — T o p3, where we set 0¢ = dp — $O.
The term & (p1) is analyzed as in loc. cit. by writing p1, as the composi-
tion B
(A' x A' — A)x B A x PL 25 AL

where ¢ : (A x A’ — A)y C A! x P% is the obvious open immersion and
Py - Al x PY, — Al is the obvious projection. We use here the fact that
the normal line bundle of A! x PL — AL is a square and thus no twist
appears in the push-forward morphism. By Corollary 4.33 p,, is a morphism
of complexes so that we get d(p1,) = Py, 0 0(¢,) and

(h) =Py, 06(q.) 0[S —T)opj

Once this is done, the end of the proof goes exactly as in Rost’s argument
on page 372. The term §(g¢.) is the sum of two terms like in loc. cit.

one coming from the divisor A and the other one from A' x co. One concludes
using the analogue of Lemma 4.5 of loc. cit., that is to say Lemma 4.36 above.
The Theorem is proven.[]

Remark 4.40 There is another way to prove the Theorem 4.38 by induction
on the dimension of X and by using the ideas of the next paragraph. That
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is to say by proving also Theorem 4.41 by induction at the same time. One
then ends up analysing Chg(AL; M) using the short exact sequence (where
U is he complement of the closed point z of X):

0— CJ*%S,JA%(;M) — C;%S(A%M) - I*%S(A1U3M> —0

and by proceeding as in the proof of Theorem 3.13.0J

Acyclicity for local essentially smooth k-schemes. This refers to the
following:

Theorem 4.41 For any integer n, for any localization X of a point of codi-
mension < n in a smooth k-scheme, the diagram of abelian groups

0— M(X)—= Chs(X; M) — -+ — Crs (X5 M) — Cpg(X; M) — 0
18 an exact sequence.

Proof. We proceed by induction on n. The result holds for n < 2 by
Corollary 4.29. We also know from Remark 4.32 the exactness of the diagram
of abelian groups

0— M(X) %C%S(XSM) %C}%S(XSM) %O}?%S(XEM)

for any n. Assume the result proven for localizations at each point of codi-
mension < (n — 1) in a smooth k-scheme. Let X be the localization at
point z of codimension n in a smooth k-scheme. Let 2 < ¢ < n and let
v € Chs(X; M) be an i-cycle of the Rost-Schmid complex for X. We have
to prove that « is a boundary.

Write v = a3 + - - + o, as a finite sum with a; € M_;(k(y;); )\i), where
the y;’s are points of X of codimension 7.

By Gabber’s presentation Lemma 5.6 one may choose an étale morphism
f X — AL, such that S is the localization at a point of codimension
n — 1 in an affine space and such that the compositions 7; C X — Ag
are closed immersions 7; C Ag as well. As automatically the composition
Spec(k(z)) C A} is a closed immersion this means that X — A} is a Nis-
nevich neighborhood of z.

We consider the morphism of complexes f* : C'xpg (Ag; M) — C*(X; M)
induced by f and Lemma 4.16. Now clearly, by the very construction, f* is an
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isomorphism on each summand of the Rost-Schmid complex corresponding
to one of the point y; (and their images ¥/ in AL), so that v is equal to f*(v')
where v = o) + - - - + /. is the “same” sum but viewed in the corresponding
summand of Chg(AL; M). Moreover as f* is a morphism of complexes, one
sees that 7/ is also a cycle in Chg(Ag; M) (as the J; € X — Ag are closed
immersions.

By Theorem 4.38, 7* : Crq(S; M) — Che(AL; M) is a quasi-isomorphism.
By inductive assumption, C¢(S; M) is a resolution of M(S). Thus Cre(AY; M)
is acyclic in degree > 1. Then 7/ is a boundary in Chg(AL; M) | and using
the morphism of complexes f*, we see that its image v is a boundary. The
Theorem is proven.[]

To use our previous result, we will need the following classical result, see
[21] for instance:

Lemma 4.42 Given X € Smy, the presheaves on (X )nis of the form U +—

o(U; M), where (X )nis is the small Nisnevich site of X, that is to say the
category of étale morphism U — X with the Nisnevich topology, are sheaves
wn the Nisnevich topology. These sheaves are moreover acyclic in the Zarisk:
and the Nisnevich topology, that is to say they satisfy for any U :

Hy,,.(U; Cas(U; M) = Hy, (U; Cre(U; M)) =0
for x > 0.

Proof. The statement concerning the Zariski topology is clear: these
are clearly sheaves which are flasque in the usual sense [29]. Thus their
cohomology on any U is trivial in the Zariski topology by loc. cit..

Now let us treat the case of the Nisnevich topology. We follow [21, proof
of Theorem 8.3.1]. Let yo € X be a point of codimension n in X, let kg be its
residue field, and let M : (F'S/ko)®? — Ab be a presheaf of abelian groups on
the category F'S/kq of finite separable field extensions of k. Observe that
M is the same thing as to give a sheaf in the Nisnevich topology on the small
Nisnevich site (Spec(ko))nis- The correspondence:

(yo)sM -

(X)(])\Zfois SU eayeU("),yHyoM(H(y))
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where (X)y;s is the small Nisnevich site of X that is to say the category
of étale X-schemes U — X, and the y’s run over the set of points in U of
codimension n is easily checked to be the presheaf (yo).M, direct image of
M through the morphism of schemes yy : Spec(kg) — X, this presheaf is
thus a sheaf in the Nisnevich topology.

The presheaves of the form U — CRq(U; M) are, by definition, the direct
sum over the set of points y of X of codimension n, of the presheaves of the
form (y).(M_,(—;A)) (with obvious notations). Thus U — Cyg(U; M) is a
sheaf in the Nisnevich topology and to prove the acyclicity property we have
now to prove that H*(X; (yo).M) = 0 for * > 0, with our previous notations.
This follows from the use of the spectral sequence of Grothendieck

HP(X; RY((y0)+ M) = H""(X; R(yo). M) = H"**(Spec(ro); M)
and the fact that the functor M — (yo).M is clearly exact.[]

Corollary 4.43 For any essentially smooth k-scheme X, the Rost-Schmid
complez is an acyclic resolution on X n;s of M both in the Zariski and the Nis-
nevich topology. Consequently for any strongly A'-invariant sheaf of abelian
groups M, one gets canonical isomorphisms

H*(CES(Xa M) = H}ar(XvM) = H;Ms(XaM)

This is a clear consequence of the preceding Lemma and of Theorem 4.41.
The following result claims that the Gersten complex and the Rost-Schmid
complex are the “same”:

Corollary 4.44 For any essentially smooth k-scheme X, there is a canoni-
cal isomorphism of complexes

O : Cre(X; M) = C*(X; M)

which is natural (in the obvious way) with pull-back morphisms through smooth
morphisms.

Proof. Let X be a smooth k-scheme. Recall from Section 3.1 and from
[14], that the Gersten complex C*(X; M) is the line ¢ = 0 of the F;-term of
the coniveau spectral sequence for X with coefficients in M

EY =@, xom HEYI(X; M) = HY3(X; M)
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Now looking at the definition of the spectral sequence in [14][21], we may
construct it by choosing a resolution M — Z* of M by acyclic sheaves on
Xnis- We take of course the Rost-Schmid complex M(—) — Che(—; M). A
careful checking of the definition shows that the Term HP™(X; M), for x
of codimension p, computed using the Rost-Schmid complex is canonically
isomorphic to M_,(k(x); \X) for ¢ = 0 and 0 for ¢ # 0. This comes from the
fact that the if X is local of dimension n with closed point z, the kernel of the
epimorphism Chg(X; M) — Che(X — 2; M) is canonically M_,(r(z); \X).

A moment of reflection identifies the differential of the Gersten complex
to exactly that of the Rost-Schmid complex.[]

The following is one of our most important results in the present work:

Corollary 4.45 Any strongly A'-invariant sheaf of abelian groups M is
strictly A'-invariant.

Proof. This follows directly from Corollary 4.43 and Theorem 4.38.[]

We may then reformulate all of this in the following way, stated as The-
orem 16 in he introduction:

Theorem 4.46 Let M be a sheaf of abelian groups on Smy. Then the fol-
lowing conditions are equivalent:

1) M is strongly A'-invariant;

2) M s strictly A'-invariant.

Proof. The implication 1) = 2) is Corollary 4.45 and the converse
implication is trivial.[J
Cohomological interpretation of the Chow group of oriented cycles.

Theorem 4.47 Let X be a smooth k-scheme and let CH (X) be the graded
Chow group of oriented cycles defined in [8]. Let n > 0. Then there exist
canonical isomorphisms

H' (X KYY) = B (G KDY = CH' (X)

Here we used the notation of [59] and [60]. The cohomology groups can be
computed using either Zariski or Nisnevich topology.
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Proof. One may write down explicitly the Rost-Schmid complex for
both sheaves KM" and I" x;» KM. Now one has KM"YW =~ (KM")_, and
" X KM 22 (1" xi» KYM) 1. Now the canonical morphism of sheaves
KMV 17 x i K and the previous formulas, show that this morphism
induces an isomorphism by taking the construction (—)_; for i > n and an
epimorphism for i = n — 1 (because KM" = (KMW)_ .| is generated by
the symbols [u], for u a unit). We conclude that the morphism of chain
complexes

ES(XQK%W) = Cre(X5I" xjn K%)

induces an isomorphism in * > n and an epimorphism in * = n — 1. This
implies, by Corollary 4.43 that H"(X; KMW) = H"(X;I" x;» KM) is an iso-
morphism, and that these groups maybe computed using the Rost-Schmid
complex. Moreover, clearly the n-th cohomology group of the complex

5 o( XTI xin KM) is by definition the oriented n-th Chow group defined
in [8].0

Remark 4.48 1) Using the product structure on Milnor-Witt K-theory

MW MW MW
Kn X Km — Kner

one may deduce from the previous interpretation a graded commutative ring
structure on C'H (X); this is most probably the one constructed in [26].

2) By [60] we know that KM" — I" xn KM is in fact an isomorphism
of sheaves (because it is a morphism of strictly Al-invariant sheaves which
induces an isomorphism on fields), but this is non trivial as it uses the Milnor
conjectures. Our proof of Theorem 4.47 doesn’t use these, and is completely
elementary.[]

5 A!-homotopy sheaves and A'-homology sheaves

In this section we assume that the reader is (very) comfortable with [65]. We
will freely use the basic notions and some of the results.

5.1 Strong Al-invariance of the sheaves Wﬁl, n>1

Our aim in this section is to prove:

174



Theorem 5.1 For any pointed space B, its A'-fundamental sheaf of groups
Al

it (B) is strongly A'-invariant.
To prove this theorem, we will prove by hand that the sheaf G := 72" (B)
is unramified and satisfies the assumption of Theorem 1.27.

We get the following important corollary of Theorems 5.1 and 4.46, which
was stated as Theorem 9 in the introduction:

Corollary 5.2 For any pointed space B, and any integer n > 1, the sheaf
of groups Wfl(B) is strongly A'-invariant and for n > 2 the sheaf of abelian
groups ™' (B) is strictly A'-invariant.

Proof. Apply the Theorem to the (n — 1)-th iterated simplicial loop
space an_l)(B) of B, which is still A'-local.(J

We also deduce the following characterization of connected pointed Al-
local spaces:

Corollary 5.3 For any pointed simplicially connected space B, the following
conditions are equivalent:

1) the space B is A'-local;

2) the sheaf of groups m(B) is strongly A'-invariant and for any integer
n > 2, the n-th simplicial homotopy sheaf of groups m,(B) is strictly Al-
mvartant.

Proof. The implication 1) = 2) has just been proven. The other im-
plication follows from the use of the Postnikov tower of B and the fact that
K(M,n) is Al-local if M is strictly A'-invariant.[]

Remark 5.4 The Theorem 5.1 holds over any field, however as Theorem
4.46 only holds at the moment over a perfect field, we can only conclude that
Corollaries 5.2 and 5.3 hold over a perfect field. We believe they hold over
any field. By refining a bit the method of Section 1.2 it is possible to prove
over any field that for n > 2 the sheaf of abelian groups Wﬁl(B) is n-strongly
Al-invariant in the following sense: a sheaf of abelian groups M is said to
be n-strongly Al-invariant if the presheaves X — H*(X; M) are A'-invariant
for : < n.Od
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We now start the proof of Theorem 5.1 with some remarks and prelim-
inaries. We observe first that we may assume B is Al-local and, by the
following lemma, we may assume further that B is 0-connected:

Lemma 5.5 Given a pointed A'-local space B, the connected component of
the base point BO) is also A'-local and the morphism

mi (BY) = wi (B)
18 an isomorphism.

Proof. Indeed, by [65] the A'-localization of a 0-connected space is still
0-connected; thus the morphism L1 (B®) — Binduced by B(?) — B and the
fact that Ly (B©) is Al-connected, induce Ly: (B) — B providing a left
inverse to BO) — L;1(B®). Thus B is a retract in H(k) of the A'-local
space L1 (B©) so is also Al-local.(]

From now on, B is a fixed A'-connected and A!-local space. For an open
immersion U C X and any n > 0 we set

(X, U) = " A (X/U). Bl = w0 (B(X/U)

where S™ denotes the simplicial n-sphere. For n = 0 these are just pointed
sets, for n = 1 these are groups and for ¢ > 2 these are abelian groups. In
fact in the proof below we will only use the case n = 0 and n = 1. We may
extend these definitions to an open immersion U C X between essentially
smooth k-schemes, by passing to the (co)limit.

The following is one of the main technical Lemmas, and will be proven
following the lines of [21, Key Lemma], using Gabber’s presentation Lemma:

Lemma 5.6 Let X be a smooth k-scheme, S C X be a finite set of points
and Z C X be a closed subscheme of codimension d > 0. Then there exists
an open subscheme Q C X containing S and a closed subscheme Z' C Q, of
codimension d — 1, containing Zq = Z N2 and such that the map of pointed
sheaves

Q=7 —=Q/(Q2— Zg)

is the trivial map in He(k).
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Proof. By Gabber’s geometric presentation Lemma 15 there exists an
open neighborhood € of S, and an étale morphism ¢ : Q@ — A{, with V
some open subset in some affine space over k such that Zg := ZNQ — A{
is a closed immersion, ¢~1(Zg) = Zg and Zg — V is a finite morphism.
Let F denote the image of Zg in V. Then set Z’' := ¢! (AL). Observe that
dim(F) = dim(Z) thus codim(Z') = d—1. Because we work in the Nisnevich
topology, the morphism of sheaves

Q/(Q — Za) — A/ (A) - Zo)
is an isomorphism. The commutative square

QQ-2) = QNQ-Zg)

4 4
AL/(AL - AL) = AL/(A) - Zo)

implies that it suffices to show that the map of pointed sheaves
Ay /(Ay — Ak) — Ay /(Ay — Zg)

is the trivial map in He(k). Now because Z — F is finite, the composition
Z — A} C PL is still a closed immersion, which has thus empty intersection
with the section at infinity s, : V' — P{,. By the Mayer-Vietoris property
the morphism A}, /(Al, — Zg) — P}/ (P}, — Zq) is an isomorphism of pointed
sheaves. It suffices thus to check that

Av/(Ay — Ap) = Py /(Py — Za)

is the trivial map in H.(k). But the morphism so : V/(V — F) — A{./(A}, —
AL) induced by the zero section is an A'-weak equivalence. As the compo-
sition s : V/(V — F) — Al /(A}, — AL) — PL/(PL — Zg) is A'-homotopic
(by the obvious A'-homotopy which relates the zero section to the section
at infinity) to the section at infinity s, : V/(V — F) — P{./(P}, — Zg) we
get the result because as noted previously s, is disjoint from Zg and thus
So0 : V/(V = F) = P} /(P}, — Zgq) is equal to the point.[].

Corollary 5.7 Let X be a smooth (or essentially smooth) k-scheme, s € X

be a point and Z C X be a closed subscheme of codimension d > 0. Then
there exists an open subscheme 2 C X containing s and a closed subscheme
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7' C Q, of codimension d — 1, containing Zq := Z N and such that for any
n € N the map
IL,(Q,Q — Zg) = 11L,(Q,Q — Z2')

15 the trivial map.
In particular, observe that if Z has codimension 1 and X is irreducible,
Z" must be Q. Thus for any n € N the map

18 the trivial map.

Proof. For X smooth this is an immediate consequence of the Lemma.
In case X is an essentially smooth k-scheme, we get the result by an obvious
passage to the colimit, using standard results on limit of schemes [32].00

Fix an essentially smooth k-scheme X. For any flag of open subschemes
of the form V' C U C X one has the following homotopy exact sequence
(which could be continued on the left):

= (X U) = 1I(X, V) = 1L (U, V) —

o(X,U) — o(X, V) = To(U, V) (5.1)

where the exactness at I1o(X, V') is the exactness in the sense of pointed sets,
and at IIo(X,U) we observe that there is an action of the group II; (X, U)
on the set [Iy(X,U) and the exactness is in the usual sense. The exactness
everywhere else is as diagram of groups.

We now assume that X is the localization of a smooth k-scheme at a
point z. We still denote by x the close point in X. For any flag F: Z? C
Z1 C X of closed reduced subschemes, with Z? of codimension at least i,
we set U; = X — Z% so that we get a corresponding flag of open subschemes
Uy C Uy C X. The set F of such flags is ordered by increasing inclusion (of
closed subschemes). Given a flag as above and applying the above observation
with U = U; and V = () we get an exact sequence:

R HI(X, Ul) — Hl(X> — Hl(Ul) — H()(X, Ul) — H()(X) — Ho(Ul)

By the corollary above, applied to X, to its closed point and to the closed
subset Z!, we see that Q must be X itself and thus that the maps (for any
n)

IL,(X,U;) — 11,(X)
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are trivial. We thus get a short exact sequence
1 —)Hl(X) —)Hl(Ul) —>H0(X,U1> —r * (52)

and a map of pointed sets IIy(X) — Ily(U;) which has trivial kernel.
Passing to the right filtering colimit on flags we get a short exact sequence

1— Hl(X) — H1<F) — COll.m‘J.‘Ho(X, Ul) — X (53)

and a pointed map with trivial kernel I1o(X) — IIy(F'), where we denote by
F the field of functions of X. But now we observe that B being 0-connected
we have IIy(F') = *, and thus IIo(X) = *.

To understand a bit further the short exact sequence (5.3) we now consider
for each flag F as above the part of the exact sequence obtained above for
the flag of open subschemes U; C Uy C X:

— Ho(X, UQ) — Ho(X, Ul) — Ho(UQ, Ul) (54)

By the Corollary 5.7 applied to X, S = {z} and to the closed subset Z% C X,
we see that 0 must be X and that there exists Z/ € X of codimension 1,
containing Z such that

Ho(X, Ug) — HQ(X,X — Z,)

is the trivial map. Define the flag 7' : 2" € Z'' € X by setting Z? = Z>
and Z'' = Z1U Z' we see that the map

COl’im]:H0<X, UQ) — COl’im;l—Io(X, Ul)
is trivial. Thus we conclude that
COlimeQ(X, Ul) — COZZ'TI’L]:H()(UQ, Ul) (55)

has trivial kernel. However using now the exact sequence involving the flags
of open subsets of the form ) C U; C U, we see that there is a natural
action of II;(F) on colimzlly(Us, U;) which makes the map (5.5) II;(F)-
equivariant. As the source colimzlly(X,U;) is one orbit under II;(F') by
(5.3), the equivariant map (5.5) which has trivial kernel must be injective.
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We thus have proven that if k£ is an infinite field and X is a smooth local
k-scheme with function field F', the natural sequence:

1— Hl(X> — Hl(F) = COlimfﬂo(UQ, Ul)
(the double arrow referring to an action) is exact.

An interesting example is the case where X is the localization at a point
x of codimension 1. The set colimzlly(Us, Uy) reduces to the II;(F')-set
IIo(X, X — {z}) because there is only one non-empty closed subset of codi-
mension > 0, the closed point itself. Moreover by the exact sequence (5.2)
shows that the action of II; (F') on IIo(Y, U — {y}) is transitive and the latter
set can be identified with the quotient IT; (F')/II;(X); in that case we simply
denote this set by H,(X;1I;).

We observe that any étale morphism X’ — X between smooth local
k-schemes induces a morphism of corresponding associated exact sequences

1 — Hl(X> — Hl(F) = colim;Ho(Ug,Ul)

\ \ S
1 — Hl(X/) — Hl(F/) = col@'m]:/HO(Ué,U{)

When X’ — X runs over the set of localizations at points of codimension
one in X we get a II; (F')-equivariant map

colimgIly(Us, Uy) — 1L cx H, (11

Lemma 5.8 (compare [21, Lemma 1.2.1]) The above map is injective and
its image is the weak product, yielding a bijection:

colimzIly(Us, Uy) & H;€X<1>H;(H1)

Corollary 5.9 1) Let X be a smooth local k-scheme with function field F.
Then the natural sequence:

1 — Hl(X) — Hl(F) = H;GX(I)H;(X;HI)
18 exact.

2) The Zariski sheaf associated with X +— 11;(X) is a sheaf in the Nis-
nevich topology and coincides with #' (B)(F), which is thus unramified.

180



Proof. 1) is clear. Let’s prove 2). Let’s denote by G the sheaf (I1;)zq,.
Observe that for X local G(X) = II;(X). 1) implies that for any k-smooth
X irreducible with function field F' the natural sequence:

1= G(X) = G(F) = I o Hy (X;G)

is exact.

For X of dimension 1 with closed point y, the exact sequence 5.3 yields
a bijection H(X;11) = H,(X;G) = Hy (X, X — {y}; m(B)).

If V. — X is an étale morphism between local k-smooth schemes of di-
mension 1, with closed points 3’ and y respectively, and with same residue
fields k(y) = k(y'), the map

Hy,;o (X, X = {y}im(B)) = Hyo(V,V = {y/}:m(B)) (5.6)

is thus bijective.
It follows that the correspondence X — II' _ v Hy(X;G) is a sheaf in the

Nisnevich topology on Smy..

Using our above exact sequence this implies easily that X — G(X) is
a sheaf in the Nisnevich topology. The same exact sequence applied to the
henselization X of a k-smooth local scheme implies that the obvious mor-
phism G(X) — 7' (B)(X) is a bijection. Thus the morphism G — ' (B) is
an isomorphism of sheaves of groups in the Nisnevich topology.[]

Remark 5.10 . The previous corollary applied to B being the Al-local space
BG itself implies that a strongly A-invariant sheaf of groups G on Smy, is

always unramified. This was used in Remark 1.28.0]

We now want to use the results of Section 1.2 to prove that G = m;(B) is
strongly Al-invariant.

We still denote by G the Nisnevich sheaf m;(B). By the previous corol-
lary, for any smooth local k-scheme X, one has G(X) = 72" (B)(X) = II;(X).

In view of Theorem 1.27 the next result implies Theorem 5.1.

Theorem 5.11 The unramified sheaf of groups G satisfies the Azioms (A2’),
(A5) and (A6) of Section 1.2.
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Proof. We first prove Axiom (A5). Axiom (A5) (i) follows at once
from the fact proven above that (5.6) is a bijection. From that fact we see
that

1= G(X)—=G(F) =1 _oH,)(X;G)
defines on the category of smooth k-schemes of dimension < 1 a short exact
sequence of Zariski and Nisnevich sheaves. As the right hand side is flasque

in the Nisnevich topology, we get for any smooth k-scheme V' of dimension
< 1 a bijection

Héar(va g) = Hll\hs(v? g) = g(F)\H;eX(UH; (X7 g)

For X a smooth local k-scheme of dimension 2 with closed point z and
V = X — {z} (which is of dimension 1), we get Hy,; (V;G) = H?(X;G).
Proceeding as in the proof of Lemma 1.24 we get Axiom (A5) (ii).

/
yex

Now we prove Axiom (A2’). We recall from Lemma 5.8 that the map

colim Ty (U, Uy) =10 ) Hy (X G)

is a bijection for any smooth k-scheme X.

Let z € X®. Denote by X, the localization of X at z and by V, = X, —
{z}. We have just proven that Hy, (V.:G) = Hy,;,(V.;G) = HZ(X;G). The
middle term is also equal to (V) = [(V.)+, Bl (k) because B is connected
with m1(B) = G and V, is smooth of dimension 1.

Now for a fixed flag F in X, by definition, the composition I1o(Us, U;) —
H?(X;G) is trivial if z € Uy, and is the composition of the map ITy(Us, Uy) —
o(Uz) and of the map Io(Uz) — o(V,) = H2(X;G). Thus given an element
of H;eX(l)Hyl(X; G) which comes from IIy(Us, Uy), its boundary to H2(X;G)
at points z of codimension 2 are trivial except maybe for those z not in Us:
but there are only finitely many of those, which establishes Axiom (A2’).

We now prove Axiom (A6). Using the Lemma 5.12 below, we see by that
for any field F € 7., the map [S((A}) 1), Blaagy — [S(Ak)+), BG) lay =
G(AF) is onto. As B is Al-local, [S((Ap)+), Blaww = [E(SpecFy), Bl =
G(F) and this shows that the map G(F) — G(AL) is onto. Thus it is an
isomorphism as any F-rational point of AL provides a left inverse. By part
2) of Lemma 1.16 this implies that G is Al-invariant.

By 2) of Lemma 5.12 we see that for any (essentially) smooth k-scheme
X of dimension < 1, the map [(AX)+, Blau.w — [(AX)+, B(G)new) =
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Hy, (Ak;G) is onto. As B is 0-connected and A'-local, this shows that
if moreover X is a local scheme Hy, (Ak;G) = .

As we know that G satisfies (A5), Lemma 1.24 implies that H,, (AL;G) =
*. By Remark 1.22 we conclude that C*(Ak; G) is exact, the axiom (A6) is
proven, and the Theorem as well.[]

Lemma 5.12 1) For any smooth k-scheme X of dimension < 1 the map
Homgy, ) (X(X4), B) = Homgy, ) (X(X4), B(G)) = G(X)

18 surjective.

2) For any smooth k-scheme X of dimension < 2 the map
Homy, o) (X, B) = Homy, ) (X, B(G)) = Hy,(X:G)
is surjective and injective if dim(X) < 1.

Proof. This is proven using the Postnikov tower {P™(B)},en of B, see
[65] for instance, together with standard obstruction theory, see Appendix
B.OJ

Al-homotopy sheaves of G,,-loop spaces

Theorem 5.13 For any pointed A'-local space B which is 0-connected, so is
the function space RHome(G,,, B) and for any integer n > 0, the canonical
morphism

™ (RHom, (G,,, B)) — (7" (B))_,

n

s an isomorphism.
In particular, by induction on i > 0, one gets an isomorphism for any
n >0

1

[S™ A (Gn)™, Blaway =y (B)—i(k)

Proof. We first prove that RHom,(G,,, B) is Al-connected. From [58]
that to show that a space Z is Al-connected, it suffices to show that the sets
[(Spec(F')4; Z) are trivial for any F' € F;. By base change, we may reduce
to F' = k. G, having dimension one, we conclude from the Lemma 5.14
below and an obstruction theory argument using Lemma 5.12.
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Now we prove the second statement. The morphism is induced by the
natural transformation of presheaves of groups “evaluation on the n-th ho-
motopy sheaves”

[S" A G A (Uy), Blaa(ry = ma(B) -2 (U)

Observe that the associated sheaf to the presheaf on the left is exactly
2 (RHom, (G,,, B)).

Now by Lemma 1.32 and Corollary 5.2 both sheaves involved in the mor-
phism are strongly Al-invariant. To check it is an isomorphism it is sufficient
to check that it is an isomorphism on each F' € Fy.

As the morphism in question in degree n + 1 corresponding to B is the
morphism in degree n applied to RQ!(B), by induction, it is sufficient to
treat the case n = 1.

By a base change argument we may finally assume F' = k is the base
field. Using Lemma 5.12 we get the result again from Lemma 5.14 below.[]

Lemma 5.14 Let G be a strongly A'-invariant sheaf of groups. Then H'(G,,; G)
15 trivial.

Proof. For k infinite, we use the results of section 1.2. For k finite we use
the results of the Appendix. We know from there that H'! is always computed
using the explicit complex C*(—;G). Thus we reduce to proving the fact
that the action of G(k(T")) on Hlye(Gm)(l)Hyl (G; G) is transitive. But this fol-
lows at once from the fact that the action of G(k(T")) on H;e(Al)(l)H; (AL G)
is transitive (because H'(A';G) is trivial) and the fact that the epimor-
phism H;e(«;m)(DHz}(Gm;g) is an obvious quotient of H;e(Al)(l)H;(Al; g) as
a G(k(T))-set.d

5.2 Al-derived category and Eilenberg-MacLane spaces

The derived category. Let us denote by Ab(k) the abelian category of
sheaves of abelian groups on Smg in the Nisnevich topology. Let C.(Ab(k))
be the category of chain complexes” in Ab(k).

The derived category of Ab(k) is the category D(.Ab(k)) obtained from
C.(Ab(k)) by inverting the class Qis of quasi-isomorphisms between chain

"with differential of degree —1
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complexes. There are several ways to describe this category. The closest to
the intuition coming from standard homological algebra [30] is the following.

Definition 5.15 1) A morphism of chain complexes C, — D, in C.(Ab(k))
1s said to be a cofibration if it is a monomorphism. It is called a trivial
cofibration if it is furthermore a quasi-isomorphism.

2) A chain complex K, is said to be fibrant if for any trivial cofibration
1 Cy — D, and any morphism f : C, — K,, there exists a morphism
g: D, — K, such that go1 = f.

The following “fundamental lemma of homological algebra” seems to
be due to Joyal [39] in the more general context of chain complexes in a
Grothendieck abelian category [30]. One can find a proof in the case of
abelian categories of sheaves in [35]. In fact in both cases one endows the
category C.(Ab(k)) with a structure of a model category and apply the ho-
motopical algebra of Quillen [71].

Lemma 5.16 1) For any chain complex D, € C.(Ab(k)) there ezists a func-
torial trivial cofibration D, — DY to a fibrant complex.

2) A quasi-isomorphism between fibrant complezes is a homotopy equiva-
lence.

3) If D, is a fibrant chain complez, then for any chain complex C, the
natural map
7(Cs, D) — Homp(ap(k))(Cs, D)

s an isomorphism.

Here we denote by w(C., D,) the group of homotopy classes of mor-
phisms of chain complexes in the usual sense. Thus to compute the group
Homp Ab(k))(C*,D*) for any chain complexes C, and D,, one just chooses
a quasi-isomorphism D, — D/ to a fibrant complex (also called a fibrant
resolution) and then one uses the chain of isomorphisms

w(C., DI) = Homp(aey (Cs, DI) = Homp(apey (Cs, D-)

The main use we will make of this property is a “concrete” description of
internal derived Hom-complex RHom(C\, D,): it is given by the naive inter-
nal Hom-complex Hom(C,, D{), for C, a chain complex which sections on
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any smooth k-scheme are torsion free abelian groups (to simplify). Indeed,
it is clear that Hom(C,, D{) is fibrant; using part 2 of the above Lemma and
obvious adjunction formula for homotopies of morphisms of chain complexes
we get that this functor D(Ab(k)) — D(Ab(k)), D, — Hom(C,, DI) is the
right adjoint to the functor D(Ab(k)) — D(Ab(k)), B, — B, ® C,.

The A'-derived category. The following definition was mentioned in
[58, Remark 9] and is directly inspired from [65, 88]:

Definition 5.17 1) A chain complex D, € C.(Ab(k)) is called A'-local if
and only if for any C, € C.(Ab(k)), the projection C\, @ Z(A') — C., induces

a bijection :
Hompa(y) (Cx, Di) = Hompapry (Ce @ Z(AY), D)

We will denote by D1 _10.(Ab(k)) C D(Ab(k)) the full subcategory consisting
of Al-local complexes.

2) A morphism f : C, — D, in C.(Ab(k)) is called an A'-quasi isomor-
phism if and only if for any A'-local chain complex E., the morphism :

Hompapk))(Ds, E) = Hompapy)(Cs, E)

is bijective. We will denote by A'-Qis the class of A'-quasi isomorphisms.

3) The A'-derived category Dyi(Ab(k)) is the category obtained by invert-
ing the all the A'-quasi isomorphisms.

All the relevant properties we need are consequences of the following:

Lemma 5.18 [65, 58] There exists a functor L3 : C,.(Ab(k)) = C.(Ab(k)),
called the (abelian) A'-localization functor, together with a natural transfor-
mation

0:1d— L%

such that for any chain complex Cy, 0c, : C. — L9%(C,) is an A'-quasi
isomorphism whose target is an A'-local fibrant chain complex.

It is standard to deduce:
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Corollary 5.19 The functor L3 : C.(Ab(k)) — C.(Ab(k)) induces a func-
tor
D(Ab(K)) = Dat—ioc(Ab(K))

which is left adjoint to the inclusion Dyi_j,.(Ab(k)) C D(Ab(K)), and which
induces an equivalence of categories

Dy (Ab(/{?)) — DAl_lOC(.Ab(k}))

Proof of Lemma 5.18. We proceed as in [58]. We fix once for all a
functorial fibrant resolution C, — CY. Let C, be a chain complex. We let

Lxl)(C*) be the cone in C,(Ab(k)) of the obvious morphism
evy : Hom(Z(AY),C) — ¢

We let C, — Ll(;l)(C*) denote the obvious morphism. Define by induction
onn >0, LX? = Lf;l) o Lxll_l). We have natural morphisms, for any chain
complex C,, LXLI_I)(C*) — LXLI)(C’*) and we set

2(CL) = colz’mneNLXﬁ)(C*)
As in [58, Theorem 4.2.1] we have:

Proposition 5.20 For any chain complex C, the complex L35 (Cy) is Al-
local and the morphism

Cy — L3 (CY)

is an Al-quasi isomorphism.
This proves Lemma 5.18.0]

In the sequel we set L% (C,) := L35(C,)7: this is the A'-localization of
C,.

Remark 5.21 It should be noted that we have used implicitly the fact that
we are working with the Nisnevich topology, as well as the B.G.-property from
[65]: for a general topology on a site together with an interval in the sense
of [65], the analogue localization functor would require more “iterations”,
indexed by some well chosen big enough ordinal number.
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The (analogue of the) stable A'-connectivity theorem of [58] in D(Ab(k))
is the following:

Theorem 5.22 Let C, be a (—1)-connected chain complex. Then its A'-
localization L34 (C.) is still (—1)-connected.

The proof is exactly the same as the case of Sl-spectra treated in [58].
Following the same procedure as in loc. cit., this implies that for an A'-local
chain complex C, each of its truncations 7s,(C,) is still A'-local and thus
each of its homology sheaves are automatically strictly Al-invariant. Thus it
is a characterization of Al-local chain complexes:

Corollary 5.23 Let C, be an arbitrary chain complex. The following con-
ditions are equivalent:

1) C, is A'-local;
2) each homology sheaf H,(C.), n € Z, is strictly A'-invariant.

This fact endows the triangulated category D(Ab(k)) with a natural non
degenerated t-structure [12] analogous to the homotopy t-structure of Vo-
evodsky on DM (k). The heart of that t-structure on D(Ab(k)) is precisely
the category Abyi (k) of strictly Al-invariant sheaves.

An easy consequence is:

Corollary 5.24 The category Abyi (k) of strictly A'-invariant sheaves is
abelian, and the inclusion functor Abyi(k) C Ab(k) is exact.

Chain complexes and Eilenberg-MacLane spaces. Recall from [65],
that for any simplicial sheaf of sets X we denote by C,(X) the (normalized)
chain complex in C,(Ab(k)) associated to the free simplicial sheaf of abelian
groups Z(X) on X. This construction defines a functor

Cy : A?Shuy;s(Smy) — Ci(Ab(k))
which is well known (see [65, 49] for instance) to have a right adjoint
K : C.(Ab(k)) = APShuyn;s(Smy)

called the Filenberg-MacLane space functor.
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For an abelian sheaf M € Ab(k) and an integer n we define the pointed
simplicial sheaf K(M,n) (see [65, page 56]) by applying K to the shifted
complex M|n], of the complex M placed in degree 0. If n < 0, the space
K(M,n) is a point. If n > 0 then K(M,n) has only one non-trivial homo-
topy sheaf which is the n-th and which is canonically isomorphic to M. More
generally, for a chain complex C\, the space K C has for n-th homotopy sheaf
0 for n < 0, and the n-th homology sheaf H,(C,) for n > 0.

It is clear that C, : A% Shvy;s(Smy) — C.(Ab(k)) sends simplicial weak
equivalences to quasi-isomorphisms and K : C,(Ab(k)) — A®Shvy;s(Smy,)
maps quasi-isomorphisms to simplicial weak equivalences. If C, is fibrant, it
follows that K(C.) is simplicially fibrant. Thus the two functors induce a
pair of adjoint functors

C. : Hy(k) — D(Ab(K))

and
K : D(Ab(k)) — Hs(k)
As a consequence it is clear that if C, is an A'-local complex, the space

K(C,) is an A'-local space. Thus C, : Hs(k) — D(Ab(k)) maps Al-weak
equivalences to Al-quasi isomorphisms and induces a functor

C* H(k) = Dyi (Ab(K))

which in concrete terms, maps a space X to the Al-localization of C,(X).
We denote the latter by C*'(X) and call it the A'-chain complex of X.
The functor C*' : H(k) — D1 (Ab(k)) admits as right adjoint the functor
KA 2 Dy (Ab(k)) — H(k) induced by C, — K (L (C,)). We observe that
for an Al-local complex C,, the space K(C,) is automatically Al-local and
thus simplicially equivalent to the space K*' (C,).

Proposition 5.25 Let C, be a 0-connected chain complex in C.(Ab(k)).
Then the following conditions are equivalent:

(i) the space K (C.) is A'-local.

(ii) the chain complex C, is A'-local.

Proof. It follows immediately from Corollaries 5.3 and 5.23.01

189



For each complex C, we simply denote by (C'*)(Al) the function com-
plex Hom(Z4(A'),CY). And we let (C*)(ﬁ;) denote the non negative part of
(CL)A). Tt is clear that the tautological A'-homotopy (C,)*") @ Z(A') —
(C’*)(Al) between the Identity and the 0-morphism, induces an A'-homotopy
(C’*)(ZAOl) R Z(A') — (C'*)(ﬁ)l) as well. Thus (C*)(ZAOI) is Al-contractible.

We consider the morphism of “evaluation at one” (C*)(fol) — C,. And we
set Up1(C) == cone((C*)(ZAol) — (). By construction thus, C, — Ux1(C,) is
an Al-quasi-isomorphism.

For each n > 0 we let Ugf) denote the n-iteration of that functor. We
then denote by U;%(C.) the colimit of the following diagram

C. > Un(Cy) — - — Ufg)(C*) — ...
in which each morphism is an A'-quasi-isomorphism. Thus so is
Cy — Ug(Cy)

Lemma 5.26 For any chain complex C,, the morphism of simplicial sheaves
K(C,) = K(Ug(C.)) induced by the previous one is an A'-weak equivalence
of spaces.

If moreover C, is 0-connected the space K (U (C.)) is 0-connected and
Al-local.

Consequently, in that case, the morphism of simplicial sheaves
K(C,) = K(UE(C.)) = K(L{i(C.)
is the A'-localization of the source.

Proof. Tt suffices to prove that each K(U&)(C*)) — K(Ugfﬂ)(C*)) is
an Al-weak equivalence of spaces, and it suffices to treat the case n = 0 and
to prove that K(C,) — K(Ua(C,)) is an Al-weak equivalence of spaces.

Now the above morphism is a principal K ((C*)(ﬁ)l))—principal fibration by
construction. Thus K (U XfH)(C*)) is simplicially weakly equivalent to the
Borel construction of K (U&)(C*)) with respect to the action of the group

K ((C’*)(ZA(;)). But now the Borel construction

B(K((C)E))) % ey KU (C)
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is filtered by the skeleton of E(K ((C,)*"). The first filtration is K(Ulg?)(C*))

and the others are of the form (K((C’*)(ZA(;)))M A ST A (KUM(CL))4) with

Al
i > 0 which is thus A'-weakly contractible as the chain complex (C’*)(ﬁol) is

A'-contractible as we observed above.
It remains to prove that the space K (Ug3(C,)) is Al-local in case C,

is 0-connected. We observe that by construction, each of the U Xf)(C’*) is
0-connected as well. It follows that the pointed space K (U (Cy)) is also 0-
connected. To prove that it is Al-local, it suffices now to prove that for any
n > 0, and any smooth k-scheme X, any pointed morphism (A') A (X,) A
S™ — K(Ugg(Cy)) is trivial in the pointed simplicial homotopy category [56,
Lemma 3.2.1].

Any such morphism factors through K(U Xf)(c*)) — K(UX(C,)) for n
big enough. Now using the product A' A Al — A! (where 0 is the base
point) we see that any morphism (A') A (X;) A S™ — K(UL(C,)) factors
canonically through the morphism of “evaluation at one” (K (U}, (C’*))(fol)) —
K (U} (Cy)), which shows that the composition -

(A A (X)) AS" = K(UKHCL) = K(URH(CL))
is trivial, and proves the claim.[]

Corollary 5.27 For any 0-connected C,, the complex U (C,) is A'-local
and C. — UX(C.) is thus the A'-localization C, — L5 (C) of C..

Consequently the functor K(—) preserves A'-weak equivalences between
complexes which are 0-connected and, quickly speaking, K commutes with
Al-localizations for 0-connected complexes. In more precise term for any
0-connected chain complex C, the morphism

Ly (KC,) — K(L%(C)))
15 a weak equivalence.

Proof. The first claim follows from Proposition 5.25 and the second
claim because by construction C, — UgZ(C,) is an A'-quasi-isomorphism.
The last claim follows from that.[]

Remark 5.28 Observe that the last statement of the Corollary is not at all
formal.(J
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5.3 The Hurewicz theorem and some of its consequences

The following definition was made in [58]:

Definition 5.29 Let X be a space and n € Z be an integer. We let H>' (X))
denote the n-th homology sheaf of the Al-chain complex C’j}l()() of X, and
call it the n-th homology sheaf of X.

If X is pointed, we set H*' (X) = Ker(HA (X) — H* (Spec(k))) and
call it the n-th reduced homology sheaf of X. As Hﬁ}l(Spec(k)) =0 forn#0
and 7 for n =0, this means that as graded abelian sheaves

HE(X)=Zo HY (X)

Remark 5.30 We observe that the Al-localization functor commutes with
the suspension in D(Ab(k)). As an immediate consequence, we see that there
exists a canonical suspension isomorphism for any pointed space X and any
integer n € Z:

A (x) = A2

(X(X))
Using the Al-connectivity Theorem 5.22 and its consequences, we get

Corollary 5.31 The A'-homology sheaves Hﬁl(z"() of a space X vanish for
n < 0 and are strictly A'-invariant sheaves for n > 0.

Remark 5.32 We conjectured in [58] that this result should still hold over
a general base; J. Ayoub produced in [6] a counter-example over a base of
dimension 2. The case of a base of dimension 1 is still open.[J

Remark 5.33 In classical topology, one easily computes the whole homol-
ogy of the sphere S™: H;(S™) = 0 for i« > n. In the A'-homotopy world,
the analogue of this vanishing in big dimensions is unfortunately highly non-
trivial and unknown. It is natural to make the:

Conjecture 5.34 Let X be a smooth quasi-projective k-scheme of dimension
d. Then HA(X) = 0 for n > 2d and in fact if moreover X is affine then
HM(X) =0 forn >d.

That would imply that the A'-homology of (P')"" vanishes in degrees
> 2n. This is in fact a stronger version of the vanishing conjecture of
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Beilinson-Soulé. It was also formulated in [58].

Computations of higher A'-homotopy or A!-homology sheaves seem rather
difficult in general. In fact, given a space, we now “understand” its first non-
trivial Al-homotopy sheaf, but we do not know at the moment any “non-
trivial” example where one can compute the next non-trivial Al-homotopy
sheaf without using deep results like Milnor or Bloch-Kato conjectures.[]

Using the adjunction between the functors C, and K it is clear that for
a fixed pointed space X the adjunction morphism

X — K(C.(X))
induces a morphism, for each n € Z

7t (X) > HE ()

n

which we call the Hurewicz morphism. Here Wﬁl()( ) means the n-th homo-
topy sheaf of the pointed space L1 (X), its Al-localization, constructed in

[65], and is also called the n-th A'-homotopy sheaf of X.

Given a space X we say that X is O-connected if its (simplicial) sheaf
To(X) is the point and we say X is Al-connected if its sheaf 7' (X) is the
point. For a given n > 1 we say that a pointed space X is n-connected if its
(simplicial) homotopy sheaves 7;(X) are trivial for i < n, and we say that X
is n-A'-connected if its A'-homotopy sheaves ﬂ'ZAl(X ) are trivial for i < n.

The following two theorems form the weak form of our Hurewicz theorem:

Theorem 5.35 Let X be a pointed A'-connected space. Then the Hurewicz
morphism
T (X) = Hi (X)

1s the initial morphism from the sheaf of groups Wi%l(X) to a strictly Al-
invariant sheaf (of abelian groups). This means that given a strictly A'-
invariant sheaf M (of abelian groups) and a morphism of sheaves of groups

X)) > M
it factors uniquely through ' (X) — H (X).
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Proof. Observe that 7' (X) is strongly Al-invariant by Theorem 5.1.
Let M be a strongly Al-invariant sheaf of abelian groups. The group of
morphisms of sheaves Homg, (2" (X), M) is equal to the group of simpli-
cial homotopy classes Homyy, ) (La1(X), K(M,1)) which, because K (M, 1)
is A'-local, is also Homay (X, K (M, 1)); by our above adjunction, this is also
Homp,, (b (C2(X), K (M, 1)), and the latter is exactly Hom (HAM (X), M)
because C*' (X) is 0-connected.]

Remark 5.36 It is not yet known, though expected, that the Hurewicz
morphism is an epimorphism in degree one and that its kernel is always the
commutator subgroup.[]

Theorem 5.37 Let n > 2 be an integer and let X be a pointed (n — 1)-A'-
connected space. Then for each i € {0,...,n— 1}

HY(X) =0
and the Hurewicz morphism

o (X) = Hy'(X)

n

is an isomorphism between strictly A'-invariant sheaves.

Proof. Apply the same argument as in the previous theorem, using
K(M,n), and the fact from Corollary 5.2 that the Al-homotopy sheaves
74 (X) are strictly Al-invariant for n > 2.0

The following immediate consequence is the unstable A!-connectivity the-
orem:

Theorem 5.38 Let n > 0 be an integer and let X be a pointed (n — 1)-
connected space. Then its A'-localization is still simplicially (n—1)-connected.

For any sheaf of sets F' on Smy, let us denote by Zui(F') the strictly
Al-invariant sheaf

Ty (F) = HY (F)

where F' is considered as a space in the right hand side. This strictly Al-
invariant sheaf is the free one generated by F' in the following sense: for any
strictly Al-invariant sheaf M the natural map

HomAb(k) (ZAl (F), M) — Homghv(smk)(F, M)
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is a bijection. .
If F is pointed, we denote by Zy1 o(F) the reduced homology sheaf HA' (F).

Our previous results and proofs immediately yield:

Corollary 5.39 For any integer n > 2 and any pointed sheaf of sets F' the
canonical morphism

T (SM(F)) = Hp' (S"(F)) = Zy o(F)
s an isomorphism.

The last isomorphism is the suspension isomorphism from Remark 5.30.

Now by Theorem 4.46, the free strictly Al-invariant sheaf generated by a
(pointed) sheaf F is the same sheaf as the free strongly A'-invariant sheaf of
abelian groups generated by the same (pointed) sheaf. Our main computa-
tion in Theorem 2.37 thus yields the following Theorem which was announced
as Theorem 23 in the introduction:

Theorem 5.40 For n > 2 one has canonical isomorphisms of strictly A'-
inwvariant sheaves

sy (A" = {0}) 2wy (BY)") = Zp o((G)™") = K™

Remark 5.41 Observe that the previous computation of 7 (A% — {0}) re-
quires a slightly more subtle argument, as it concerns the A!-fundamental
group. The morphism SL, — A? — {0} being an A'-weak equivalence, we
know a priori that 7' (A% — {0}) is a strongly A'-invariant sheaf of abelian
groups, as is the A'-fundamental group of any group (or h-group) as usual.
The free strongly Al-invariant sheaf of groups on G,, A G,, is commutative
and it is thus K",
We postpone the computation of 72" (P') to Section 6.3.0]

Remark 5.42 For any n > 0 we let S™ denote (S')"". We observe that
A™ — {0} is canonically isomorphic in He(k) to S ' A (G,,)"™ and (P1)"" is
canonically isomorphic to S™ A (G,,)"", see [65, § Spheres, suspensions and
Thom spaces p. 110]. Tt is thus natural for any n > 0 and any ¢ > 0 to study
the “sphere” of the form S™ A (G,,)".
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The Hurewicz Theorem implies that it is at least n — 1 connected and if
n > 2, provides a canonical isomorphism

T (5™ A (G)™) = KM

for i > 1 and 72" (S") = Z for i = 0 (and n > 1).

In case n = 0 our sphere is just a smash-power of G,, which is itself
Al-invariant.

For n = 1 the question is harder and we only get, by the Hurewicz Theo-
rem, a canonical epimorphism 74" (S'A (G,,)") — KMV This epimorphism
has a non trivial kernel for s = 1 (see the computation of 72" (P') in Section
6.3). We have just observed in the previous Remark that this epimorphism
is an isomorphism for i = 2. We don’t know 72" (S* A (G,,)") for i > 2.00

Corollary 5.43 Let (n,i) € N? and (m,j) € N? be pairs of integers. For
n > 2 we have a canonical isomorphism:

0ifm<n
KMYV(k) ifm=mn and i >0
Oifm=mn,j>0andi=0
Zifm=nandj=1=0

Homay, (1) (S™ A (G, )N, 8™ A (G =

Proof. This follows immediately from our previous computation, from
Theorem 5.13 and the fact from Section 2.2 that the product induces isomor-
phisms of sheaves (KM")_; = KMV O

Al-fibration sequences and applications In this paragraph we give
some natural consequences of the (weak) Hurewicz Theorem and of our struc-
ture result for A'-homotopy sheaves 5.2.

We first recall some terminology.
Definition 5.44 1) A simplicial fibration sequence between spaces
' = X—=)Y

with Y pointed, is a diagram such that the composition of the two morphisms
15 the trivial one and such that the induced morphism from I' to the simplicial
homotopy fiber of X — Y is a simplicial weak equivalence.
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2) An A'-fibration sequence between spaces
r-x—Yy

with Y pointed, is a diagram such that the composition of the two morphisms
is the trivial one and such that the induced diagram between A'-localizations

Ly (I) = Lar(X) = Lan ()
1s a stmplicial fibration sequence.

A basic problem is that it is not true in general that a simplicial fibration
sequence is an A'-fibration sequence. For instance, let X be a fibrant pointed
space, denote by P(X) the pointed space Hom,(A', X) of pointed paths
A' = X in X so that we have a simplicial fibration sequence

QX)) = PAX) = X

whose fiber Q'(X) := Hom,(S", X) is the simplicial loop space of X (with
St = A'/OA! is the simplicial circle). The following observation is an im-
mediate consequence of our definitions, the fact that if X is Al-fibrant so is
QY(X), and the fact that an Al-weak equivalence between Al-local space is
a simplicial weak equivalence:

Lemma 5.45 Let X be a simplicially fibrant pointed space. The paths sim-
plicial fibration sequence Q'(X) — P(X) — X above is an A'-fibration se-
quence if and only if the canonical morphism

Ly (24(X)) = QN (Lar(X))
18 a simplicial weak equivalence.
We now observe:

Theorem 5.46 Let X be a simplicially fibrant pointed connected space. Then
the canonical morphism

Lyt (Q1(X)) = QYL (X))

is a simplicial weak equivalence if and only if the sheaf of groups WOAl QX)) =
7o(Lar (Q1(X))) is strongly A'-invariant.
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Proof. From Theorem 5.1 the condition is necessary. To prove the con-
verse we may assume X is O-connected (and fibrant). In that case the inclu-
sion of X C X of the sub-space consisting of “simplices whose vertices are
the base point” is a simplicial weak equivalence: use [49] and stalks to check
it. Using the Kan model G(X(©) for the simplicial loop space on a pointed
O-reduced Kan simplicial set (loc. cit. for instance) one obtain a canonical
morphism X'(© — B(G(X®)) which is also a simplicial weak equivalence (by
checking on stalks). Thus this defines in the simplicial homotopy category
H,o(k) a canonical pointed isomorphism between X and B(G(X®)) and
in particular a canonical pointed isomorphism between Q!(X) and G(X(®).
Now we observe that by Lemma 5.47 below, we may choose L1 so that
Ly maps groups to groups. Thus G(X©®) — Ly (G(X®)) is an Al-weak
equivalence between simplicial sheaves of groups. By Lemma 5.48 we see
that

X = B(G(XY)) = B(Lai(G(X")))

~Y

is always an A'-weak equivalence. Now assuming that mo(La1(QH(X))) =
71 (B(Lg1 (G(X)))) is strongly A'-invariant, and the higher homotopy sheaves
of B(Ly (G(X®))) are strictly A'-invariant, we see using Corollary 5.3 that
the space B(Ls (G(X®))) is Al-local. It is thus the A!-localization of X'.0J

Recall from [65] that an A'-resolution functor is a pair (FEz,6) consisting
of a functor Ex : A?Shv(Smy) — A®Shv(Smy) and a natural transforma-
tion @ : Id — Ex such that for any space X, Ex(X) is fibrant and Al-local,
and 0(X) : X — Ez(X) is an Al-weak equivalence.

Lemma 5.47 [65] There exists an A'-resolution functor (Ex,0) which com-
mutes with any finite products.

Proof. Combine [65, Theorem 1.66 page 69] with the construction of the
explicit I-resolution functor given page 92 of loc. cit.C]

Recall that a principal fibration G — X — ) with simplicial group G is
the same thing as a G-torsor over ).

Lemma 5.48 Let

G - X —= Y
{ { {
G - X = y/



be a commutative diagram of spaces in which the horizontal lines are principal
fibrations with simplicial groups G and G'. Assume the vertical morphism
(of simplicial groups) G — G’ and the morphism of spaces X — X' are both
A'-weak equivalence. Then

y—=)

is an Al-weak equivalence.

Proof. Given a simplicial sheaf of groups G we use the model E(G) of
simplicially contractible space on which G acts freely given by the diagonal
of the simplicial space n — E(G,,) where E(G) for a simplicially constant
sheaf of group is the usual model (see [65, page 128] for instance). We may
as well consider it as the diagonal of the simplicial space m — G™1 the
action of GG being the diagonal one. For any G-space X we introduce the
Borel construction

EG Xa X

where G acts diagonally on E(G) x X. If the action of G is free on X,
the morphism EG xg X — \X is a simplicial weak equivalence. Thus
in the statement we may replace ) by FG xg X and )’ by EG' xg X’
respectively. Now from our recollection above, FG xg X is the diagonal
space of the simplicial space m — G™*! x4 X; it thus simplicially equivalent
to its homotopy colimit (see [15] and [65, page 54]). The Lemma thus follows
from Lemma 2.12 page 73 of loc. cit. and the fact that for any m the
morphism
Gm+1 XaG X — (G/)m+1 Xa! X’

are Al-weak-equivalences. This is easy to prove by observing that the G-
space G™T! is functorially G-isomorphic to G x (G™) with action given on
the left factor only. Thus the spaces G™'! xg X are separately (not taking
the simplicial structure into account) isomorphic to G™ x X.[J

Definition 5.49 1) A homotopy principal G-fibration
G-X—=>Y

with stmplicial group G consists of a G-space X and a G-equivariant mor-
phism X — Y (with trivial action on )) such that the obvious morphism

EG xgX =Y
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15 a simplicial weak equivalence.

2) Let G — X — Y be a (homotopy) G-principal fibration with struc-
ture group G. We say that it is an A'-homotopy G-principal fibration if the
diagram

L (X) — Lyt (y)
is a homotopy principal fibration with structure group Lyi(G).

In the previous statement, we used an A!-localization functor which com-
mutes to finite product (such a functor exists by Lemma 5.47).

Theorem 5.50 Let G — X — Y be a (homotopy) principal fibration with
structure group G such that W(‘)*l(G) is strongly A'-invariant. Then it is an
Al-homotopy G-principal fibration.

Proof. We contemplate the obvious commutative diagram of spaces:

G — X — Yy
| IR R
G — E(G) x X — E(G) xg X
) \: I

LAl(G) — E(LAl(G))XLA1(X) — E(LAl(G)) XLAI(G) LAl(X)

where the upper vertical arrows are simplicial weak equivalences. By Lemma
5.48 the right bottom vertical arrow is an Al-weak equivalence. By the very
definition, to prove the claim we only have to show now that the obvious
morphism E(Lgi(GQ)) X1, @) Lar(X) — Ly (Y) is a simplicial weak equiva-
lence.

As E(G) xg X = E(La1(G)) x1,,(6) Lat(X) is an A'-weak equivalence,
we only have to show that the space E(La1(G)) X1, (q) Lat (X) is A'-local.
But it fits, by construction, into a simplicial fibration sequence of the form

LA1<X) — E(LAl(G)) XLAl(G) LA1(X) — B(LAl (G))

As 78" (G) is strongly A'-invariant the O-connected space B(Lyi(G)) is Al-
local by Corollary 5.2. This implies the claim using the Lemma 5.51 above.[]

Lemma 5.51 Let I' — X — Y be a simplicial fibration sequence with Y
pointed and 0-connected. If I' and Y are A'-connected, then so is X.
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Proof. We use the commutative diagram of spaces

r —»— x - Yy
{ { I

R S 2

where the horizontal rows are both simplicial fibration sequences (we denote
here by Z*' the right simplicially derived functor RHom(A!, Z), see [65]).
We must prove that the middle vertical arrow is a simplicial weak equiva-
lence knowing that both left and right vertical arrows are. But using stalks
we reduce easily to the corresponding case for simplicial sets, which is well-
known.[]

Example 5.52 1) For instance any SL,-torsor, n > 2, satisfy the property
of the Theorem because 7' (SL,) = : this follows from the fact that over
a field F' € Fj, any element of SL,(F) is a product of elementary matrices,
which shows that over 78 (SL,)(F) = *. From [56] this implies the claim.

2) Any G L,-torsor, for n > 1, satisfy this condition as well as 72 (GL,) =
G, is strictly Al-invariant. This equality follows from the previous state-
ment.

3) This is also the case for finite groups or abelian varieties: as these are
flasque as sheaves, Hy,, is trivial.

4) In fact we do not know any example of smooth algebraic group G over
Al

k whose 7 is not strongly Al-invariant.[]

Theorem 5.53 Let I' — X — Y be a simplicial fibration sequence with
Y pointed and 0-connected. Assume that the sheaf of groups w&' (Q(Y)) =
7o(La1 (QY(Y))) is strongly Al-invariant. Then T — X — Y is also an
Al-fibration sequence.

Proof. This theorem is an easy reformulation of the previous one (using

a little bit its proof) by considering a simplicial group G with a simplicial
weak equivalence Y = B(G).0
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We observe that the assumptions of the Theorem are fulfilled if ) is
simplicially 1-connected, or if it is O-connected and if m1(}) itself is strongly
Al-invariant. This follows from the following Lemma applied to Q()).

Lemma 5.54 Let X be a space. Assume its sheaf wo(X) is A'-invariant.
Then, the morphism mwo(X) — 78" (X) = mo(La1 (X)) is an isomorphism.

Proof. This Lemma follows from the fact that mo(X) — &' (X) is al-
ways an epimorphism [65, Corollary 3.22 page 94] and the fact that as a
space the Al-invariant sheaf my(X') is Al-local. This produces a factorization
of the identity of m(X) as mo(X) — 78 (X) = mo(La1 (X)) = mo(X) which
implies the result.[]

The relative Al'-connectivity theorem.

Definition 5.55 A morphism of spaces X — Y is said to be n-connected
for some integer n > 0 if each stalk of that morphism (at any point of any
smooth k-scheme) is n-connected in the usual sense.

When the spaces are pointed and Y 1s 0-connected this is equivalent to the
fact that the simplicial homotopy fiber of the morphism is n-connected.

The relative A'-connectivity theorem refers to:

Theorem 5.56 Let f : X — )Y be a morphism with Y pointed and 0-
connected. Assume that the sheaf of groups m&' (1Y) = mo(Lar (Q(Y)))
is strongly A'-invariant (for instance if Y is simplicially 1-connected, or if
() itself is strongly A'-invariant). Let n > 1 be an integer and assume f
is (n — 1)-connected, then so is the morphism

LAl (X) — LAl (y)

Proof. Let I' — X be the homotopy fiber. By Theorem 5.53 above
the diagram Ly:(I") — L1 (X) — La1()) is a simplicial fibration sequence.
Our connectivity assumption is that m;(I') = 0 for ¢ € {0,...,n —1}. By
the unstable A'-connectivity Theorem 5.38, the space L1 (T) is also (n — 1)-
connected. Thus so is Ly (X) — Ly (Y).0

The strong form of the Hurewicz theorem. This refers to the fol-
lowing classical improvement of the weak Hurewicz Theorem:
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Theorem 5.57 Let n > 1 be an integer and let X be a pointed (n — 1)-A'-
connected space. Then H (X) =0 for each i € {0,...,n—1}, the Hurewicz
morphism " (X) — HA'(X) is an isomorphism, and moreover the Hurewicz
morphism

Fﬁ—ll-l(x) - Hrﬁ-l(x)

1s an epimorphism of sheaves.

Proof. We may assume X fibrant and A'-local. Consider the canonical
morphism & — K(C,(X)) and let us denote by I' its simplicial homotopy
fiber. The classical Hurewicz Theorem for simplicial homotopy tells us that
[ is simplicially n-connected (just compute on the stalks).

Now as K(C.(X)) is 1-connected the Theorem 5.56 above tells us that
the morphism X = Lyi(X) — Ly (K(CL(X))) is still n-connected. But
as K(Ly1(Cy(X))) — L (K(Cu(X))) is a simplicial weak equivalence by
Corollary 5.27 we conclude that X — K(C*' (X)) is n-connected, which
gives exactly the strong form of Hurewicz Theorem.[]

Remark 5.58 For n = 1 if one assumes that 72" (X') is abelian (thus strictly
Al-invariant) the Theorem remains true.

A stability result. Recall that for a fibrant space X and an integer n
the space P (X) denotes the n-th stage of the Postnikov tower for X' [65,
page 55]. If X is pointed, we denote by XY — X the homotopy fiber
at the point of X — PM™(X). The space X™*1) is of course n-connected.
There exists by functoriality a canonical morphism X — (L, (X))™. As
the target is Al-local, we thus get a canonical morphism of pointed spaces

Ly (X)) = (Lyi(X))™

Theorem 5.59 Let X be a pointed connected space. Assume n > 0 is an
integer such that the sheaf m (X) is strongly A'-invariant and for each 1 <
i < n, the sheaf m;(X) is strictly A'-invariant. Then for each i < n + 1 the
above morphism Ly (X)) — (Ly1(X))® is a simplicial weak equivalence.

We obtain immediately the following:

Corollary 5.60 Let X be a pointed connected space. Assume n > 0 is an
integer such that the sheaf m (X) is strongly A'-invariant and for each 1 <
i < n, the sheaf 7;(X) is strictly Al-invariant. Then for i < n the morphism

7(X) = 7 () = mi( Lo (X))

203



s an isomorphism and the morphism
1
41 (X) = T 1 (X) = T (Lar (X))
is the universal morphism from m,1(X) to a strictly A'-invariant sheaf.

Proof. We proceed by induction on n. Assume the statement of the
Theorem is proven for n — 1. We apply Theorem 5.53 to the simplicial
fibration sequence X"t — X — PM(X); P™(X) satisfies indeed the

assumptions. Thus we get a simplicial fibration sequence
Ly (X)) = L (X) — Lyt (PM(X))

Then we observe that by induction and the Corollary 5.60 above that the
morphism P™ (X) — P (L, (X)) is a simplicial weak equivalence. Thus
PM(X) 2 Ly (P™ (X)) =2 PM™ (L (X)). These two facts imply the claim.[]

The A'-simplicial suspension Theorem.

Theorem 5.61 Let X be a pointed space and let n > 2 be an integer. If X
is (n — 1)-A'-connected space the canonical morphism

Lp:(X) = Q' (Lar (Z1(X)))
is 2(n — 1)-(A' )-connected.

Proof. We first observe that the classical suspension Theorem implies
that for any simplicially (n — 1)-connected space ) the canonical morphism

Y= Q(2N(D))

is simplicially 2(n — 1)-connected. Thus the theorem follows from: We
apply this to the space Y = Lyi(X) itself, which is simplicially (n — 1)-
connected. Thus the morphism Li(X) — QYS! (L1 (X))) is simplicially
2(n — 1)-connected. This implies in particular that the suspension mor-
phisms 72" (X) — 1 (2L(La1(X))) are isomorphisms for i < 2(n — 1) and

an epimorphism for ¢ = 2n — 1.

From Theorem 5.59 and its corollary, this implies that 2! (X)) — Ly (21(X))

induces an isomorphism on 7; for i < 2n—1 and that the morphism 7y, (X' (X)) —

Ton(La1 (X1(X))) is the universal morphism to a strictly Al-invariant sheaf.
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Thus it follows formally that 74 | (X) — mon(La1 (Z1(X))) is a categorical
epimorphism in the category of strictly Al-invariant sheaves. As by Corollary
5.24 this category is an abelian category for which the inclusion into Ab(k) is
exact, it follows that the morphism 72 | (X) — ma,(La: (E1(X))) is actually
an epimorphism of sheaves. Thus the morphism X' (X) — L (XH(X)) is a
(2n — 1)-simplicial weak-equivalence. The morphism

QNENX)) = Q' (L (B(X)))
is thus a 2(n — 1)-simplicial weak-equivalence. The composition
Ly (X) = QYN Lar (X)) = QY (L (B(X)))

is thus also simplicially 2(n — 1)-connected.[]

6 Al-coverings, 7 (P") and 72'(SL,)

. . o 1
6.1 Al-coverings, universal A'-covering and 7%

Definition 6.1 1) A simplicial covering V — X is a morphism of spaces
which has the unique right lifting property with respect to simplicially trivial
cofibrations. This means that given any commutative square of spaces

A — Y

1 l
B —- X

in which A — B is an simplicially trivial cofibration, there exists one and
exactly one morphism B — Y which lets the whole diagram commutative.

2) An Al-covering Y — X is a morphism of spaces which has the unique
right lifting property with respect to A'-trivial cofibrations®.

Lemma 6.2 A morphism Y — X is a simplicial (resp A'-) covering if and
only if it has the unique right lifting property with respect to any simplicial
(resp A'-) weak equivalence.

8remember [65] that this means both a monomorphism and an Al-weak equivalence
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Proof. It suffices to prove that coverings have the unique lifting prop-
erty with respect to weak-equivalences (both in the simplicial and in the A'-
structure). Pick up a commutative square as in the definition with A — B
a weak-equivalence. Factor it as a trivial cofibration A — C and a trivial
fibration C — B. In this way we reduce to the case 7 : A — B is a triv-
ial fibration. Uniqueness is clear as trivial fibrations are epimorphisms of
spaces. Let’s prove the existence statement. For both structures the spaces
are cofibrant thus one gets a section 7 : B — A which is of course a trivial
cofibration. Now we claim that f : A — ) composed with iom: A — A is
equal to f. This follows from the unique lifting property applied to i. Thus
foi:B — ) is asolution and we are done.l]

Remark 6.3 A morphism Y — X in Smy, with X irreducible, is a sim-
plicial covering if and only if YV is a disjoint union of copies of X mapping
identically to X.

We will see below that G,,-torsors are examples of Al-coverings. It could
be the case that a morphism in Sm;, is an Al-covering if and only if it has
the right lifting property with respect to only the 0-sections morphisms of
the form U — A! x U, for U € Sm;,.00

The simplicial theory.

Lemma 6.4 If Y — X is a simplicial covering for each x € X € Smy the
morphism of simplicial sets Y, — X, is a covering of simplicial sets.

Proof. Fori € {0,...,n} welet as usual A™* C A" be the union of all the
faces of A" but the i-th. The inclusion A™* C A" is then a simplicial equiva-
lence (of simplicial sets). Now for any U € Sm;, and any inclusion A™* C A"
as above, we apply the definition of simplicial covering to A x U C A" x U.
When U runs over the set of Nisnevich neighborhoods of z € X, this eas-
ily implies that ), — A&, has the right lifting property with respect to the
A™ C A", proving our claim.[]

For any pointed simplicially connected space Z there exists a canonical

morphism in H o (k) of the form Z — BG, where G is the fundamental group
sheaf 7 (Z); this relies on the Postnikov tower [65] for instance. Using now

206



Prop. 1.15 p.130 of loc. cit. one gets a canonical isomorphism class Z — Z
of G-torsor. Choosing one representative, we may point it by lifting the base
point of Z. Now this pointed G-torsor is canonical up to isomorphism. To
prove this we first observe that Z is simplicially 1-connected. Now we claim
that any pointed simplicially 1-connected covering Z’ — Z over Z is canon-
ically isomorphic to this one.

Indeed, one first observe that the composition 2’ — Z — BG — BG
(where BG means a simplicially fibrant resolution of BG) is homotopically
trivial. This follows from the fact that Z’ is 1-connected.

Now let EG — BG be the universal covering of BG (given by Prop. 1.15
p.130 of loc. cit.). Clearly this is also a simplicial fibration, thus £G is
simplicially fibrant. Thus we get the existence of a lifting 2’ — £G. Now
the commutative square

Z = EG
{ {
Z — BG

Using the Lemma above, we see that this this square is cartesian on each
stalk (by the classical theory), thus cartesian. This proves precisely that
Z' as a covering is isomorphic to Z. But then as a pointed covering, it is
canonically isomorphic to Z — Z because the automorphism group of the
pointed covering Z — Z is trivial.

Now given any pointed simplicial covering Z’ — Z one may consider
the connected component of the base point 29 of Z’. Clearly 2'© — Z
is still a pointed (simplicial) covering. Now the universal covering (con-
structed above) of 2/ is also the universal covering of Z. One thus get
a unique isomorphism from the pointed universal covering of Z to that of
20 The composition Z — Z’ is the unique morphism of pointed coverings
(use stalks). Thus Z — Z is the universal object in the category of pointed
coverings of Z.[]

The A'-theory.

We want to prove the analogue statement in the case of Al-coverings. We
observe that as any simplicially trivial cofibration is an Al-trivial cofibration,
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an A'-covering is in particular a simplicial covering.

Before that we first establish the following Lemma which will provide us
with our two basic examples of Al-coverings.

Lemma 6.5 1) A G-torsor Y — X with G a strongly A'-invariant sheaf is
an Al-covering.

2) Any G-torsor Y — X in the étale topology, with G a finite étale k-
group of order prime to the characteristic, is an A'-covering.

Proof. 1) Recall from [65, Prop. 1.15 p. 130] that the set H*(X;G) of
isomorphism classes (denoted by P(&X;G) in loc. cit.) of G-torsors over a
space X' is in one-to-one correspondence with [X', BG|y, x) (observe we used
the simplicial homotopy category). By the assumption on G, BG is A'-local.
Thus we get now a one-to-one correspondence H'(X; G) = [X, BGy ). Now
let us choose a commutative square like in the definition, with the right
vertical morphism a G-torsor. This implies that the pull-back of this G-torsor
to B is trivial when restricted to A C B. By the property just recalled, we
get that H'(B; G) — H'(A; G) is a bijection, thus the G-torsor over B itself
is trivial. This fact proves the existence of a section s : B—Y of Y — X.

The composition so (A C B) : A — )Y may not be equal to the given
top morphism sy : A — ) in the square. But then there exists a morphism
g: A— G with s = g.sy (by one of the properties of torsors).

But as G is Al-invariant the restriction map G(B) — G(A) is an iso-
morphism. Let § : B — G be the extension of g. Then g-l.s: B — Y is
still a section of the torsor, but now moreover its restriction to A C B is
equal to sg. We have proven the existence of an s : B — ) which makes the
diagram commutative. The uniqueness follows from the previous reasoning
as the restriction map G(B) — G(A) is an isomorphism.

2) Recall from [65, Prop. 3.1 p. 137] that the étale classifying space
Be(G) = Rm.(BG) is Al-local. Here 7 : (Smy)er — (Smi)nis is the canon-
ical morphism of sites. But then for any space &, the set [X, Bet(G)]p) =
(X, Bet(G)]w, k) is by adjunction (see loc. cit. § Functoriality p. 61]) in
natural bijection with Homay, (smy).,(7*(X), BG) = H}L(X; G).

This proves also in that case that the restriction map H(B; G) — HL(A; G)
is a bijection. We know moreover that G is Al-invariant as space, thus
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G(B) — G(A) is also an isomorphism. The same reasoning as previously
yields the result.[J

Example 6.6 1) Any G,,-torsor Y — X is an A'-covering. Thus any line
bundle yields a Al-covering. In particular, a connected smooth projective
k-variety of dimension > 1 has always non trivial Al-coverings!

2) Any finite étale Galois covering Y — X between smooth k-varieties
whose Galois group has order prime to char(k) is an A'-covering. More
generally, one could show that any finite étale covering between smooth k-
varieties which can be covered by a surjective étale Galois covering Z — X
with group a finite étale k-group G of order prime to char(k) is an Al-
covering. In characteristic 0, for instance, any finite étale covering is an
Al-covering.[]

Lemma 6.7 1) Any pull-back of an Al-covering is an A'-covering.
2) The composition of two Al-coverings is a Al-covering.
3) Any A'-covering is an A'-fibration in the sense of [65].

4) A morphism Yy — Yo of Al-coverings Yy — X which is an A'-weak
equivalence is an isomorphism.

Proof. Only the last statement requires an argument. It follows from
Lemma 6.2: applying it to V; — Y, one first get a retraction Y, — ) and
to check that this retraction composed with Y; — ) is the identity of ),
one uses once more the Lemma 6.2.[]

We now come to the main result of this section:

Theorem 6.8 Any pointed Al-connected space X admits a universal pointed
Al-covering X — X in the category of pointed coverings of X. It is (up

to unique isomorphism) the unique pointed A'-covering whose source is A'-

simply connected. It is a wﬁl(X)-torsor over X and the canonical morphism

X)) = Aut(X)

s an isomorphism.
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Proof. Let X be a pointed A'-connected space. Let X — Lyi(X)
be its A-localization. Let X1 be the universal covering of L (&) in the
simplicial meaning. It is a ﬂ{*l (X)-torsor by construction. From Lemma
6.5 Xy — Ly (X) is thus also an Al-covering (as 7' (X) is strongly A'-
invariant. Let X — X be its pull back to X'. This is a pointed W‘fl (X)-torsor
and still a pointed Al-covering. We claim it is the universal pointed Al-

covering of X.

Next we observe that X is Al-simply connected. This follows from the
left properness property of the Al-model category structure on the category
of spaces [65] that X — X1 is an Al-weak equivalence.

Now we prove the universal property. Let ) — X be a pointed Al-
covering. Let YO < Y the inverse image of (the image of) the base point in
78 (V). We claim (like in the above simplicial case) that Y(© — X is still
an Al-covering. It follows easily from the fact that an Al-trivial cofibration
induces an isomorphism on W[‘)*l. In this way we reduce to proving the uni-
versal property for pointed Al-coverings Y — X with Y also Al-connected.

By Lemma 6.9 below there exists a cartesian square of pointed spaces

y = Y
I I
X — Ly (X)

with )/ — L1 (X) a pointed Al-covering of L1 (X). By the above theory of
simplicial coverings, there exists a unique morphism of pointed coverings
‘)E‘Al — yl
\J \J
Ly (X) = Lu(X)

Pulling-back this morphism to X yields a pointed morphism of Al-coverings

X — Y
l 1
X = X

Now it suffices to check that there is only one such morphism. Let f; and fs
be morphisms X — Y of pointed Al-coverings of X. We want to prove they
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are equal. We again apply Lemma 6.9 below to each f; and get a cartesian
square of pointed spaces

2?&)2;
{ {
y = Y

in which X — X, is an Al-weak equivalence. As a consequence the pointed
Al-coverings A?i’ — )’ to the Al-local space )’ are simply Al-connected and
are thus both the simplicial universal pointed covering of )}’ (and of L1 (X)):
let ¢ : X - X ) be the canonical isomorphism of pointed coverings. To Check
f1 = fo, it suffices to check that ¢o f1 = fo. But there exists ¢ : X — o (X )
such that f2 w (po fl) But as X is Al-connected, v is constant, i.e. factor
as X =k = T (X ). But as all the morphisms are pointed, that constant
x — 7 (X) must be the neutral element so that ¢ o f; = fo.

We observe that if ) — X is a pointed A'-covering with ) simply A'-
connected, the unique morphism X — ) is an Al-weak equivalence and thus
an isomorphism by Lemma 6.7 4).

Finally it only remains to prove the statement concerning the morphism
(X)) = Auty(X)

Here the right hand side means the sheaf of groups on Smy which to U as-
sociates the group of automorphisms Auty(X)(U) of the covering X x U —
X x U. We observe that if two automorphisms ¢; € Autx(X)(U), i € {1,2},
coincide on the base-point section U — X x U then ¢ = ¢o. Indeed as
XXU—)XXUIS&?TIA(X))COI“SOI" there is a : X x U — 78 (X) with
¢y = a.¢y. But (X x U) = 7' (U) and a factors through 74 (U) —
W{\I(X ). As the composition of o with the base-point section U — X xU
is the neutral element, we conclude that « is the neutral element and ¢, = ¢».

This first shows that the above morphism is a monomorphism. Let ¢ €
Aut;(( )(U) Composing ¢ with the base-point section U — X x U we get
P € it ( )(U). But the automorphisms ¢ and ¢ coincide by construction
on the base-point section. Thus they are equal and our morphism is also
onto. The Theorem is proven.[]
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Lemma 6.9 Let ) — X be a pointed A'-covering between pointed A'-
conected spaces. Then for any A'-weak equivalence X — X' any there exists
a cartesian square of spaces

y = YV
{ {
X — X

in which the right vertical morphism is an Al-covering (and thus the top
horizontal morphism an A'-weak equivalence).

Proof. Let X’ — L1 (X’) be the Al-localization of X’. As by construc-
tion, Ly1(—) is a functor on spaces we get a commutative square

y — LAI ()})
1 I
X = Lu(X)

in which the horizontal arrows are Al-weak equivalences. As the left vertical
arrow is an Al-fibration (by Lemma 6.7) with Al-homotopy fiber equal to
the fiber I' C ), which is an Al-invariant sheaf, thus is Al-local, the Al-
homotopy fiber of the pointed morphism Ly ()) — La1(X’) is Al-equivalent
to the previous one (because the square is obviously A'-homotopy cartesian).

As both L1 (Y) and Ly (X') are Al-fibrant and (simplicially) connected,
this means (using the theory of simplicial coverings for Ly:(X”)) that there
exists a commutative square

Lu(Y) — Y
l \
Lu(X) = Lu(X))

in which ) — L1 (X’) is an (Al-)covering and L1 (Y) — Y’ an (Al-)weak
equivalence.
This A'-homotopy cartesian square induces a commutative square

y % y??
! ! (6.1)
X = X

in which both vertical morphisms are Al-coverings and the top horizontal
morphism is an Al-weak equivalence (by the properness of the Al-model
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structure [65]), where )" is the fiber product )" xp ,x) X. By Lemma
6.7 Y — Y7 is an isomorphism. This finishes our proof as )" is the pull-
back of an A'-covering of X’ because X — L1 (X’) factor through X — X”.00

Remark 6.10 Let us denote by Cova1(X) the category of Al-coverings of a
fixed pointed A'-connected space X. The fiber T',, of an Al-covering Y — X
over the base point zy is an Al-invariant sheaf of sets. One may define a
natural right action of 7' (X) on I',, () — X) and it can be shown that the
induced functor Ty, from Covyi(X) to the category of Al-invariant sheaves
with a right action of 72" (X) is an equivalence of categories.

When X is an arbitrary space, this correspondence can be extended to an
equivalence between the category C'ovyi(X) and some category of “functor-
sheaves” defined on the fundamental Al-groupoid of X.[J

We end this section by mentioning the (easy version of the) Van-Kampen
Theorem.

Remark 6.11 The trick to deduce these kind of results is to observe that for
any pointed connected space X, the map [X, BGly, .y = Homg,(m(X),G)
is a bijection. This follows as usual by considering the functoriality of the
Postnikov tower [65]. But then if G is a strongly A'-invariant sheaf, we get
in the same way:

(X, BGly,ry — Homg,,, (m1(X), G)

where Gry1 denotes the category of strongly Al-invariant sheaves of groups.
It follows at once that the inclusion Gry1 C Gr admits a left adjoint G +— Gy,
with G == 72" (BG) = m1(La1(BG)). As a consequence, Gry: admits all
colimits. For instance we get the existence of sums denoted by " in Gry::
if G; is a family of strongly Al-invariant sheaves, their sum *flGi is (%;G;)ar
where * means the usual sum in Gr.

Theorem 6.12 Let X be an A'-connected pointed smooth scheme. Let {U;};
be a an open covering of X by A'-connected open subschemes which contains
the base point. Assume furthermore that each intersection U; N U; s still
Al-connected. Then for any strongly A'-invariant sheaf of groups G, the
following diagram

wimt (UiNUy) = o (U) = i (X) —
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18 Tight exact in Gra:.

Proof. We let C(U) the simplicial space associated to the covering U; of
X (the Cech object of the covering). By definition, C'(U) — X is a simplicial
weak equivalence. Thus from Remark 6.11, it follows that for any G € Gry:

Homg,,, (m(X),G) = [C(U), BGla, o)

Now the usual skeletal filtration of C'(i) easily yields the fact that the obvious
diagram (of sets)

Homg, (7 (CU)), G) = W;Homg, (xt' (U;), G) = 11, ; Homg, (=" (UNU;), G)

is exact. Putting all these together we obtain our claim.[]

6.2 Basic computation: 7% (P") and 7%'(SL,) for n > 2

The following is the easiest application of the preceding results:

Theorem 6.13 For n > 2 the canonical G,,-torsor
G,, — (A"“ —{0}) = P"

is the universal A'-covering of P*. This defines a canonical isomorphism
LP =G
i (P") = Gy

Proof. For n > 2, the pointed space A" — {0} is Al-simply connected
by Theorem 5.38. We now conclude by Theorem 6.8.0]

For n = 1, A> — {0} is no longer 1-A'-connected. We now_compute
™ (A2—{0}). As SLy — A2—{0} is an A'-weak equlvalence ™ (A2—{0}) =
78 (SLy). Now, the Al-fundamental sheaf of groups 7' (G) of a group-space
G is always a sheaf of abelian groups by the classical argument. Here we mean
by “group-space” a group object in the category of spaces, that is to say a
simplicial sheaf of groups on Smy.

By the Hurewicz Theorem and Theorem 5.40 we get canonical isomor-
phisms 78" (SLy) = HA' (SLy) = HA (A% — {0}) = KMV,

Finally the classical argument also yields:
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Lemma 6.14 Let G be a group-space which is A'-connected. Then there
exists a unique group structure on the pointed space G for which the Al-
covering G — G is an (epi-)morphism of group-spaces. The kernel is central
and canonically isomorphic to T (G).

Altogether we have obtained:

Theorem 6.15 The universal A'-covering of SLy given by Theorem 6.8 ad-
mits a group structure and we get in this way a central extension of sheaves

of groups )
0 KW — SL, = SLy, — 1

Remark 6.16 In fact this extension can also be shown to be a (central)
extension in the Zariski topology by the Theorem.

This central extension can be constructed in the following way:

Lemma 6.17 Let B(SLsy) denote the simplicial classifying space of SLs.
Then there exists a unique Hso(k)-morphism

ey : B(SLy) — K(K3W,2)

which composed with ¥.(SLy) C B(SLs) gives the canonical cohomology class
N(SLy) = N(A? —{0}) — K(K;™,2).

The central extension of S Ly associated with this element of H?(S Lqy; K3™™)
is canonically isomorphic to the central extension of Theorem 6.15.

Proof. We use the skeletal filtration Fy of the classifying space BG; it
has the property that (simplicially) F,/F;_1 = %5(G"*). Clearly now, using
the long exact sequences in cohomology with coefficients in K3 one seces
that the restriction:

H*(B(SL2); Ky™') — H*(Fi Ky™) = HA(S(SL2); Ky™)
is an isomorphism.

Now it is well-known that such an element in H?(B(SL,); K¥") cor-
responds to a central extension of sheaves as above: just take the pointed
simplicial homotopy fiber I" of (a representative of) the previous morphism
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B(SLy) — K(KXW 2). Using the long exact homotopy sequence of simpli-
cial homotopy sheaves of this fibration yields the required central extension:

0— KW o m(T) = SLy — 0

To check it is the universal Al-covering for SL,, just observe that the map
B(SLy) — KK 2) is onto on 74" as the map %(SL,) = 2(A? — {0}) —
K (KXW 9) is already onto (actually an isomorphism) on 74" . Now by Theo-
rem 5.50 the simplicial homotopy fiber sequence is also an A!-fiber homotopy
sequence. Then the long exact homotopy sequence in Al-homotopy sheaves
this time shows that I' is simply 2-Al-connected. Thus the group-object
m1(I) is simply A'-connected thus is canonically isomorphic to SL;.[]

Remark 6.18 1) As a KY"_torsor (forgetting the group structure) SL,
can easily be described as follows. We use the morphism SL, — A? — {0}.
It is thus sufficient to describe a K3'"-torsor over A? — {0}. We use the
open covering of A% — {0} by the two obvious open subsets G,, x Al and
A! x G,,. Their intersection is exactly G,, x G,,. The tautological symbol
Gm X G, — K)'" (see Section 2.3) defines a 1-cocycle on A? — {0} with
values in K3 and thus an K3""-torsor. The pull-back of this torsor to
SLyis S 2/2. It suffices to check that it is simply Al-connected. This follows
in the same way as in the previous proof from the fact the H,(k)-morphism
AZ— {10} — K(K3"Y 1) induced by the previous 1-cocycle is an isomorphism
on 7p .

2) For any SLs-torsor £ over a smooth scheme X (or equivalently a rank
two vector bundle ¢ over X with a trivialization of A?(¢)) the composition
of the H; o(k)-morphisms X — B(SLy) classifying £ and of eg : B(SLs) —
K(K)"W,2) defines an element e5(€) € H?(X; K)"); this can be shown to
coincide with the Euler class of £ defined in [8].00

The computation of 7' (SL,), n >3

Lemma 6.19 1) Forn > 3, the inclusion SL,, C SL,; induces an isomor-
phism

T (SLy) = 7 (SLysa)
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2) The inclusion SLy C SL3 induces an epimorphism
1 (SLy) = w1 (SLa)

Proof. We denote by SL!, C SL, the subgroup formed by the matrices
of the form

with M € SL,. Observe that the group homomorphism SL! — SL, is an
Al-weak equivalence: indeed the inclusion SL, C SL! shows SL! is the
semi-direct product of SL, and A™ so that as a space SL! is the product
A" x SL,,.

The group SL!, is the isotropy subgroup of (1,0,...,0) under the right
action of SL,,; on A" — {0}. The following diagram

SL! — SL,.1 — A" — {0} (6.2)

is thus an SL/-Zariski torsor over A"™' — {0}, where the map SL,.; —
A" — {0} assigns to a matrix its first horizontal line.

By Theorem 5.53, and our computations, the simplicial fibration sequence
(6.2) is still an A'-fibration sequence. The associated long exact sequence of
Al-homotopy sheaves, together with the fact that A" — {0} is (n — 1)-Al-
connected and that SL, C SL! an A'-weak equivalence implies the claim.[]

Now we may state the following result which implies the point 2) of
Theorem 27:

Theorem 6.20 The canonical isomorphism 711*1 (SLy) = K3 induces through
the inclusions SLy — SL,, n > 3, an isomorphism

Ké\/l = Ké\/fw/n = WlAI(SLn) = 71"i‘v(SLOO) = 71'A:[&l(GLOO)

Remark 6.21 Let A*> — {0} — B(SL}) be the morphism in H;4(k) which
classifies the SL/-torsor (6.2) over A3—{0}. Applying 74" yields a morphism:

K" = (A% —{0}) —» m3 (B(SL)) = my (B(SLy)) = i (SLy) = K™

This morphism can be shown in fact to be the Hopf morphism 7 in Milnor-
Witt K-theory sheaves. The proof we give below only gives that this mor-
phism is  up to multiplication by a unit in W (k).OO
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Remark 6.22 We will use in the proof the “second Chern class morphism”,
a canonical H,(k)-morphism

¢y B(GLy) — K(K2',2)

more generally the n-th Chern class morphism ¢, : B(GLs) — K (K n) is
defined as follows: in He(k), B(G Ly ) is canonically isomorphic to the infinite
Grassmannian Gro, [65]. This space is the filtering colimit of the finite Grass-
mannian Gr,,,; [loc. cit. p. 138]. But, [Gry,;, K (K2, n)]y. ¢ is the cohomol-
ogy group H™(Gry, ;; KM). This group is isomorphic to the n-th Chow group
CH"(Gry,;) by Rost [75], and we let ¢, € [Gry,;, K(KM, n)|3. (k) denote the
n-th Chern class of the tautological rank m vector over bundle on Gr,, ; [31].

As the Chow groups of the Grassmanians stabilize loc. cit., the Milnor exact
sequence gives a canonical element ¢, € [B(G L), K(KY, n)]a. k-

Form this definition it is easy to check that ¢y is the unique morphism
B(GLs) — K (K2, 2) whose composite with £(GLy) — B(GLy) — B(GLs) —
K (K2',2)) is the canonical composition ¥(GLy) — 2(A2—{0}) — K (K3, 2)) —
KK 2).0

Proof of Theorem 6.20. Lemma 6.19 implies that we only have to
show that the epimorphism

e Kéww = W‘fl(SLQ) —» ’/TlAl(SLg)

has exactly has kernel the image Z(n) c K3 of n : K3 — K",

The long exact sequence of homotopy sheaves of the A!-fibration sequence
(6.2): SL, — SLz — A% — {0} and the A'-weak equivalence SL), — SL,
provides an exact sequence

K" = (A% —{0}) = Ky = 7" (SLy) — wf (SLs) — 0

But from the fact that K" is the free strongly/strictly A'-invariant sheaf
on (G,,)"" we get that the obvious morphism

Hom (K5 K5™) — KM (k) = W (k)

is an isomorphism. Thus this means that the connecting homomorphism
KW — KW is a multiple of 1. This proves the inclusion Ker(w) C Z(n).
Now the morphism 7' (SLy) — 7' (SLs) — KA induced by the second
Chern class (cf remark 6.22) is the obvious projection K" — KW /n =
KJ'. This shows the converse inclusion.]
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6.3 The computation of 74 (P')

We recall from [65] that there is a canonical H,(k)-isomorphism P! = 3(G,,)
induced by the covering of P! by its two standard Al’s intersecting to G,y,.
Thus to compute 72 (P!) is the same thing as to compute 72 (32(G,y)).

Let us denote by Shv, the category of sheaves of pointed sets on Smy.
For any S € Shu,, we denote by s : S — 72" (X(S)) the canonical Shv,-
morphism obtained by composing S — 71(32(S)) and 71 (2(S)) — 7' (2(S)).

Lemma 6.23 The morphism S induces for any strongly A'-invariant sheaf
of groups G a bijection Homg, (2" (2(S)), G) = Homgp,, (S, G).

Proof. As the classifying space BG is A'-local the map [X(S), BGlu, . —
[3(S), BG4, (x) is a bijection.

Now the obvious map [%(S), BGly, .w — Homg, (7} (X(S)),G) given
by the functor 7y is bijective, see Remark 6.11.

The classical adjunction [¥(S), BGlu, k) = [S, Q2 (BG)|u, . and the
canonical H, 4(k)-isomorphism G = Q'(BG) are checked to provide the re-
quired bijection.[]

The previous result can be expressed by saying that the sheaf of groups
Fui(S) := 72 (2(8S)) is the “free strongly A'-invariant” sheaf of groups on
the pointed sheaf of sets S. In the sequel we will simply denote, for n > 1,
by Fui(n) the sheaf 78" (S((G,,)")).

We have proven in section 6.2 that Fy1(2) is abelian and (thus) isomor-
phic to KM, Our aim is to describe Fyi(1) = 72" (PY).

The Hopf map of a sheaf of group.

Recall that for two pointed spaces X and ) we let X x ) denote the
reduced join of X and ), that is to say the quotient of Al x X x ) by the

relations (0,z,y) = (0,z,v), (1,z,y) = (1,2/,y) and (¢, z0,vy0) = (¢, Z0, Yo)
where xq (resp. yo) is the base point of X’ (resp. ). It is a homotopy colimit
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of the diagram of pointed spaces

X

/]\
XxY — )Y

Example 6.24 A%— {0} has canonically the A'-homotopy type of G,, *G,,:
use the classical covering of A?—{0} by G,, x A! and A! xG,,, with intersection
G,, x G,,.00

The join X * (point) of X and the point is called the cone of & and is
denoted by C(X). Tt is the smash product A' A X with A! pointed by 1.
we let X C C(X) denote the canonical inclusion. The quotient is obviously
Y(X). The “anticone” C'(X) is the the smash product A' A X with Al
pointed by 0.

The join obviously contains the wedge C'(X)VC’(Y). Clearly the quotient
(X« )/(XVY)is (X x Y) and the quotient (X xY)/(C(X)V C'(Y)) is
S(AXANY).

The morphism of pointed spaces X * Y — (X A Y) is thus a simplicial
weak-equivalence. The diagram of pointed spaces

(X xY) (X %))
T 1
X«xY 5 Z(XAY)
defines a canonical H o (k)-morphism
Wy DX X V) = (X x V)

The following result is classical:

Lemma 6.25 The Hso(k)-morphism wyy is (for the co-h-group structure
on B(X x V) equal in Hyo(k) to (m) ' Idsxxy).(m2)~", where m is the
obvious composition X(X x V) — X(X) = X(X x Y) and my is defined the
same way using ).

Proof. To prove this, the idea is to construct an explicit model for the
map (X x Y) — X % ). One may use as model for (X x V) the amalga-
mate sum X of C'(X x ), A'X x Y and C'(X x V) obviously glued together.
Collapsing C(X x V)V C'(X x Y) in that space gives exactly X(X x )) thus
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¥ — (X x ) is a simplicial weak equivalence. Now there is an obvious map
> — X x ) given by the obvious inclusions of the cones and the canonical
projection on the middle. It then remains to understand the composition
Y= X x) — X(X xY). This is easily analyzed and yields the result.[]

Now let G be a sheaf of groups. We consider the pointed map
pe:GxG—=G , (9,h)—gth

This morphism induces a morphism A! x G x G — A x G which is easily
seen to induce a canonical morphism

ne : Gx G — X(G)

which is called the (geometric) Hopf map of G.

We will still denote by ng : (G A G) — X(G) the canonical H,(k)-
morphism obtained as the composition of the geometric Hopf map and the
inverse to G x G — L(G A G).

Example 6.26 Example 6.24 implies that the Hopf fibration A? — {0} — P!
is canonically Al-equivalent to the geometric Hopf map 7g,,

Y(Gp AGy) = 2(Gy)

We observe that G acts diagonally on G« G and that the geometric Hopf
map 7¢ : G * G — X(G) is a G-torsor. It is well known that the classifying
map X(G) — BG for this G torsor is the canonical one [52]. By Theorem
5.53 it W(‘)*l(G) is a strongly A'-invariant sheaf, the simplicial fibration

Gx+xG — X(G) — BG (6.3)
is also an A!-fibration sequence.

Remark 6.27 Examples are given by G = SL, and G = GL, for any
n > 1. In fact we do not know any connected smooth algebraic k-group
which doesn’t satisfy this assumption.[J

The following result is an immediate consequence of Lemma 6.25:
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Corollary 6.28 For any sheaf of groups G, the composition
Y(GxG) = B(GAG) B B(G)
is equal in [X(G x G), X(G)ly, o) (for the usual group structure) to

(B00) ™2 (W)-(B(pra)) ™

_1 «
where 1 is the obvious composition G x G35 G 929, ¢ M G x G and
pry is the composition G x G255 G R CyevYe)

We now specialize to G = (G,,,. From what we have just done, the fibration
sequence (6.3) G,, * G,,, — X(G,,) — BG,, is Al-equivalent to

A? — {0} —» P' — P

As the spaces X(G,,) = P! and B(G,,) = P> are Al-connected, the long
exact sequence of homotopy sheaves induces at once a short exact sequence
of sheaves of groups

1 =KW = Fu(l) =G, —1 (6.4)

We simply denote by 6 : G, — Fj1(1) the section g,,. As the sheaf of
pointed sets Fj1(1) is the product K" x G,, (using 6), the following result

entirely describes the group structure on Fy:(1) and thus the sheaf of groups
FAl (1) .

Theorem 6.29 1) The morphism of sheaves of sets
Gm X G,,, — K™

induced by the morphism (U, V) — (U H70(UV)O(V)™! is equal to the
symbol (U, V') — [U][V].

2) The short exact sequence (6.4):
1KMW 5 Fa(1) =G, — 1

1s a central extension.
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Proof. 1) follows directly from the definitions and the Corollary 6.28.

2) For two units U and V' in some F' € Fj, the calculation in 1) easily yields
HUO(V)t = —[U][-V]0(U V)L and O(U)O(V) = [UY[-V]O(UV).

Now we want to check that the action by conjugation of G,, on K"
(through 0) is trivial. It suffices to check it on fields. For units U, V and W
in some field F' € F, we get (using the previous formulas):

oW ([U]VDOW) ™ = (=[W][=U +HUW][-U V= [WV][-V])oW ) ~".o(W) ™

Now applying 1) to U = W =V yields (as 6 is pointed) §(W~1)~L.o(W)~1 =
(WwiwT.
Now the claim follows from the easily checked equality in K" (F)

—[W][=UT] + [UW][-UV] = WV][=V]+ [W][W] = [U][V]
which finally yields 6(W)([U][V])0(W)~! = [U][V].O

Remark 6.30 Though it is the more “geometric” way to describe Fy:1(1) it
is not the most natural. We denote by F(S) the free sheaf of groups on the
pointed sheaf of sets S. This is also the sheaf 7 (3(S)). Its stalks are the
free groups generated by the pointed stalks of S.
For a sheaf of group G let ¢g : F(G) — G be the canonical epimorphism
induced by the identity of G, which admits 6 as a section (in Shv,). Con-
sider the Shv,-morphism 0 : G"? — F(G) given by (U, V) + 0g(U).0¢(U).0c(UV) ™!
This morphism induces a morphism F(G"?) — F(G).
A classical result of group theory, a proof of which can be found in [22,
Theorem 4.6] gives that the diagram

1— F(G™) = F(G)—G—1

is a short exact sequence of sheaves of groups. If G is strongly Al-invariant,
we deduce the compatible short exact sequence of strongly Al-invariant

1= Fu(G™) = Fu(G) = G —1

But now 05 (U).0c(U).0c(UV)~! is the tautological symbol G* — Fj:(G"?).
In the case of G,, this implies (in a easier way) that the extension

1= KW = Fu(Gh?) — Fu(l) = G,, — 1
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is central. It is of course isomorphic to (6.4) but not equal as an extension!
Indeed, as a consequence of the Theorem, we get for the extension (6.4) the
formula 0(U)8(V) =< —1 > [U][V]O(UV), but for the previous extension
one has by construction 0(U)0(V') = [U][V]6(UV).O0

Remark 6.31 As a consequence we also see that the sheaf Fyi(1) is never
abelian. Indeed the formula (U)0(V) =< —1 > [U][V]6(UV') implies

OU)OV)OU) ™ = h(UIVDO(V)

Now given any field k£ one can show that there always exists such an F
and such units with A([U])[V]) # 0 € KYW(F). Take F = k(U,V) to be
the field of rational fraction in U and V over k. The composition of the
residues morphisms 9V and 9V: KMW(k(U,V) — K}MW(k) commutes to
multiplication by h. As the image of the symbol [U][V] is one, the claim
follows by observing that h # 0 € K™ (k).O

Endomorphisms of Fji(1) = 72" (P).

We want to understand the monoid of endomorphisms End(Fu1(1)) of the
sheaf of groups Fji(1). As Fy1(1) is the free strongly Al-invariant sheaf on the
pointed sheaf G,,,, we see that as a set End(Fu1(1)) = Homgny, (G, Fai(1)).
By definition the latter set is Fy1(1)_1(k). As a consequence we observe that
there is a natural group structure on End(Fj1(1)).

Remark 6.32 It follows from our results that the obvious map
P! P ) — End(Fan (1)

is a bijection. The above group structure comes of course from the natural
group structure on [P, P')5, k) = [B(Gp), P o i)-

The functor G — (G)_; is exact in the following sense:

Lemma 6.33 For any short evact sequence 1 — K — G — H — 1 of
strongly A'-invariant sheaves yields, the diagram of

1K)y —=G)g = (H)-1— 1

is still a short exact sequence of strongly A'-invariant sheaves.
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Proof. We already know from Lemma 1.32 that the sheaves are strongly
Al-invariant sheaves. The only problem is in fact to check that the morphism
G 1 — H_4 is still an epimorphism. For any x € X € Smy, let X, be
the localization of X at x. We claim that the morphism G(G,, x X,) —
H(G,, x X,) is an epimorphism of groups. Using the very definition of the
functor G +— (G)_; this claim easily implies the result.

Now a element in H(G,, x X,) comes from an element o € H(G,, x U),
for some open neighborhood U of z. Pulling back the short exact sequence
to G,, x U yields a K-torsor on G,, x U. But HY(G,, x X,;G) is trivial by
our results of section 1.2. This means that up to shrinking U a bit the K
torsor is trivial. But this means exactly that there is a 5 € G(G,, x U) lifting
. The Lemma is proven.[]

Applying this to the short exact sequence (6.4) 1 — KXW — (1) —
Gy, — 1, which is a central extension by Theorem 6.29, obviously yields a
central extension as well:

0— (K", = (Fu(1)_1 = (G)_1 — 1

But now observe that Z = (G,,)_1 so that the epimorphism (Fy:i(1))_; —
(G,,) -1 admits a canonical section sending 1 to the identity.

Corollary 6.34 The sheaf of groups (Fa1(1))_1 is abelian and is canonically
isomorphic to 7. & KW,

Proof. The only remaining point is to observe from Lemma 1.48 applied

to unramified Milnor-Witt K-theory that the products induce an isomor-
phism K" =~ (K)'")_,.0

We let p: G,, — (Fu(1))_1 = Z @& KMV be the morphism of sheaves
which maps U to (1, [U]). Observe it is not a morphism of sheaves of groups.

Theorem 6.35 Endowed with the previous abelian group structure and the
composition of morphisms End(Fy (1)) = [P, Py, ) s an associative ring.
p(k) induces a group homomorphism k* — End(Fui(1))* to the group of
units and the induced ring homomorphism

O(k) : Z[k*] — End(Fy (1))

is onto. As a consequence, End(Fy1(1)) is a commutative ring.
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Proof. Let Z(k*) be the free abelian group on k* with the relation the
symbol 1 € k£* equals 0. It is clear that Z[k*] splits as Z @& Z(k*) in a com-
patible way to the splitting of Corollary 6.34 so that ©(k) decomposes as the
identity of Z plus the obvious symbol Z(k*) — KMV (k). But then we know
from Lemma 2.6 that this is an epimorphism.[]

The canonical morphism
PL, P oy = End(Faa (1)) — K™ (k) = End(KM™)

given by the “Brouwer degree” (which means evaluation of A'-homology in
degree 1) is thus an epimorphism as Z[k*] — K}V (k) is onto.

To understand this a bit further, we use Theorem 2.46 and its corollary
which show that K‘I/V — I is an isomorphism.

In fact K}W (k) splits canonically as Z @ I(k) as an abelian group, and
moreover this decomposition is compatible through the above epimorphism
to that of Corollary 6.34. This means that the kernel of

P, P sy = [B(Gm), B(Go)Jpay —~ K™ (K)

is isomorphic to the kernel of KMW (k) — I(k). As KMW (k) 2 KMW (k) —
I(k) — 0 is always an exact sequence by Theorem 2.46 and its corollary, and
as KMW (k) & KMW (k) factors through KMW (k) — KMW (k) /n = k* we
get an exact sequence of the form

B — KMYV(E) — I(k) = 0
where the map k% — KMW(k) arises from multiplication by h. Clearly
—1 is mapped to 0 in KMW (k) because h.[-1] = [-1]+ < —1 > [-1] =
[(=1)(=1)] = [1] = 0. Moreover the composition k* — KMW(k) — k* is
the squaring map. Thus (k*)/x1) — KW (k) is injective and equal to the
kernel. We thus get altogether:
Theorem 6.36 The diagram previously constructed

0— (k)1 = PPy — GW (k) = 0

is a short exact sequence of abelian groups.
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Remark 6.37 J. Lannes has observed that as a ring, GW (k) := [P, Py =
End(Fy:1(1)) is the Grothendieck ring of isomorphism classes of symmetric
inner product spaces over k with a given diagonal basis, where an isomor-
phism between two such objects is a linear isomorphism preserving the inner
product and with determinant 1 in the given basis. It fits in the following
cartesian square of rings

GW(k) — Zok*
b }
GW (k) — Za (k</2)

The bottom horizontal map is the rank plus the determinant. The group
structure on the right hand side groups is the obvious one. The product
structure is given by (n,U).(m,V) = (nm,U™.V").

C. Cazanave [20][18] has a different method to produce the invariant
[Pt Py, ) — GW (k) using the approach of Barge and Lannes on Bott
periodicity for orthogonal algebraic K-theory [7].00

Remark 6.38 We may turn ©(k) into a morphism of sheaves of abelian
groups © : Z[G,] — (Fa (1)), = Z @ KM"YW induced by p. Here Z[S]
means the free sheaf of abelian groups generated by the sheaf of sets S.
O : Z[G,,] = (Fu(1))_1 = Z @ KYW is then the universal morphism of
sheaves of abelian groups to a strictly Al-invariant sheaf. As a consequence
the target is also a sheaf of commutative rings: it is the Al-group ring on

G,,.0

Free homotopy classes [P', P']3;x). By Remark 2.44 to understand the
set [P', P']3() we have to understand the action of 7' (P1)(k) on [P', P!}, x)
and to compute the quotient.

Clearly, as [P', Py, ) = [P, B(Fa1(1))]aa ) = End(Fyi(1)), this action
is given on the right hand side by the action by conjugation of Fy:i(1) on the
target. Now the abelian group structure comes from the source and thus this
action is an action of the group Fj:(1) on the abelian group End(Fy:(1)).
As KMW (k) € Fy(1) is central this action factors through an action of k*
on the abelian group End(Fy1(1)).
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Lemma 6.39 The action of k* on End(Fyi (1)) = KMWY (k) ® Z is given as
follows. For any u € k* and any (v,n) € k* x Z one has in KMW (k) ® Z

cu([v], n) = ([o] = nhlu],n)

Proof. To find the action of £* by conjugation on End(Fy:i(1)) =
(Fp1)-1(k) we observe that by Remark 6.31 we understand this action on
Fyi(1).

We may explicit this action on Fu1(k(T) and observe that the isomor-
phism End(Fui (1)) = KMW(k)®Z = (Fy1)_1(k) is obtained by cup-product
by T on the left [T]U: KMWY (k) ®Z — Fui(k(T)). Thus for (v,n) € kX x Z
the corresponding element [T U ([v],n) in Fui(k(T)) is [T][v].0(T)".

Now by the formula in Remark 6.31 we get for any v € k%, and any
(v,n) € k> x Z:

= ([T][v] + nhlu][THO(T)" = [T([v] — nhlu])6(T)"
This implies the Lemma.[]

Corollary 6.40 Assume that for each n > 1 the map k* — k>, u — u”™ is
onto. Then the surjective map

[P, Py — [P P®ly = Z

has trivial fibers over any integer n # 0 and its fiber over 0 is exactly

KMW (k) = [P', A% — {0} -

Proof. First if every unit is a square, by Proposition 2.13, we know that
KMW (k) — k* is an isomorphism. On the set of pairs (v,n) € KMW (k)xZ =
End(Fy1(1)) the action of u € k* is thus given as

~an

cu([v],n) = (fou™™"],n)

But for n # 0, any unit w can be written vu=2" for some v and v by assump-
tion on k. Thus the result.l]
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7 Al-homotopy and algebraic vector bundles

7.1 A'-homotopy classification of vector bundles

Now we come to proving in A'-homotopy theory the analogues for algebraic
vector bundles of the classical result of classification of topological vector
bundles in terms of homotopy classes of maps to the Grassmanian varieties.
The results and techniques of the next Sections is a natural sequel to [55]
and is very much inspired from it.

We denote by Gr, the union of the finite Grassmanian G, ,, of r-planes
in A% which we call the infinite Grassmanian (of r-plans).

Recall from the introduction that if F is a sheaf of sets, S z'ng‘f1 (F) denotes
its Suslin-Voevodsky construction. We know from [65] that the morphism of
spaces

F = Sing‘f1 (F)

is always an Al-weak equivalence. For any X € Smy, the set m(S ingﬁv (F)(X))

of connected components of the simplicial set Sing‘fl (F)(X) is by definition
the quotient of the set of morphisms X — F modulo the equivalence rela-
tion generated by naive A'-homotopy relations; we denote this set also as
o (X F).

Recall also from the introduction that ®,(X) denotes the set of isomor-
phisms classes of algebraic vector bundles of rank r over X.

The following result implies Theorem 29 stated in the introduction:
Theorem 7.1 Let r be an integer different’ from 2.

1) The spaces Singfl (Gr,) and Singfl (GL,) are A'-local; more precisely,
for any affine smooth k-scheme X the natural maps of simplicial sets

Sing® (Gr,)(X) — Lyt (Gr,)(X)

and
Sing™ (GL,)(X) = L (GL,)(X)

9Using the results of [66] one may establish the case r = 2 as well
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are weak-equivalences;

2) For any affine smooth k-scheme X the natural maps
a1 (X, Gr,) = Homygo(X, Gr,) = Homy, (X, Sing® (Gr,))
and
a1 (X, GL,) — Homyuy(X, GL,) = Homy, (X, Sing™ (GL,))

are bijections;

3) For any affine smooth k-scheme X the map “pull-back of the universal
rank r vector bundle” Homgy, (X, Gr,) — ®,.(X) induces a bijection

(X, Gr,) = 0,(X)
It follows that for r # 2 and X affine and k-smooth there are canonical
bijections
Homy ) (X, BGL,) =2 Homy@)(X,Gr,) =2 ®,.(X)

To prove the previous Theorem we will first reduce to the following tech-
nical result:

Theorem 7.2 Let r be an integer # 2 and let A be a smooth k-algebra.

1) Let f and g be two coprime elements in A. The diagram of simplicial

t
o Sing™ (Gr,)(Spec(A)) — Sing® (Gr,)(Spec(Ay))
\J 1
Sing‘;&l(Grr)(Ag) — Sing‘fl(Grr)(Af,g)

15 homotopy cartesian.

2) Let A — B an étale A-algebra and f € A and such that A/f — B/f
1s an isomorphism. Then the diagram of simplicial sets

Sing® (GL,)(Spec(A)) — Sing® (GL,)(Spec(Ay))

! !
Singl (GL,)(Spec(B)) —  Sing?' (GL)(Spec(By))

1s homotopy cartesian.
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The proof of this theorem will be given in Section 8.3. It relies in an
essential way on the solution of the so-called generalized Serre problem given
by Lindel [46], after Quillen [73] and Suslin [81] for the case of polynomial
rings over fields, as well as some works of Suslin [82] and Vorst [90, 91] on the
“analogue” of the Serre problem for the general linear group. Observe that
for r = 1, GL; = G,, so that Singfl(Gm) is actually simplicially constant
and equal to G,, and this case is trivial, the theorem just follows from the
fact that G,, is a sheaf in the Nisnevich topology.

Proof of Theorem 7.1 assuming Theorem 7.2. By assumption that
Theorem 7.2 holds, we see that M‘fl (GL,) has the affine B.G. property in
the Nisnevich topology, as well as the affine Al-invariance property considered
in Definition A.7 below. This follows from [65, Cor. 3.5 p. 89].

By Lemma A.8 and Theorem A.19 below, we conclude that for any affine
smooth k-scheme X the map M‘fl(GLT)(X) — M‘fl(GLr)af(X) is a
weak equivalence and that X — Smg’f1 (GL,)* (X) has the A-B.G. property
in the Nisnevich topology considered in [65]. From loc. cit. Lemma 1.18 p.
101, the claims 1) and 2) for GL, follow.

The points 1) and 2) for the Grassmannian follows in the same way using
the case of the general linear group M‘fl (GL,) and using the Theorem A.9,

after observing that Smgffl(GLT) has the homotopy type of the simplicial

loop space of Sing‘fl(Gr,,).

This fact as well as the point 3), and the conclusion of the Theorem is
proven using exactly the same argument as in the proof of [55, Théoréme
4.2.6.], see also the Section 8.3 below.[]

Remark 7.3 Though we kept our basic assumption that the base field k
is perfect, one may extend all the previous results, and that of the next
Sections, to the case of a general base field. Indeed the simplicial sheaves
Smg‘fl(GT) and Sing‘fl(GLr) that we use are defined over the prime field
and we are just considering their pull-back to k. The claim follows now from
the (unstable version of) “base change” results of [58], and the fact that the
previous technical result Theorem 7.2 holds over any field.[

Remark 7.4 At this stage the reason to assume that the base is the spec-
trum of a field just come from the fact that the works of Quillen, Suslin,
Lindel cited above are only known for regular rings containing a field. We
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observe in contrast that most of Vorst results [91] concerning Hodge algebras
over a ring R are available if the corresponding results hold over R. Thus
conjecturally our results are also expected over a regular affine base scheme
S = Spec(R).

When we let r be infinite, working with stable vector bundles, the A!-
invariant properties are known for any regular ring R by Grothendieck. As
a consequence we get that the analogue of Theorems 7.2 and 7.1 hold over a
regular affine base scheme if r = oco.]

This remark yields another proof of the following result from [65]:

Corollary 7.5 Let S be a regular affine scheme. Then for any affine smooth
k-scheme X there exist natural bijections

Qoo (X) = Homyy) (X, BG L) = Homgye) (X, Gro)
and
K()(X) = HomH(k)(X,Z X BGLOO) = HomH(k)(X,Z X GT’OO)

Remark 7.6 The proof given here doesn’t use Quillen results on algebraic
K-theory as opposed to the proof of [65, Theorem 3.13 p. 140] or [55]. As a
consequence it is possible to deduce, without using Quillen’s results that the
K-groups defined by

Kn(X) = HomH.(k)(zn(X+)7Z X BGLOO)

are the Karoubi-Villamayor groups [40] and that these satisfy Mayer-Vietoris
and Nisnevich descent properties for all smooth k-schemes.[]

G,-Loop spaces for Grassmanians. For a pointed space X, let us
denote by X©m) the pointed space of G,,-loops on X

U XCE(U) = Homaersnos(sm) (Us) A (G), X)
and by Qg (X) its A'-derived version

0, (X) = (L (X)) &)
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Theorem 7.7 For anyn # 2 and any smooth affine k-scheme X, the canon-
1cal map )
Sz’ng‘f (Gr,)E)(X) — Qg, (GL,)(X)

18 a simplicial weak equivalence.

Proof. Apply Theorem 7.1 to G,, x X and just care about what happens
to the base point! We leave the details to the reader.[]

Remark 7.8 We observe that following Lemma 5.47, one can construct an
Al-localization functor which commutes to finite products, thus the mor-
phism in the Theorem is indeed a morphism of simplicial groups.

An other interesting consequence of Theorem 7.1 is the following The-
1
orem. Observe that Smgfx (GL,) naturally splits (as a space) as G,, X

Sz’ng‘fl(SLT) and that the morphism SL,/SL,_; — GL,./GL,_; is an iso-
morphism. Thus in the next statement we could use GL, instead of SL,.

Theorem 7.9 Let r # 2 be an integer.
1) The morphism of spaces
Sing®' (SL,)/Sing* (SL,—1) = Sing" (SL,/SL, )
18 an isomorphism;
2) For any smooth affine k-scheme X the map of simplicial sets
Sing® (SL,/SL,_1)(X) — Sing™ (A" — {0})(X)
is a weak equivalence (in fact a trivial cofibration).

3) The space Sing‘fl (A" — {0}) s Al-local and for any smooth affine k-
scheme X the map of simplicial sets

Sing®' (A" = {0})(X) = Las (A" — {0})(X)

15 a weak equivalence.
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Proof. The fact that the maps in 1) are monomorphism is immediate.
To check it is an epimorphism of scheves let A be the henselization of a
point in a smooth k-scheme. Let o : A% — SL,/SL,_; be a morphism
corresponding to an n-simplex of Sz’ng‘}l (A" — {0})(A). The obstruction to
lift this morphism to a morphism AT—) SL,is an SL,_; torsor. By Lindel’s
Theorem [46] it is trivial (induce from one over A). This proves 1).

For 2) one proceeds as follows. Let A be a smooth k-algebra and o :

" — A" — {0} be a morphism together with a lifting to SL,/SL,_; of the
restriction to dA’;. We have to show that we may lift o itself in a compatible
way.

Everything amounts in fact to understanding the fiber product IT through
o of SL,/SL,_; and A’ over A" — {0}. Now consider the fiber product 7"
of SL, and A" over A" — {0}; it is a torsor over the group SL! ; C SL, of

matrices of the form
SL,_1 7
0 1

As everything is affine and any torsor over a product of additive group over
an affine basis is trivial, it follows that 7" is induced from an SL,_; torsor T
over A". Thus IT is isomorphic to A"~ x A%; the rest is easy.

The point 3) follows from 1) and 2) and from Theorem 7.1.0]

Remark 7.10 It follows from this that for X affine smooth over k, the map
mar (X, A" — {0}) = Homy (X, A" — {0})

is a bijection. In particular any morphism in the right handside comes from
an actual morphism X — A" — {0}.00

7.2 The theory of the Euler class for affine smooth
schemes

For a given a smooth affine k-scheme X and an integer r > 4 we will use the
previous results to study the map “adding the trivial line bundle”:

(I)r—l(X) — (I)T(X)

following the classical obstruction method in homotopy theory: the previous
map is induced by the map

BGL,_y — BGL,
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corresponding to the inclusion GL,_; C GL, and everything amounts to un-
derstanding the Al-connectivity of its A'-homotopy fiber F,.

We start by observing:

Proposition 7.11 Let H C G be a monorphism of sheaves of groups and
assume that ng(G) is a strongly A'-invariant sheaf. Then the simplicial

fibration sequence
G/H — BH — BG

is an A'-fibration sequence.

Proof. This is an immediate application of Theorem 5.53.[]

We thus get for any » an Al-fibration sequence
GL./GL,_y — BGL,_y — BGL,

as ﬂ(‘j\xl(GLr) = G,,. We observe that SL,/SL,_y = GL,/GL,_; is an iso-
morphism. Thus the Al'-homotopy fiber F, is canonically isomorphic to
Ly (SL,/SL,—1) = Ly (A” —{0}).

Proposition 7.12 For any r > 1 the diagram of spaces
SL,.y— SL, — SL,./SL,_1 = A" — {0}
is an A'-fibration sequence between Al-local spaces.

Proof. This follows from the previous results and Section 5.3. Indeed
the Al-fibration sequence above produces on the left the required A!-fibration

sequence
SLr,1 — SLT — SLT/SLT,1 >~ A" — {O}

by using Theorem 5.46 and Lemma 5.45.0]
For any integer n > 1, the space A™ — {0} is (n — 2)-connected by The-
orem 5.40. An interesting consequence of this connectivity statement, of

Theorem 7.1 and the obstruction theory from the Appendix Section B.3 is
the following:
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Corollary 7.13 Let X be a smooth affine k-scheme and assume that X is
isomorphic in H(k) to a smooth k-scheme Y of Krull dimension d. Then
any algebraic vector bundle of rank r > d on X = Spec(A) splits off a free
vector bundle of rank r — d, at least if r > 4.

We observe that the fact that Y is or is not affine doesn’t play any role
in the statement. This occurs for instance in case X is an affine smooth k-
scheme which is a torsor over a vector bundle on a smooth projective Y. We
may also take d to be the Krull dimension of A and this case is a particular
case of a result by Serre.

Now we know from Theorem 5.40 that, moreover, there exists a canonical
isomorphism of sheaves of abelian groups:

T (Sing™ (A" — {0})) = KMV

Theorem 7.1 and the obstruction theory from the Appendix B.3, then pro-
duce the theory of the Euler class mentioned in the introduction:

Theorem 7.14 (Theory of Euler class) Assume r > 4. Let X be a
smooth affine k-scheme of dimension < r, and let £ be an oriented algebraic

vector bundle of rank r (recall that an orientation of & means a trivialization
of N"(§)). Define its Euler class

e(€) € Hy, (X:K"™)
to be the obstruction class in
H]T\/z's<X; Wf—ll(%fl (AT - {0})) = HFWS(X§K£WW)

obtained from the Al-fibration sequence

A" — {0} - BGL,_; — BGL,
or even, because & is oriented, from:

A" — {0} - BSL,_1 — BSL,
Then:

¢ splits off a trivial line bundle < e(€) = 0 € HY, (X; KMW)
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Remark 7.15 1) We showed in Theorem 4.47 of Section 4.3 that the group
H"(X; KMY) coincides with the oriented Chow group C'H' (X) defined in
[8]. It can be shown that our Euler class coincides with the one defined in
loc. cit.. This proves the main conjecture of loc. cit., the case r = 2 was
already established there, at least if char(k) # 2. See also [25].

2) If ¢ is an algebraic vector bundle of rank r over X, let A = A"(§) €
Pic(X) be its maximal external power. The obstruction class e(§) obtained
by the Al-fibration sequence

A" — {0} - BGL,_; — BGL,

lives now in the corresponding “twisted” group H"(X;K"()\)) obtained
by conveniently twisting the sheaf KM" by A (see Section 4.3). In the same
way we have that, if the dimension of X is < r:

¢ splits off a trivial line bundle < e(¢) = 0 € H"(X; KMV ()\)).0O

7.3 A result concerning stably free vector bundles

We also obtain as a direct consequence of our main results, the following

theorem!?,

Theorem 7.16 (Stably free vector bundles) Assume r > 3. Let X =
Spec(A) be a smooth affine k-scheme. The canonical composition

Homayuy (X, A"H—{O})/(SLTH(A)) — Homay (X, BSL,) — Homy (X, BGL,)

obtained from Theorems 7.1 and the homotopy exact sequence for the fibration
sequence

A"t — 10} - BSL, — BSL, |,

is injective and its image is exactly the set ®3Im¢( X)) of isomorphism classes
of algebraic vector bundles & of rank r over X such that € ® 0 is trivial.

107 want to thank J. Barge and J. Lannes and independently J. Fasel who observed some
mistakes in the previous version of the Theorem.
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If the Krull dimension*' of X is < r the natural map
Homyo (X, A" = {0}) = Hy (XK
1s a bijection. Thus we obtain a bijection
H' (XK )/(SLyya (A)) = &77(X)

Proof. It follows from our previous results applied to the Al-fibration
sequence:
A™' — {0} —» BSL, — BSL, 4

from Theorem 7.9 and the observation that for any X, Homy (X, BSL,) —
Homyuy (X, BGL,) is always injective as BSL, — BGL, is a Gp,-torsor,
thus an Al-covering. The second statement is proven by an argument of
Postnikov tower, and then by using our computations of 72" (A" — {0}).00

Remark 7.17 1) In general the action of SL,.;(A) factors through the
group of A'-homotopy classes Homg (X, SLy41), and one can show that
in case the Krull dimension of X is < r, the above quotient has a canoni-
cal abelian group structure and is isomorphic to the cokernel of the group
homomorphism

HomH (X SLT+1) HOm'H(k)(Z<X+),BSLT+1) —

Homgy (S(X4), KKMY , r+1) = H'(X; K1)

induced by the relative Postnikov k-invariant BSL,; — K(KMYV 7 + 1) of
the morphism BSL, — BSL, ;.

2) W. Van der Kallen made quite analogous considerations in [86]. In par-
ticular he obtained, under certain conditions on the stable rank of the com-
mutative ring A, an abelian group structure on the set Um,1(A)/E;+1(A)
of unimodular vectors of rank (r + 1) modulo the action of the group of el-
ementary matrices F,1(A). Jean Fasel pointed out to us that for a smooth
affine k-scheme X = Spec(A), the obvious map

Uiy s1(A)/ Ery1(A) = Homay (X, A™" —{0})

1 Ag observed by Jean Fasel, one may here assume only that X is isomorphic in the
Al-homotopy category to a smooth k-scheme of Krull dimension < r .
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is a bijection, and in case dim(X) < r, that the group structure defined by
Van der Kallen coincides with ours through the bijection

Homayy (X, A" = {0}) = Hy, (X KNY)
of the Theorem.[]

Remark 7.18 One should observe that the group H™(X; K1), for X of
dimension < n is a natural quotient of

@xGX(”)KnJrl( ( )7>‘$)

8 The affine B.G. property for the linear groups
and the Grassmanian

In this section, for a commutative ring A and an integer r > 0 we will
simply let @,(A) denote HJ, .(Spec(A); GL,) = Hy,,(Spec(A); GL,). We
extend this notation to r = oo by setting ®(A) := colim,P,(A) where the
colimit is taken through the maps of adding the free A-module of rank one A.

If B — A is a ring homomorphism and M is a B-module we denote by
M4 the A-module AQp M. An A-module N is said to be eztended from B if
there exists a B-module M such that M4 is isomorphic to IV as an A-module.
If M is an A-module, we let Aut 4(M) denote the group of A-automorphisms
of M.

8.1 Preliminaries and recollections on regularity

Definition 8.1 Let r € NU {oo}. A commutative ring A is said to be ®,-
reqular if for any integer n > 1 the map

d.(A) = (AT, ...,T,))
15 bijective.

Remark 8.2 1) Quillen [73] and Suslin [81] have proven that a commuta-
tive field is ®@,-regular for any » > 1. Then Lindel [46] has proven that any
regular ring which is an algebra of finite type over a field is also ®,-regular
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for any r > 1.

2) Grothendieck proved that regular rings are ®,-regular. Observe indeed
that for A an integral domain, ®,,(A) is isomorphic to the functor A +—
RO(A) of reduced Ky. The notion of being ®..-regular is in fact equivalent
to being Ky-regular.]

One of the fundamental lemma of Quillen’s paper [73] is the following
fact as reformulated in [45]:

Lemma 8.3 Let A be a commutative ring, n > 1 be an integer and P be a
projective ATy, ..., T,]-module of rank r.
Then the set {a € A|P is extended from A, } is an ideal of A.

Consequently:

1) If for each maximal ideal M C A of A the local ring A is ©.-reqular
then so is A itself.

2) If there exists a family (f1,..., fi) of elements of A which are coprime
and such that Ay, is ®,-reqular for any i then A is ®,.-reqular.

In fact Roitman [74, Proposition 2 p. 54] has proven the converse:

Proposition 8.4 Let A be a noetherian commutative ring. The following
conditions are equivalent:

(i) A is ®,.-reqular;
(i) for each mazximal ideal M C A of A the local ring Ay is ®,-reqular.

We will use the following facts which follow easily from the results of
Milnor [51, §2]:

Lemma 8.5 Let r € NU {oo}. Let

A — A1
3 \
A2 — A

be a cartesian square of commutative rings in which the morphism Ay — N
(and thus A — Ay ) is an epimorphism. Assume further that for any projective
Ai-module P (of rank r when r is finite) the group homomorphism

Aut/\l (P) — AutA/(PA/) (81)
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1s onto. Then the map
Q. (A) = @,.(A1) Xa, a1y Pr(Ag)
s a bijection.
We will also need the following which also holds for r = oo:

Lemma 8.6 Let

A — A1
I \J
A2 — N

be a cartesian square of commutative rings in which the morphism Ay — N
(and thus A — Ay) is a split epimorphism.

1) If ®,.(Ay) — D,.(A) is a bijection, then ®,.(A) — D,.(Ay) is also a
bijection.

2) if moreover the rings Ay, Ay and N are ®,-reqular then so is A.

Proof. For the first statement we observe that if Ay — A’ is a split
epimorphism which induces a bijection ®,.(A;) — ®,.(A’) then the homomor-
phisms (8.1) in Lemma 8.5 are indeed epimorphisms. Thus from that Lemma
8.5 we conclude that ®,(A) — ®,.(Aq) is also a bijection.

We next observe that for any integer n > 0 the following diagram of
commutative rings is still cartesian

A[Xl,...,Xn] — Al[le‘--an]

3 \’
AQ[Xl,...,Xn] — A/[Xl,...,Xn]

The homomorphism Aq[Xy,..., X,] = A'[Xq,..., X,] are also split epimor-
phisms. If moreover A; and A’ are ®,-regular then ®,.(A;[Xq,...,X,]) —
@, (N[Xy,...,X,]) are also bijection so that from the previous point it fol-
lows that @, (A[Xy,...,X,]) = ®.(A3[X,...,X,]) is also a bijection. If
moreover Ay is also ®,-regular, then it follows that A is ®,-regular.[]
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Let f and g be two coprime elements of a ring A (i.e. the ideal (f,g) is
A itself). We let A_;,~ denote the ring defined by the following cartesian
diagram of commutative rings:

Acrg> — AflY]
| ! (.2
Ag [X} - Afg

in which the morphism Ay[X] — Ay, is the obvious one mapping the variable

X to % and the morphism A¢[Y]| — Ay, maps Y to é. Thus all arrows in

the previous diagram are epimorphisms.

Lemma 8.7 Assume that A is ®,.-reqular:
1) Then the ring A<y gs is P.-regular.

2) If f or g is a unit then ®,.(A) = ©,(Acsy>) is a bijection.

Proof. 1) We observe that by Proposition 8.4, A; and A, are also ®,-
regular. We also observe that for any n > 0, A.;,~[X;,...,X,] fits in the
following cartesian diagram:

Acp ool Xty Xo] = AfY][X1,. .., X0
I I (8.3)
A XX Xl = Ap XL X

By proposition 8.4 again, as f and g are coprime, we may assume that
f or g is a unit. For instance f. Then the bottom horizontal morphism

~Y

is a split epimorphism which induces a bijection ®,(A,[X][X5,...,X,]) =
®,.(Ay[X1,...,X,]) by the fact that A, is ®,-regular. We conclude that 1)
holds using 8.6. The same Lemma also implies that 2) holds as well.(J

Let A be a commutative ring and let n > 0 be an integer. We set
A[A™] = ATy, ..., T,]/ (5T, — 1)

and

AlOA"] == A[A"]/ (I, T5)
with the convention that A[OA°] = 0, and finally
AN = A[A™ /(L T3)
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Observe that A[A"] = A[Ty,...,T,] and that through this identification, the
epimorphism A[A"] — A[0A"] is the quotient morphism A[Ty,...,T,] —
AlTy, ..., T,]/(II*_T;) with the convention that Ty = 1 — X |7}, and that
the epimorphism A[A"] — A[A"] is the quotient morphism A[T},...,T,] —
ATy, T,/ (T, T

For a pair (f,g) of coprime elements in A and any integer n > 0 we
let B,, be the commutative ring defined by the following cartesian square of

R-algebras:
B, — A[X,Y][0A"]

1 l (8.4)
Acpgs[A"] = Acy g [0AT]

so that the canonical morphism of rings
AX,Y|[T,...,T,] = B,
is an epimorphism.

Our main technical result in this section is the following one. This is
where we need to assume r # 2.

Theorem 8.8 Assume r is finite and # 2 and assume that A is an es-
sentially smooth k-algebra or r = oo and A is a reqular ring. Then B, is
®,.-reqular for any n > 1.

We first prove the following variant of Lemma 8.6:

Lemma 8.9 Let

A — Al
3 \
A2 — N

be a cartesian square of commutative rings in which the morphism Ay — N
(and thus A — Ay ) is an epimorphism. Assume further that:

1) Ay, Ay and N are ®,.-reqular

2) any projective Ag-module of rank r is free.
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3) the map ®,(A1) — ®,.(A') is a bijection.

4) for any integer n > 0 the group homomorphism
GL,(M [Ty, ..., T,])) = GL.(N [T, ..., T,])

18 onto.

Then for any integer n > 0, any projective A[Th, ..., T,]-module is free
and thus A is ®,-reqular.

Proof. Let n > 1 be an integer and let P be a projective module of
rank r over A[T},...,T,]. We want to prove that P is actually free. By the
assumption 2) and the fact that Ay is ®,-regular, the restriction P, of P to
ATy, ..., T,] is free. Let P; be the restriction of P to A;. As its restriction
to A'[Ty, ..., T,] is the same as the restriction of P, it is free. By assumption
3), we see that P; is also free.

By Milnor’s results [51, §2], P is thus obtained up to isomorphism by
gluing a free A[T1, . .., T,]-module of rank r and a free Ay[T7, .. ., T, ]-module
of rank r along an element o of GL,.(A'[T4,...,T,)).

But by assumption 4), GL,(A[11,...,T,)) = GL.(N[11,...,T,]) is onto
and we can lift a to oy € GL,.(A[Th, ..., T,]). This implies again using Mil-
nor’s results that P itself is trivial.[J

Proof of the Theorem 8.8. By Quillen’s Lemma 8.3, we may assume
A is a local ring. Thus either f or g must thus be a unit. We assume thus
throughout this proof that for instance f is a unit (so that Ay = A).

We wish to apply Lemma 8.9 to the cartesian square (8.4) which defines
B,,. We thus have to prove that assumptions 1) 2) 3) and 4) of that Lemma
hold in that case.

We first prove 1). By Lindel’s theorem [46] A and thus also A[X,Y] are
®,-regular for any r, and by Lemma 8.7, A4~ is ®,-regular. We conclude

using the following result which is a particular case of Vorst’s [90, Corollary
4.1 (1)]:

Theorem 8.10 (Vorst) Assume C' is a noetherian ring and is ®,.-reqular for
any r. Then C[0A] and C[A"] are ®,.-regular for any r.
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To prove assumption 2) we observe that we already know that A. - is
®,-regular. Thus @,(A-f,~[A"]) = &,(Acsy>). By Lemma 8.7 we know
that @, (A<sys>) = @,(A), thus this latter set is a point as A is local.

We know prove assumption 3). In the following diagram:

A[X,Y][0A"]
+
A p s [0A"]  — Af[Y][0A"] = A[Y][0A"] (8.5)
\J \: \
Ag[X][OA™] = Aggl0A"] = Ag[OA"]
the composition
ALX,Y][0A"] = Ao [9A™] — A[Y][0A") (8.6)
is the morphism obtained by mapping X to % Thus setting X' := X — %,

this composition (8.6) is the morphism
A[X,Y][0A"] = A[X' Y][0A"] — A[Y][0A™], X" +— 0

By Theorem 8.10 we know that A[Y][0A"] is ®,-regular. Thus the composi-
tion (8.6) induces a bijection on ®,. Thus to prove assumption 3) it suffices
by the commutativity of diagram (8.5) to prove that the morphism

Acpg>[0A"] = Af[Y][0A"] = A[Y][OA"]

induces a bijection on ®,. But this follows from Lemma 8.6 statement 1)
because the bottom horizontal morphism of diagram (8.5) can be identified
to the morphism
A [OAM[X] = A OA"], X"+ 0
where again X' := X — %
It remains to prove assumption 4) that for any integer m > 0 the group
homomorphism

GL,(A[X,Y][OA"|[T}, ..., Th]) = GL.(Acp = [0A™][Th, ..., T])  (8.7)
is onto. We observe that GL, (A< 4~ [0A"|[Th,...,T,]) fits into the following

cartesian square of groups:
GL (Ao [0AY[Th, ..., T]) — GL(A;[Y][OAY[T, ..., Ty)])

! ! (8.8)
GL,(AX|[OAM[TY, ..., T]) —  GL(Ap[0A™[Th, ..., Tn])
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Moreover the composition
GL,(AX,Y|[0A"|[T1,...,T,]) = GL.(Af[Y][0A"|[T1, ..., Ty])

is a split epimorphism (as Ay = A). Thus it suffices to prove the surjectivity
of (8.7) to show that the kernel of

U2 GL (A [X][OAM[TY, . ... T]) = GL(AJOA™TY, ..., T])  (8.9)

1
X = —
f

is contained in the image of GL,(A[X, Y][OA"|[T,...,Tm)).

For this we will use two results. The first one is a result of Vorst which
follows directly from [91, Corollary 4.1], see loc. cit. Example 4.2 (ii):

Theorem 8.11 (Vorst) Let A be a smooth k-algebra, v # 2 and m > 0
be integers. Then any M € GL,.(A[QA™|[Ty,...,Ty]) is a product E.C
where E € E.(A[OA"][T},...,T,]) and C is constant, i.e. in the image
of GL,(A[0A"]) — GL,.(A[OA"] [T\, ..., Tm)).

The case r = 1 of the result is clear. Observe the previous result is the
first place where we have to assume that r # 2.

We now recall some well-known facts (for instance from [34]). For R a
commutative ring and Z C R an ideal, let’s denote by E,.(R;Z) C E,.(R) the
normal subgroup generated by the elementary matrices of the form E; ;(z)
with coefficients = in the ideal Z. The second result we will use is:

Lemma 8.12 1) For any epimorphism 7 : R — S the group homomorphism
E.(R;I) — E.(S;m(Z)) is also onto.

2) For any ring R and any ideal T C R such that the ring homomorphism
R — R/Z admits a (ring) section, the following is a short exact sequence of
groups

l1—E.(RI)— E.(R)— E.(R/T) —1
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Proof. In fact 1) is clear from the definition as E,.(R;Z) is the group
generated by elements of the form e '.E; ;(z).e, with z € Z and e € E,(R).

To prove 2), let us denote by G the quotient group E,.(R)/E,(R;T). We
wish to prove that the epimorphism G — E,.(R/Z) is an isomorphism. Let
o0 : R/Z — R be a ring section and let also o : E,.(R/Z) — G denote the
obvious section induced by o : E,.(R/Z) — E,.(R)). It suffices to prove that
this section is an epimorphism. But G is generated by (classes of ) elementary
matrices E; j(x), z € R. For any such x write x = o(T) + y, where T is the
class of x in R/Z and y € Z. Then in G,

Eij(x) = Ei;(0(T)).Ei;(y) = Eij(0(T))
thus indeed o : E.(R) — G is onto.lJ

Now set R := A [0A"|[Th,...,T,]. The homomorphism ¥ (8.9) is just
the evaluation at %

GLr(R[X]) = GL.(R)

We claim that the kernel of this homomorphism is E,.((X — %)R[X]) C
E,(R[X]). This will prove the claim on Ker®¥ by Lemma 8.12 point 1) as
A[X,Y][0A"|[Tx, ..., T,] — R[X] is onto, and this will also finish the proof
of Theorem 8.8.

Now let M € GL,.(R[X]) be in the kernel of the homomorphism ¥ (8.9).
By Vorst result 8.11 there is C' € GL,(R) (in GL,(A4,[0A"]) C GL,(R) in-

deed) and E € E,.(R[X]) with M = E.C. As U is the evaluation at %, we

get that C' = (ev 1 (E))~! is actually an elementary matrix as well. Thus M

lies indeed in E,.(R[X]) and by the point 2) of Lemma 8.12 we obtain that
M € E.(RIX]; (X — %)) as required.[]

Remark 8.13 1) As a particular case of [82, Lemma 3.3] one can show that
indeed for r > 3 the group E,(X.R[X]) is the group generated by the ele-
mentary matrices with coefficients in the ideal X.R[X].

2) It is shown in general in [34] that E,.(R;Z) is always a normal subgroup
of GL.(R).

3) The case r = oo follows analogously from [91, Corollary 4.4], which
was also proved in [24].00
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8.2 Preliminaries and recollections on patching projec-
tive modules

Lemma 8.14 Let r € NU {oo} and 7 : B — A be an epimorphism of
commutative rings. Let fo and f1 be elements in B such that (fo, f1) = B.
Assume furthermore:

1. Fori e {0,1} the epimorphism By, — Ay, induces a surjection
®,(By,) = :(Ay)

2. The epimorphism By, , — Ay, p, induces an injection

q)T‘(Bfofl) — <I>7“<Af0-fl)

3. Moreover for any projective By, r,-module Q (of rank r if v is finite)
the group homomorphism

Autp, , (Q) = Auta, , (Qa)

s onto.
Then the map ®,.(B) — ®,(A) induced by 7 : B — A is surjective.

Remark 8.15 We observe that assumption 2) and 3) together are in fact
equivalent to requiring that if @); and ()2 are projective By, f,-modules of
rank r and if « @ (Q1)a = (Q2)4 is an isomorphism of Ay, r-modules then
there exists an isomorphism 8 : Q1 = @)y of By, s,-modules which lifts «, in
the obvious sense. Indeed, from 2) it is clear that ); and @ are isomorphic
By, ,-modules. Choose an isomorphism 7 : ()1 = Q9. If 3) holds, then the

automorphism

A a1

@4 % ()4 ™= Q)4

can be lifted to an automorphism ' : @1 = Q1 of By, s,-modules. Then
G
clearly the isomorphism of By, s,-modules 8: Q1 = ~ Q- lifts a.

)

R
I

Proof of Lemma 8.14. Let P be a projective A-module of rank r.
From assumption 1) we know that for ¢ € {0,1} there exists a projective
By,-module @); of rank r and an isomorphism of Ay-modules

Qy - (Qz)A = sz‘
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Let us denote by
a: ((Qo)p)a = ((Q1)s)a

the isomorphism of Ay r-modules

(a )fl (al);ol

((Qo)s,)a Prpn = (Qu)f)a

By assumption 2) and 3) together and the previous remark, « can be
lifted to an isomorphism of By, r-modules

B (Qo)ﬁ = (Ql)fo

Now let @ be the projective B-module of rank r obtained by gluing @); and
Q2 along f (using again Milnor’s results from [51, §2]). Then @ 4 is the pro-
jective A-module of rank r obtained by gluing (Qo)4 and (Q1)4 along «, but
the latter is clearly isomorphic to P.[]

[rgs

The following is the main technical result of this section:

Theorem 8.16 We keep the notations of the previous section. Let r € N U
{oo} andr # 2 . Assume A is an essentially smooth k-algebra if r is finite or
that A 1s reqular if v is infinite. Let f and g be two coprime elements of A.
Then for any n > 0 the natural epimorphism of A-algebras A[X,Y][A"] —
By, (cf diagram (8.4) ), induces a surjection:

©,(A) = &, (A[X, Y][A"]) — &,(By)

Proof. In the following proof we simply denote by A,, the ring A[X, Y][A"].
We wish to apply Lemma 8.14 to the epimorphism A, - B,, and to f and g
which are also coprime in A,,.

We thus have to prove that conditions 1), 2) and 3) from that Lemma
hold.

Let us prove first 1) and 2). To do this it is clearly sufficient to assume
that one of f or g is invertible, f for instance, and to prove that the map

(I)r(A) = (I)T(An) — qu(Bn)
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is in fact bijective.

We thus assume that f is a unit. We first observe that by Lemma 8.7 the
following maps are bijections: ®,(A) = &, (A sys) = @ (Acs o [A"]). To
prove that ®,(A) = ®,.(B,) it is thus sufficient to prove that the morphism
B,, = A4~ [A"] induces a bijection @,(B,,) = @, (A~ [A"]).

To do this we make first the following definition:

Definition 8.17 1) Two morphisms of rings ¢o, 1 : R — S are said to be
homotopic if there exists a morphism

n:R— S[T]
with n(i) = ¢;, for i € {0,1}.

2) A morphism of (commutative) rings ¢ : R — S is called a homotopy
equivalence if there exists a morphism of rings ¢ : S — R such that both
Yo ¢ and ¢ o are homotopic to the identity.

Then we observe:

Lemma 8.18 A homotopy equivalence R — S between rings which are both
D,.-reqular induces a bijection

By Theorem 8.8 B,, is ®,-regular and by Lemma 8.7 A ;- [A"] is ®,-
regular. Our next observation is that the epimorphism B,, — Ay ~[A"] is
a homotopy equivalence (assuming that f is a unit !), so we will conclude by
the previous Lemma that ®,(B,,) = ®,(Af,~[A"]) is a bijection.

Let us now prove that B,, = Ay ,~[A"] is a homotopy equivalence.

We first give a name to some morphisms. We denote by 7 : A[X,Y] —
A_s,~ the obvious epimorphism. We denote by s : A[Y] — A.f,~ the
homomorphism of rings induced through the cartesian square (8.2) by the
canonical morphism A, C A,[X]. Clearly, s is a section of the canonical
epimorphism p : Ac,» — Af]Y] = A[Y] (recall that f is invertible) and is
also the composition A[Y] — A[X,Y] 5 Actgs.
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We next denote by v : Acs > — A[X, Y] the composition:
A<f7g>_»A[Y] ;> A[X, Y]

The composition Ay g~ 5HAX Y] S AL f.g> is equal to s o p and the com-
position v o : A[X,Y] — A[X,Y] is the morphism of A-algebras X s %,
Y =Y.

In what follows, if f : R — S is a morphism of rings, we simply denote
by f[A"] : R[A"] — S[A"] and f[0A"] : R[OA"] — S[0A"] the obvious

extensions.

We then define a morphism of rings o : Ao ,~[A"] — B,. To do
this it is sufficient by definition of B,, to define a morphism Ay, [A"] —
A[X,Y][0A"] and a morphism Ay, [A"] = Acfy~[A"] which agree when
composed to Ay g~ [OA"].

For the morphism A~ [A"] — A[X,Y][0A"] we take the composition

"]

0 Acpgn A" = Ay [0A" BT AIX Y [0A™
We observe then that m[0A"] o « is the composition

Acp oo [A"] = Ay o [0A"] = Ay 5 [0A"]

where the morphism A~ [0A"] = A_f 4~ [0A"] is (7 0 ) [0A"].

We thus take for the morphism A~ [A"] = Acf,~[A"] the morphism
5= (m o) (A7)

By construction 7[0A"] o « is equal to the composition A ¢ ~[A"] LN
Ao g gs[A™] B AL f£.9>[0A™] which shows that o and 8 induce the morphism

g . A<f7g> [An] — Bn
we were looking for.

Denote by ¢ : B, = A-f4~][A"] the canonical epimorphism. We claim
that 0 oq and goo are homotopic to the (corresponding) identity morphisms.
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Let H : A[X,Y] — A[X,Y][T] be the morphism of A-algebras defined by:
X—>TX+(1- T)%, Y — Y. This is clearly a homotopy between Idx y)
and g o . We claim that the composition

AX, Y] 5 ALY S A [T

induces a (unique) morphism

n:Acfgs — A<f,g>[T]

To prove this one uses the cartesian square of rings (8.3) withn = 1 and X; =

[T
T, and check that the composition A[X,Y] RS AX, YT 1 Ao [T] —

A[Y][T] is the morphism of A-algebras X % and Y — Y, which thus

1

Xl
factors as A[X,Y] Y AlY] € A[Y][T], and also that the composition
[T
AX, Y] B A YT S AL, o [T) — A,[X][T] s the morphism of A-

1

Y
algebras X — T.X + (1 — T)%, Y — %}, which also factors as A[X,Y] —’

Ay [X] LN A [X][T], where H maps X to T.X + (1 — T)% This proves that
H induces a unique morphism 7) from the cartesian square

A<f7g> — A[Y]

NS S
AX] = A

to
Acpo-[T] — AY][T]

J -
A XJ[T] = A[T]

which induces the previous homotopy on each corner. This morphism thus
defines a homotopy 7 : Acf 4> — Acg .~ [T with the required property.

Now the morphism of the diagram

A[X,Y][0A"]
i
Acsgs[A"] = Ay [0AT]
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to the diagram
A[X, Y][0A"][T]
i}
Acp o= [A"T] = Acygs [0AM[T]

which is induced by H[0A™] on the top right corner, by n[0A"] on the bottom
right corner and by n[A"] on the bottom left corner induces a homotopy

h: B, — B,[T)

from Idp, to o oq. Moreover, n[A"] gives a homotopy between Ida_, _(an]
and goo.

This finishes the proof of 1) and 2).

We now prove axiom 3) to finish the proof of our theorem. Let us thus as-
sume that both f and ¢ are invertible and let P be a projective A[X, Y][0A]-
module of rank r. By Theorem 8.10 we know that P is extended from a
projective A[0A]-module @ of rank r. Clearly the following commutative
square

Auta_, joan)(Qa, ojoan) — Autapyyaan)(Qay)oan)

Aut gixgpoan)(Qaixjoar])  —  Autapan(Qapan)

is a cartesian square of groups. But now we consider the following commu-
tative square

Aut aix yioan (Qaixyioar) —  Autaypar(Qapyioan)
I I (8.10)

Aut gixjppan)(Qaxjoar) —  Autapan(Qapan)

The vertical morphisms are induced by evaluation of Y at %. As a con-
sequence, the obvious morphisms of rings A[X][0A"] — A[X,Y][0A"] and
A[0A™] — A[Y][0A™] induce compatible vertical sections of the vertical mor-
phisms of (8.10). As a consequence the induced vertical morphism on hori-
zontal Kernels in the previous diagram is also split surjective. It follows at
once that the induced morphism

Aut ay yyoan (P) = Auta_,  pan)(Pa_, . [pan])

is onto.[]
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8.3 The affine B-G properties for the Grassmanian and
the general linear groups

Our aim in this section is to prove our main technical result Theorem 7.2.
We start with the following one.

Theorem 8.19 Letr € NU{oo} and r # 2. Let B — A be an epimorphism
between essentially smooth k-algebras if r is finite and of reqular rings if r is
infinite.

1) Then for any integer n > 0 the morphism
BIA"] = A[A"] x ajan) B[A"]
induces a bijection
©,(B[A™]) = &, (A[A"] X apan BIA™])
2) The map of simplicial sets
Sing®' (Gr,)(B) — Sing® (Gr,)(A)
1s a Kan fibration.
3) For pair (f, g) of coprime elements in A the diagram of simplicial sets

Szngfl (Grr) (A<f,g>) — Mfl (Gﬁ) (Af [YD
{ {
Sing (Gr,) (A [X]) —  Sing™ (Gr,)(Apg)

18 homotopy cartesian.
Proof. 1) To prove that the map
@, (B[A"]) = @, (A[A"] X aan BIA"])

is bijective we will apply Lemma 8.5 to compute the right hand side. As A is
®,.-regular by Lindel’s Theorem in the finite case, or by Grothendieck result
in the infinite case, it follows from Vorst [91, Theorem 1.1 and Corollary 4.4]
that any projective A[A"]-module of finite type is extended (stably in case r is
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infinite) from A. It clearly follows that the surjection ®,.(A[A"]) — &, (A[A"])
is bijective as the ring homomorphism A[A"] — A which maps 7T; to 0 for
i >0 and Tj to 1 is a retraction of A — A[A"] — A[A"].

Thus if we can check the assumption of the Lemma we will get that
D, (A[A"] X apan) B[A"]) = ©,.(B[A™]) is a bijection; again using Vorst loc. cit.
and the same argument we know that ®,.(B[A"]) — ®,.(B[A"]) is bijective
so that altogether we get the statement.

Let’s check the assumptions of the Lemma 8.5 with respect to the epi-
morphism

AJA™] — A[A"]

By Lindel’s or Grothendieck’s Theorem, accordingly, any projective A[A™]-
module of finite type is (stably) extended from a projective A-module of
finite type P. We have to show that the group homomorphism

Aut gan (PIA"]) — Aut apan (P[A"])

is an epimorphism (where we simply denote P ®4 A[A"] by P[A™] and P ®4
A[A"] by P[A"]). Clearly the morphism of Endomorphism rings

End apan)(P[A"]) — Endapany(P[A™])

is onto; this follows from the fact that P is a projective A-module and that
A[A™] — A[A™] is onto. Now we claim that for any projective A-module of
finite type P, an element o € Endajan)(P[A"]) is invertible if and only if its
image @ in Endajan(P[A"]) is invertible. This clearly implies the surjectivity
on the automorphisms groups level.

To prove the claim, we observe that if P is a summand of () and if the
property is known for @, it holds for P. Indeed write Q = P & P’. For
a € Endaan(P[A™]) let 8 € Endaan(Q[A"]) be the sum of a and of the
identity of P'[A"]. Clearly the image of 3 in Endaan(Q[A"]) is @@ Idpijpn), a
sum of two automorphisms. Thus it is an automorphism and 8 = a®Idp/an)
must be an automorphism of A[A"]-modules. Thus « is an automorphism
as well.

Thus we may reduce to proving the claim when @ is free, isomorphic to
some A™. In that case the claim is a trivial consequence of the fact that the
morphism of rings A[A"] — A[A"] induces an isomorphism on the group of
units. This is proven in [55].
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2) and 3) are easy consequences of 1): for 2) just do the same thing as in
[55], proof of Theorem 4.2.6 p. 63. For 3), just observe that by definition of
Ay g~ the diagram is cartesian. By 2) it is a cartesian square in which each
morphism is a fibration, it is thus homotopy cartesian.[]

Corollary 8.20 Keeping the same assumptions as in the theorem:

1) The epimorphism of rings
AX,Y] - Acygs
induces a trivial fibration

Sing} (Gr) (ALX,Y]) = Sing}" (Gry)(A<g>)

2) The morphism A — A4~ induces a weak-equivalence
Sing, (Gr.)(A) = Sing} (Gry)(Acs>)
3) The following diagram
Sing}" (Gry)(Spec(A)) — Sing" (Gry)(Spec(4y))

! \J
Sing' (Gr)(4,) = Singt (Gr)(Ar,)

15 homotopy cartesian.

Proof. 1) Follows from Theorem 8.19 and 2) follows from 1). 3) follows
from Theorem 8.19 point 3).00

The last property is called the affine Zariski B.G. property for S mg‘fl (Gry).
It is one of our main technical result. Let’slnow prove the affine Nisnevich
B.G. property (see definition A.7) for Sz’ng‘f (GL,) :

Theorem 8.21 Assume r > 3. Let A be a smooth k-algebra A — B an
étale A-algebra and f € A and such that A/f — B/f is an isomorphism.
Then the diagram of simplicial groups

Sing® (GL,)(Spec(A)) — Sing™ (GL,)(Spec(Ay))

1 1 1 1 (8.11)
Sing!' (GL,)(Spec(B)) — Sing"' (GL,)(Spec(By))

1s homotopy cartesian.
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We first make some simple recollections and observations which from
standard homotopy theory and which we will use later. Given a morphism
a simplicial groups H, — G4 one may define its homotopy quotient G,/"H,
to be the homotopy fiber at the base point of the induced morphism of
pointed simplicial sets B(H,) — B(G,). This is a pointed simplicial set.
When H, — G, is injective there exists a natural pointed weak equivalence
between G,/H, and G,/"H,.

Let us define a very weak equivalence X — Y to be a map of simplicial sets
which induces a weak equivalence from X to a sum of some of the connected
components of Y. For a morphism of simplicial groups H, — G, this is
equivalent to inducing an injection mo(H) — mo(G) and an isomorphism
mi(H) = m(G) for i > 0.

Lemma 8.22 1) A commutative square of simplicial groups

G3,0 — GQ,.
\ \
Gie — Goe

1s homotopy cartesian if and only if the induced morphism
Gl,o/hG&o — GO,o/hG2,o

1 a very weak equivalence.

2) Assume the cartesian square of simplicial groups

Gse C Gae
N N (8.12)
Gl « C GO,.

)

has the following property: each of its morphism is a monomorphism and
moreover there exists a sub-simplicial group Hyo C G e such that the quotient
simplicial set is (simplicially) constant and such that setting H; == H N G,
gives a (automatically cartesian) square

H3,o C HQ,.
N N (8.13)
Hio C Hp,

which s homotopy cartesian.
Then the square (8.12) is homotopy cartesian.
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Proof. The point 1) is easy. The proof of the second statement will use
diagram chase and the observation:

For any i, G;e/H;s being a sub-simplicial set of Gp+/Hp.e is also simpli-
cially constant and thus for any integer n € N, m,,(H; o) = 7,(Ge) for n > 0
and for n = 0 one has a short exact sequence (of groups and sets):

1 = mo(Hie) C m(Gie) = T0(Gie/Hie) = Giof/Hie — *

The last equality is a reformulation of the assumption that the quotients
Gie/H;. are assumed to be simplicially constant. Now by construction the
diagram of (constant simplicial) sets

GS,-/HS,o C GQ,./HQ,Q
N N
Gie/Hie C Goe/Hpe

is cartesian. A diagram chase using this and the above exact sequences, then
produces an exact Mayer-Vietoris type diagram of the form:

7T1(H1,.) > Wl(HQ,.) — 7T1(H0,.) — WO(G&.) — WO(GL.) X70(Go.e) 7T0(G2,.) — 1

Taking into account that m,(H;+) — 7,(Gi.) is an isomorphism for n > 1
and the assumption on the square (8.13) is homotopy cartesian, this exact
sequence can be completed in a long Mayer-Vietoris type exact sequence of
the form

T Tn+1 (Gl,o)@ﬂ'n—i-l(GQ,O) — 7Tn+1(G0,o) — Wn(GS,o) — Wn(Gl,o)@ﬂ-n(GQ,o)

— T (Gre) = ...

This easily implies that if II, denotes the homotopy fiber product of G . and
(9. over Gyo then the morphism (of simplicial groups)

G37. — I,

induces an isomorphism on each m,, thus proving that (8.12) is homotopy
cartesian.[]

Proof of the Theorem. We may clearly assume that A and B are
integral domains, and thus that A — B is injective. As a consequence, the
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diagram (8.11) consists of injections.

Let us denote as usual by F,(A) C GL.(A) the subgroup generated by
elementary matrices. We introduce inside Sing’f1 (GL,)(Spec(A)) the sub-

simplicial group Sing‘fl(E,n)(Spec(A)) C Singfl(GLr)(Spec(A)), which in

degree n equals E,.(A[A™]).

We claim that Sing‘fl(E,,)(Spec(Bf)) C Sing‘fl(GLr)(Spec(Bf)) satisfies
the above assumption of 2) for (the bottom right corner of) Diagram (8.11),
proving our claim.

We claim in fact that

HL./H&. — H07./H27.

is an isomorphism. It is clearly a monomorphism, by construction. ;From
(90, Lemma 2.4 (i)] (here we use r > 3) for any n > 0, any element
a € E,.(B¢[A"]) = Hy, can be written 5 with 8 € E,(Af[A"]) and
v € E.(B[A"]). But clearly E,(A¢[A"]) C Hye and E,(B[A"]) C H;,.. Thus
a can be written v with § € H,, and v € H; ,. This proves the surjectivity.

To apply the 2) of the previous Lemma, it remains to show that each
simplicial set G;o/H;e is in fact simplicially constant. As each is a sub-
simplicial set of Goe/Hpe, it is sufficient to prove this for the latter one.
This follows from [90] in which it is proven that for any smooth k-algebra A,
any integer n > 0 and again for any r > 3, any element o € GL,(A[A"]) can
be written y3 with v € GL,.(A) a “constant” element and § € E,.(A[A"]).
This statement proves that the map of simplicial sets

GL,(A) = Sing® (GL,)(4)/Sing"" (E.)(A)

is a surjective map for each smooth k-algebra A, thus proving the target is
always simplicially constant.[]

Altogether we finally proved the Theorem 7.2.
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A The (affine) B.G. property for simplicial
sheaves

A.1 Some recollections on the B.G. property

We make free use of some notions and results from [17] and [65].

Definition A.1 Let B be a presheaf of simplicial sets on Smy,.

1) [17] We say that it satisfies the B.G.-property in the Zariski topology
if for each X € Smy, and each open covering of X by two open subschemes
U and V the following diagram of simplicial sets is homotopy cartesian:

B(X) —  B(V)
\ 4
B(U) — BUNV)

2) We say that it satisfies the A'-B.G. property in the Zariski topology
if B satisfies the B.G. property in the Zariski topology and if moreover, for

any X € Smy, the map
B(X) — B(X x A')

induced by the projection X x A' — X is a weak equivalence.

The notion in 1) was introduced by Brown and Gersten in [17]. One of
their main Theorem is:

Theorem A.2 [17] A morphism X — Y of presheaves of simplicial sets on a
Zariski site (for instance on Smy ) which satisfy both the B.G. property in the
Zariski topology and which is a local simplicial weak equivalence in the Zariski
topology 2 induces, for any U € Smy a weak equivalence X (U) — Y(U) of
simplicial sets.

As an application they endowed the category of sheaves of simplicial
sheaves on some space with a model category structure (which is called the
B.G. structure). One can do the same for the category A°?Shv(Smy)za, of
simplicial sheaves of sets on Smy, in the Zariski topology. We will denote by
Rz, a chosen fibrant resolution functor. As a consequence of their result,
one obtains:

124 ¢. induces a weak equivalence on each Zariski stalk
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Lemma A.3 Let B be a simplicial presheaf of sets on Smy which satisfies
the B.G. property in the Zariski topology. Then the canonical morphism of
simplicial presheaves of sets B — Rzar(azar(B)) induces for any X € Smy, a
weak equivalence of simplicial sets

B(X) = Rzar(azar(B))(X)
Here ayz,, denotes the sheafification functor in the Zariski topology.

Indeed both terms satisfy the B.G. property in the Zariski topology and
the morphism clearly induces a weak equivalence on Zariski stalks.

Remark A.4 This result allows one to compute maps in the associated
simplicial homotopy category Hs(Smy)zer from any X € Smy to aze, (B):
indeed mo(Rzar(azar(B))(X) is by the very definition of the model category
structure equal to the set Homay, ((Smy)zar) (X, @zar (B)).

Definition A.5 Let B be a presheaf of simplicial sets on Smy.

1) [65] We say that B satisfies the B.G.-property in the Nisnevich topol-
ogy if and only if for any distinguished square'® in Smy, of the form

W c Vv
+ +
U c X

the diagram of simplicial sets

18 homotopy cartesian.

2) We say it satisfies the A'-B.G. property in the Nisnevich topology if
it satisfies the B.G. property in the Nisnevich topology and if moreover, for
any X € Smy, the map

B(X) — B(X x A"

induced by the projection X x A' — X is a weak equivalence.

13in the sense of [65, Def. 1.3 p.96]
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One of the technical result in [65] involving the B.G. property in the
Nisnevich topology is quite analogous to the original result of Brown and
Gersten: a morphism X — ) of presheaves of simplicial sets on Sm, which
satisfy both the B.G. property in the Nisnevich topology and which is a
local simplicial weak equivalence in the Nisnevich topology'* induces, for
any U € Smy, a weak equivalence X' (U) — Y(U) of simplicial sets.

Remark A.6 Let X be a simplicial presheaf which satisfies the A'-B.G.
property in the Nisnevich topology. Denote by ay;s(&X') its sheafification in
the Nisnevich topology. Then it is Al-local in the sense of [65, Def. 2.1
p. 106]. Indeed take a simplicially fibrant resolution ay;s(X) — Y; by the
previous result just quoted (see also [65, Prop. 1.16 p. 100]) then for any
U € Smy, the morphism X (U) — Y(U) is a simplicial weak equivalence. As
a consequence for any U € Smy, the morphism

Y(U) = V(U x A') = Y (U)

is a weak equivalence. This implies at once that the morphism ) — YA s
a simplicial weak equivalence. Thus ) is Al-local and so is X.

From a technical point of view we will be interested in slightly weaker
conditions, only involving affine smooth k-schemes.

Definition A.7 Let B be a presheaf of simplicial sets on Smy.

1) We say that B satisfies the affine B.G. property in the Zariski topology
if for any smooth k-algebra A and any coprime elements f and g of A the
diagram

B(Spec(A)) —  B(Spec(Ay))
! \J
B(Spec(4,) — B(Spec(Ay,))

18 homotopy cartesian.

2) We say that B satisfies the affine B.G. property in the Nisnevich topol-
ogy if for any smooth k-algebra A, any étale A-algebra A — B and f € A
such that A/f — B/ f is an isomorphism, the diagram

B(Spec(A)) — B(Spec(Ay))

! 4
B(Spec(B)) — B(Spec(By))

14 e. induces a weak equivalence on each Nisnevich stalk

262



1s homotopy cartesian.

3) We say that B satisfies the affine Al-invariance property if for any
smooth k-algebra A the morphism

B(Spec(A)) — B(Spec(A) x A')
induced by the projection Spec(A) x Al — Spec(A), is a weak equivalence.

Observe that the affine B.G. property in the Nisnevich topology implies
the affine B.G. property in the Zariski topology.

A.2 The affine replacement of a simplicial presheaf

For X a smooth k-scheme, we denote by szf /X the category of smooth
affine k-schemes over X that is to say the category whose objects are mor-
phism of smooth k-schemes Y — X with Y affine, with the obvious notion
of morphisms.

Let B be a presheaf of simplicial sets on Smy. For any X € Sm, we
denote by B¢ the presheaf of simplicial sets on Smy, defined for X € Smy,
by the formula:

BY(X) = holim(yﬁx)esmzf/XEx(B(Y))

where Ex denotes a fixed choice of a functorial fibrant resolution in the cat-
egory of simplicial sets (see [65] for instance). We call it the affinisation of

B.

We observe that by definition [15], this is indeed a presheaf of simplicial
sets on Smy and moreover that there is a morphism of presheaf of simplicial

sets on Smy:
B — BY

Lemma A.8 The previous morphism induces for each affine smooth k-scheme
X a weak equivalence

B(X) — BY(X)
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Proof. Because X is affine, the category szf /X admits a final object
and is thus contractible. By [15], the morphism is thus a weak equivalence.l

In particular this morphism of simplicial presheaves is a local weak equiv-
alence (i.e induces a weak equivalence on each stalk in the Zariski topology
- or any topology with affine local point).

Theorem A.9 Let B be a presheaf of simplicial sets on Smy. Assume that
B satisfies the affine B.G. property and the affine A'-invariance property.

Then the affine replacement B satisfies the A'-B.G. property in the
Zariskr topology.

Proof. The proof follows an idea of Weibel [92] in the same way as the
proof of [55, Théoreme 3.1.6 p. 37]. The details are left to the reader.[]

An immediate consequence is the following affine version of the result
of Brown-Gersten A.3 which thus says that a presheaf of simplicial sets on
Smy, which satisfies the affine B.G. property in the Zariski topology and the
affine Al-invariance property computes the “right thing” for affine smooth
k-schemes. Observe however that we use the Al-invariance property which
is not used in the classical case.

Lemma A.10 Let B be a simplicial presheaf of sets on Smy which sat-
isfies the affine B.G. property in the Zariski topology and the affine A'-
wnwvaritance. Then the canonical morphism of simplicial presheaves of sets
B — Rzar(azer(B)) induces for any affine X € Smy a weak equivalence of
simplicial sets

B(X) — RZar(a’Zar(B))(X>

Proof. We use the following commutative square of simplicial presheaves
of sets

B — RZar<aZar(B))

\J \J
Baf — RZar (aZar (Baf)

The left vertical morphism induces a weak equivalence on sections on affine
smooth k-schemes by Lemma A.8. The right vertical morphism induces a
weak equivalence on sections on any smooth k-schemes because ayz,,(B) —
azq(B¥) is a local weak equivalence in the Zariski topology. The bottom
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horizontal morphism induces a weak equivalence on sections on any smooth
k-schemes by Theorem A.2 because it is a local weak equivalence in the
Zariski topology between presheaves with the B.G. property in the Zariski
topology. For the latter one it is clear and for the first one it is Theorem
A.9. This gives the result.[J

A.3 The affine B.G. property in the Nisnevich topol-
ogy

Slightly more difficult will be the analogue in the Nisnevich topology of The-
orem A.9. In fact we do not know how to prove the analogue. We will have
to assume that G is a presheaf of simplicial groups.

Theorem A.11 Let G be a simplicial presheaf of groups on Smy. Assume
that it satisfies the affine B.G. property in the Nisnevich topology as well as
the affine A'-invariance property.

Then the affine replacement G satisfies the A'-B.G. property in the
Nisnevich topology.

We observe the following immediate consequence which is proven in the
same way as Lemma A.10:

Corollary A.12 Let G be a simplicial presheaf of groups on Smy, satisfying
the assumption of the previous theorem. Then its associated sheaf in the
Nisnevich topology anis(G) is Al-local and moreover for any smooth affine
k-scheme U the map

G(U) = Ryis(anis(9))(U)
15 a weak equivalence.

Remark A.13 Using [65, Theorem 1.66 p. 70] gives a resolution functor
Ryis (or Rz,,) which commutes to finite products. In particular it takes
group object to group objects and in the statement of the corollary we may
assume the morphism is a morphism of simplicial presheaves of groups.

Proof of the Theorem A.11. From Theorem A.9 we already know
that the affine replacement G%/ satisfies the A'-B.G. property in the Zariski
topology. Moreover by Lemma A.8 it also still satisfies the affine Nisnevich
property. Finally, G¢/ is a simplicial presheaf of groups. Thus it suffices to
prove Theorem A.14 below.[]
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Theorem A.14 Let G be a simplicial presheaf of groups on Smy. Assume
that it satisfies the A'-B.G. property in the Zariski topology as well as the
affine B.G. property in the Nisnevich topology. Then it satisfies the B.G.
property in the Nisnevich topology.

Remark A.15 The assumption that G satisfies the Al-invariance is crucial
in our argument. We do not know whether the statement of the previous
Theorem holds if we only assume G satisfies the B.G. property in the Zariski
topology as well as the affine B.G. property in the Nisnevich topology.

To prove the theorem we need some preliminaries. We will prove the
following crucial lemma:

Lemma A.16 For any distinguished square of the form

W cV
+ +
U c X

for which the closed complement Z := X — U with its reduced induced struc-
ture is k-smooth, the diagram
gXx) — GV)
} }
Ggu) — gw)

18 homotopy cartesian.

We postpone the proof to the end of the section. We now prove how
to deduce Theorem A.14 from this statement. We recall the following facts
from [15]:

Lemma A.17 1) For any commutative diagram of simplicial sets of the form

81 — BQ — Bg
LW oL@ (A1)

Cl — CQ — Cg

if the diagram (1) and (2) are homotopy cartesian the diagram

Bl — Bg
TG
i — C3
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1s homotopy cartesian.

2) Consider a functor F : T — Squares from a small category I to
the category of commutative squares of simplicial sets. Suppose that for any
i € I, the square F(i) is homotopy cartesian. Then the square of simplicial
sets holimzF is still homotopy cartesian.

Proof of the Theorem A.14. We wish to prove that for any distin-

guished square of the form
w c V

+ +
U c X

the diagram of simplicial groups

GgxX) — g
| | (A.2)
gu) — gw)

is homotopy cartesian.

Denote by Z the complement closed subset of U in X endowed with its
reduced induced structure. As k is perfect there exists a flag of increasing
closed subschemes

V=ZycZ,C---Cly=12
with each Z; ;1 — Z; smooth over k. Define the corresponding decreasing flag
of open subsets

XIUoDUlD“'DUd:U
by setting U; := X — Z;. Observe that U1 = U; — (Z;41 — Z;) with Z;.1 — Z;
closed in U; and k-smooth. For each ¢ we thus have an elementary distin-
guished square (with obvious notations)

Vilm C Vi
1 1 (A.3)
Ui C U

and we know from Lemma A.16 that the associated commutative square

GU:) — G(Uin)
1 !
gVi) = G(Viq)
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is homotopy cartesian. By Lemma A.17, and an easy induction, this implies
that the square

g(xX) — g
{ 1
gv)y — gw)

is homotopy cartesian. The theorem is proven.[]

Proof of the Lemma A.16. We will use the notations from [65, p. 115]
concerning deformation to the normal cone. The morphism denoted there
by Gx,z induces a morphism of simplicial sets denoted by G(gx z):

G(B(X,Z) = f(Z x A"))/"G(B(X,Z)) = G(X = Z)/"G(X)  (A4)

and the morphism denoted by ax z in loc. cit. induces a morphism of
simplicial sets denoted by G(ax z)

G(B(X,Z) — f(Z x A"))/"G(B(X,2)) = G(Nx 2)/9(Nxz)  (A5)

Here Nx 7 denotes the normal bundle of Z in Y and N¥ , the comple-
ment of the zero section.

We introduce two assumptions depending on an integer d > 1:

(A1)(d) The statement of the lemma A.16 is true if the codimension of
Z in X is < d;

(A2)(d) For any closed immersion Z < X, of codimension < d, between
smooth k-schemes the two maps of simplicial sets

G(Gx.2) : G(B(X, Z) — f(Z x AY)/"G(B(X, Z)) = G(X — Z)/"G(X)
and

Glaxz): G(B(X,Z) - f(Z x A")/"G(B(X,Z)) = G(Nx 2)/G(Nx.z)
are very weak equivalences.

We recall that a very weak equivalence is a map of simplicial sets that
induces a weak equivalence to a sum of some of the connected components
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of the target. Observe that a composition of very weak equivalences is still
a very weak equivalence.

We now make the following observation. Given an open subset Q2 C X,
we may form an other commutative square

WQ - VQ
[ (A.6)
Ug C 0

with Ug = U NQ, and Vg (resp. Wq) being the inverse image of € (resp.
of Ug through V' — X. This diagram is obviously still distinguished. As a
consequence, because G satisfies the B.G. property in the Zariski topology
and by Lemma

A.17, to check the fact that the Lemma for a given diagram, it suffices
to check it for the diagrams of the form (A.6) where the €2 run over an open
covering of X as well as the intersections between the members of the cover-
ing. Thus to prove any of our two assumptions, me may choose X as small
as we want around a given point in Z.

This implies using the techniques from [65, p. 115] that for any d:
(A1)(d) < (A2)(d)

We left the details to the reader.
We also recall from Lemma 8.22 that a commutative square .

We will prove these equivalent properties for any B and any d > 1 by
induction on d. We observe that (A1)(1) holds: by the affine B.G. prop-
erty in the Nisnevich topology it holds for X = Spec(A) affine k-smooth and
Z = Spec(A/ f) a closed subscheme of X smooth over k. Let us assume d > 2
and that both (A1)(d-1) and (A2)(d-1) hold for any presheaf of groups
satisfying the assumptions of the Lemma. We now want to prove (A1)(d).

Assume
C

R

W
!
U c
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is a distinguished square in Smy, with Z := (X — U),eq k-smooth and of
codimension d. From our above localization principe we may assume that
X is affine and that Z — X is a regular closed immersion defined by a
regular sequence (z1,...,x4) of regular functions on X such that more-
over each closed k-subscheme of X of the form {z; = 0,...,2; = 0}, for
i €{1,...,d}, is still smooth over k, in particular Z itself is smooth. Let us
set Y = X/(zy =0,...,24-1 = 0); Y is also smooth over k and we have a
diagram of closed immersion of the form: Z — Y < X, with Y of codimen-
sion d — 1 in X and Z of codimension 1 in Y.

Denote by Y’ C V the pull back of Y through V' — X. To prove that the
diagram of simplicial groups of the Lemma is homotopy cartesian we know
from Lemma 8.22 that it suffices to prove that

G(U)/*G(X) = GW)/"G(V) (A7)

is a very weak equivalence.

We observe that for any diagram of simplicial groups of the form
G1— G2 — G3
the obvious diagram of homotopy quotients

g2/hg1 — 93/hgl — 93/hgz

is a homotopy fibration sequence between pointed simplicial sets.

Taking this into account, we get a commutative diagram in which the
lines are homotopy fiber sequences of pointed simplicial sets

G(X -2)/"6(X) = GX-Y)/"G(X) — GX-Y)/"G(X - 2Z)
! ! !
GV -2)/"6(V) = GV-Y)/"G(V) = G(X-Y)/"G(X - 2Z)

To prove that (A.7) is a very weak equivalence, it is thus sufficient to prove
that the square of simplicial sets on the right
GX-Y)/"G(X) - GX-Y)/"G(X - 2)
I il (A.8)
GV -Y)/"G(V) = G(X-Y)/"G(X - Z)
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is homotopy cartesian. In fact this implies slightly more, because we prove
that (A.7) is a weak equivalence.

Now to prove that statement, observe that each closed immersion Y — X,
Y'—sVandthusY — 7 — X —Z and Y/ — Z — V — Z are of codimension
< d—1. Moreover there is a “closed immersion” of the distinguished square

Y -7 = Y
\J \:
Y-Z — Y
into the distinguished square
V-2 —- V
\J 1
X-7Z7 — X

As each of the morphisms in these diagrams are étale the functoriality of the
deformation to the normal bundle discussed in [65, p.117] together with our
inductive assumption (A2)(d-1) implies that the morphisms of the type g
and « induce in this case an explicit weak equivalence!® between the diagram
(A.8) and the diagram:

G(E(Nxy))/"G(E(Nxy)) — G(E(Nx_zy_2))/"G(E(Nx-zy-2))
) \J
G(E(Nvy))/"G(E(Nvy)) — G(E(Ny_zyr_2))/"G(E(Nv_zy'-z))
But of course each of the normal bundles are trivialized in a compatible way
(using the fixed regular sequence) and it is not hard, using finally the A'-
invariance of G and the computations from [65, p. 112], to show that the last
diagram is weakly equivalent to (with “obvious notations”)

Q?‘l(g((Gwl)“A(YH)) — Q?‘l(g((Gm)“lA (Y =2)1))
QGG A (YD) = QUGG A (Y = 2)4)))

But the presheaf Y — Q471G ((G,,)"¢ A (Y,))) also satisfies the assumptions
of the Lemma. And moreover the commutative square

Y'—-Z = Y
1 \
Y-Z = Y

15this means a zig-zag -in fact only two morphisms in two different directions- of mor-
phisms of diagrams whose morphisms are weak equivalences at each corner
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is distinguished and Z < Y of codimension 1. Thus by the property (A1)(1)
this is homotopy cartesian.[]

A.4 A technical result

We start with the following lemma:

Lemma A.18 Let X be a simplicial presheaf of pointed sets on Smy. As-
sume the associated simplicial sheaf an;s(X) in the Nisnevich topology is
Al-local. Assume also that the associated sheaf in the Zariski topology to
the presheaf U w— mo(X(U)) is trivial (Thus X is also 0-connected in the
Nisnevich topology). Assume further that X satisfies the B.G. property in
the Zariski topology. Then it satisfies the B.G. property in the Nisnevich

topology.

Proof. Let X — Ryis(anis(X)) denotes a simplicially fibrant resolution
of anis(X) in the sense of [65, 38]. Then Ryis(anis(X)) is of course still
Al-local and satisfies the Brown-Gersten property in the Nisnevich topology.
It is thus sufficient to prove that

X — Ryis(anis(X))

induces a local weak equivalence of presheaves in the Zariski topology, be-
cause as both sides satisfy the Brown-Gersten property in the Zariski topol-
ogy, it will induce a termwise weak-equivalence of simplicial presheaves by
the main result of [17], thus proving the result.

To prove the above morphism is a local weak equivalence in the Zariski
topology it is sufficient to prove that for any localization X, of some smooth
k-variety X at some point x € X the map of simplicial sets

X (X:) = Ryis(anis(X))(Xz)
is a weak equivalence.

To do this we use Corollaries 5.2 and 5.9 which assert that under, our
assumptions, for n > 1 the n-homotopy sheaf associated to the presheaf
U — m,(X(U)) in the Nisnevich topology is strongly A'l-invariant, and is
also the Zariski sheaf associated to this presheaf (from the proof. As this
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is also true by assumption for n = 0 as everything is assumed to be trivial,
this implies'® that X — Ry;s(anis(X))(X,) induces a weak equivalence on
sections over any smooth local k-scheme.l]

Here is our main application in this section:

Theorem A.19 Let B be a pointed presheaf of Kan simplicial sets on Smy,.
Assume B satisfies the affine B.G. property in the Zariski topology, the affine
Al-invariance property and that the presheaf of (simplicial) loop spaces QL (B)
satisfies the affine B.G. property in the Nisnevich topology. Assume further
that the sheaf associated to the presheaf mo(B) is trivial in the Zariski topology
(and thus also in the Nisnevich topology) and that the associated sheaf to
m(B) = m(QLUB)) in the Zariski topology is the same as the one associated
in the Nisnevich topology and is a strongly A'-invariant sheaf of groups.

Then ayis(B) is Al-local and for any smooth affine k-scheme U the mor-
phism

B(U) = R(anis(B))(U)

1s a weak equivalence of simplicial sets.

Remark A.20 The main example of application we have in mind is of course
1

B = Sz'ng.A (Gry), n # 2, which is actually a simplicial sheaf in the Nisnevich

topology; see the proof of Theorem 7.1.0J

Proof. By our assumptions the presheaf of simplicial sets B satisfy the
hypotheses of Theorem A.9. Thus its affine replacement B satisfies the
B.G. property in the Zariski topology and is also Al-invariant.

Now consider the presheaf of (simplicial) loop spaces Q1(B%/); we claim it
is nothing but the affine replacement of the presheaf Q! (). This comes from
the commutation between loops space and homotopy limits [15]. Moreover
using Kan’s construction, we can find an equivalent!” presheaf of simplicial
groups. By our hypothesis it satisfies the assumptions of Theorem A.11 and
thus satisfies the B.G. property in the Nisnevich topology and is Al-invariant.

16ysing comparison of the Postnikov towers in both the Zariski and the Nisnevich topol-

ogy

"meaning together with a zig-zag of morphisms of presheaves of pointed simplicial sets,

each morphism in the zig-zag being a global weak equivalence of presheaves
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We claim that the presheaf B¢/ satisfies the assumptions of Lemma A.18.
Indeed, from what we have just said the sheaf aNis(B“f ) is (-connected and
its loop space Q! (ay;s(B)) satisfies the A-B.G. property in the Nisnevich
topology: it is thus Al-local by Remark A.6. Now by assumption, ays(B%)
is O-connected, and its 7 is a strongly Al-invariant sheaf of groups. By our
results from Section 5 we conclude that ay;s(B%/) is Al-local.

Now by Lemma A.18, we conclude that B* satisfies the B.G property in
the Nisnevich topology and moreover that aN@-s(Baf ) is Al-local. As

ANis (B) — OJNis(Baf)

is a weak equivalence, the Theorem is proven.[]

B Recollection on obstruction theory

What usually refers to obstruction theory is the following situation. Given a
diagram
E

1
X — B

in some category, can we find a sequence of “obstructions” whose triviality
guarantees the existence of a morphism X — FE which makes the obvious
triangle commutative?

The main examples come from homotopy theory, in a reasonable closed
model category [72] which has an appropriate notion of “truncated t-structure”,
in other words, in which objects admit a “reasonable” Postnikov tower. We
will not try to formalize this further, in this appendix we will only recall'®
how the theory works in the homotopy category of simplicial sheaves on a
site T' (with enough points) which is of finite type in the sense of [65, Defi-
nition 1.31 p. 58]. This is the case for the sites Smy, either in the Zariski or
Nisnevich topology as it follows from Theorem 1.37 p. 60 from loc. cit.. Let
us fix such a site T" of finite type.

Bactually we didn’t find any reference for this
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B.1 The Postnikov tower of a morphism

Given a morphism of simplicial sheaves of sets of the form f : £ — B which
is also a simplicial fibration!?, we introduce the tower of simplicial sheaves

g_>..._>p(n)(f)_>..._>p(1)(f)_>3

such that P™(f) is the associated simplicial sheaf to the presheaf U
PM (&) — B(U)); the latter is the usual Postnikov section construction
associated to the Kan fibration, as f is assumed to be a simplicial fibration,
E(U) — B(U) described for instance in [49]. When B = x* is a point this is
the construction described in [65, p. 57].

This tower is always a tower of local fibrations, and evaluating at each
point z of the site T gives exactly the Postnikov tower of the stalk z*(f) of
the morphism f at 2. As a consequence, each morphism PV (f) — P™(f)
is n-connected in the following sense:

Definition B.1 Letn > —1 be an integer. A morphism of simplicial sheaves
of sets & — B is said to be n-connected if and only if for any points x of the
site, the map of simplicial sets £, — B, is n-connected in the classical sense.

We simply recall that a map simplicial sets f : E — B is n-connected
in the classical sense means that mo(F) — mo(B) is onto and that given any
base point y € E the morphism

mi(E;y) — mi(B; f(y))

is an epimorphism for ¢ = n 4+ 1 and isomorphism for ¢ < n. When B is
0-connected with a base point x € B, this is equivalent to the homotopy
fiber I, of E — B at x being an n-connected space: m;(I',) trivial for i < n.

We have the following easy observation:

Lemma B.2 Let f : £ — B be a morphism of simplicial sheaves of sets.
If B is 0-connected and £ pointed, then f is n-connected if and only if the
(homotopy) fiber F = f~1(x) is an n-connected simplicial sheaf of sets.

Yany morphism in the simplicial homotopy category H,(T) of simplicial sheaves of sets
on T, see [65, §2.1 p. 46] for a recollection, can be represented up to an isomorphism in
Hs(T) by a simplicial fibration [38, 65]
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We will use the following Lemma which is a generalization of [65, Corol-
lary 1.41 p.61].

Lemma B.3 Assume that & — B is simplicial fibration between simplicially
fibrant simplicial sheaves. Assume it is n-connected. Given an object X € T
of cohomological dimension < d for some integer d > 0 then the map of
simplicial sets £(X) — B(X) is (n — d)-connected.

Proof. ¢f [65, p. 60 and 61].00

Remark B.4 1) For X of cohomological dimension < (n + 1), the lemma
implies in that £(X) — B(X) is (—1)-connected. This means that map is
surjective on the my or in other words that any H,(7")-morphism X — B can
be lifted to a morphism X — &£. If moreover X is of cohomological dimension
< n, the map

HomHS(T) (X, 5) — HomHs(T)(X, B)

is a bijection.

2) In fact for f : & — B, the morphisms PV (f) — P™(f) in the Post-
nikov tower of f are more than n-connected: the fiber has “its homotopy
sheaves concentrated in dimension n + 17.

3) The morphisms & — P™(f) are also n-connected. A consequence of
the previous Lemma is the property that the obvious morphism

& — holim, P™(f)
is a simplicial weak equivalence.

Corollary B.5 Given an object X € T' of cohomological dimension < d for
some integer d > 0 then the map

Homa, i) (X, E) — Homy, (ry(X, PM™(f))

1s surjective for d < n 4+ 1 and bijective for d < n.
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B.2 Twisted Eilenberg-MacLane objects

Let G be a sheaf of groups on T'. Given a sheaf of G-modules M and an integer
n > 2 we define a simplicial sheaf of sets K¢ (M;n) in the following way. Take
the model of Eilenberg-MacLane simplicial sheaf K(M,n) of type (M,n)
constructed in [65, p. 56] for instance. This construction being functorial,
the simplicial sheaf K'(M,n) is endowed with a canonical action of the sheaf
of groups G. Let E(G) the weakly contractible simplicial sheaf of sets on
which G acts “freely” so that the quotient E(G)/G is the classifying object
B(G) (see [65, p. 128]). The we set

K%(M,n) := E(G) xg K(M,n)

This simplicial sheaf is 0-connected and pointed, its 7; is canonically isomor-
phic to G and there is an obvious morphism K%(M,n) — B(G), which is a
local fibration and whose fiber is K(M,n). Observe that the base point of
K(M,n) provides a canonical section to K%(M,n) — B(G).

We consider a simplicial fibration f : & — B. We assume & is pointed,
&€ and B are 0-connected and that the induced morphism on the 7 is an
isomorphism (we point B by the image through f of the base point of &).
We simply denote by G the sheaf of groups 7 (€) = m(B). Observe that for
n > 2, the sheaf m,(f) := m,(P™(f)) is thus in a canonical way a G-module,
because G = 71 (P™(f)). The following is the basic technical lemma needed
to the obstruction theory we will use.

Lemma B.6 We keep the previous assumptions and notations. Then PO(f)
is weakly equivalent to the point, PM(f) is weakly equivalent to B(G), and
for each n > 2 there exists a canonical morphism in Hs+(T)/B(G)

PUU(f) = KC(ma(f),n + 1)
such that the square

PM(f)  — B(G)
4 {
POy — K% (f),n+1)

1s a homotopy cartesian square.

277



Proof. The first statement is clear. The second statement follows at once
from part 1) of Lemma B.7 below. We now observe that from the axioms of
closed model categories, we can always obtain a commutative square of the
form

PO(f)y — F

3 NS
P"=U(f) — B(G)

where E' — B(G) is a weak equivalence and P™(f) — E’ an inclusion (a
cofibration). Form the amalgamate sum of the diagram

PO(f) — FE

1
POD(f)

and call it £”. Of course we obtain a commutative diagram of simplicial
sheaves of sets over B(G):

PM(fy — FE

\ i
P(n—l) (f) - E”

It is clear now that m (E”) = G, that m;(E”) = 0 for ¢ € {2,n} and that
Tnt1(E”) = m,(B): these facts follow from the observation that the cone of
(PM™(f) — PT=1(f)) is by definition equal to the cone of £/ — E”, and the
fact that £’ = B(G). From part 2) of Lemma B.7 below we get a canonical
pointed morphism (in H,(T)): E” — K% (m,(B),n + 1) over B(G). The
composition

PO U(f) - B — K9 (m,(B),n+ 1)

has the required property: this follows using points of the site because it is
known in classical algebraic topology.l]

Lemma B.7 Let X be a pointed 0-connected simplicial sheaf of sets, and
denote simply by G its m1-sheaf.

1) There exists a canonical morphism in Hso(T')

X — B(G)
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which induces the identity on m (and thus a weak equivalence P (X)
B(G)). Moreover this morphism induces for any sheaf of groups H a map:

HomH“(T)(X, B(H)) — Hom(G, H)

which is a bijection. Here the right hand side means the set of morphisms of
sheaves of groups and the map is evaluation at the .

2) Assume that the Hgo(T)-morphism X — B(G) has a section s :
B(G) — X in Hso(T) which we fixr, and that n > 2 is an integer such
that m;(X) = 0 for 1 < i < n. Then there exists a canonical morphism in
Hso(T)

X — K (my(X),n)

which induces the identity morphism on m; for i < n and which is com-
patible in the obvious sense to both the projection to B(G) and the sec-

tion from B(G). In particular, it induces a weak equivalence P™(X) =
K% (m,(X),n)).

Proof. First recall that for n > 1 and for an (n — 1)-reduced simplicial
set?® L there exists a natural map L — K(m,(L),n), the base point being
the canonical one. This comes from the definition of K(M,n): a morphism
X — K(M,n) (for M a group for n = 1, an abelian group for n > 2) is the
same thing as a an n-cocycle of the normalized cochain complex C (X; M);
see [49] for instance.

We also remind that for a simplicial set L with base point ¢y, one denotes
by L™ C L the sub-simplicial set consisting in dimension ¢ of the simplexes
of L whose n-skeleton is constant equal to the base point ¢;. When L is an
n-connected Kan simplicial set, the inclusion L™ C L is a weak-equivalence
(See also [49] for instance). These facts at once generalize to locally fibrant
pointed simplicial sheaves in an obvious way.

1) Having that in mind, let us denote by X® C X the sub-simplicial
sheaf associated to the presheaf U +— (X (U))®. The inclusion

X0 cx

20(n — 1)-reduced means with only one i-simplex for i < (n — 1)
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is thus a simplicial weak equivalence. Moreover, we have for each U a canoni-
cal map of pointed simplicial sets (X (U))® — B(m ((X(U))®)). Sheafifica-
tion of this morphism of simplicial presheaves defines a morphism of simplicial
sheaves X© — B(7(X)) = B(G). The diagram

X0 — B(G)

1
X

in which the vertical morphism is a simplicial weak equivalence defines a
Hso(T)-morphism X — B(G). The assertion on the 7 is clear. To check it
has the second property we have to check surjectivity and injectivity. Given
a morphism of sheaves of groups G — H, it defines by the functoriality
of the construction G — BG, a morphism of pointed simplicial sheaves of
sets BG — BH. Composition with the H,+(7)-morphism X — BG just
constructed proves surjectivity. Let’s prove injectivity. Take two morphisms
aj and ag: X — B(H) in Hs+(T). By the pointed version of [65, Prop. 1.13
p. 52] we may represent each of these morphisms by a diagram of pointed
simplicial sheaves of sets
Yo, — B(H)

!
X

where ); — X is a (pointed) hypercovering. Taking the fiber product, we
may further assume that ),, = V., = Y. We may further assume that X
is locally fibrant (or in fact fibrant if we wish). As a consequence ) can
also be assumed locally fibrant (and pointed) because Y — X is a trivial
local fibration. From what we already saw, YO 5 yisa simplicial weak
equivalence. Now the diagram

YO = B(H)
i}
X
factors through
y© — BG = BH

!
X

by the functoriality of the Postnikov tower and the fact that for ) 0-reduced
PW(Y) = Bri(Y). As a morphism of simplicial sheaves of the form BG —
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BH is always of the form B(p : G — H) for p = m(BG — BH), we get
injectivity.

For the point 2) we proceed as follows. Let us denote by G the sheaf
m(X). We may assume that the morphism f : X — B(G) (given by 1)
is a simplicial fibration. We factor it as X — P™(f) — B(G), so that
P™(f) — B(G) is a local fibration. We may clearly reduce to the case
X = P™(f) and as B(G) is locally fibrant, we may assume that X is also
locally fibrant. Moreover, again by the pointed version of [65, Prop. 1.13 p.
52], we may represent the section s by an actual diagram of pointed simplicial
sheaves of sets

y = X

1
BG

in which Y — BG is a pointed trivial local fibration. Let us denote by X
the fiber product EG x gg X (see [65, p. 128] for an explicit definition of the
simplicially weakly contractible simplicial sheaf EG as well as the morphism
EG — BG), by 5} the fiber product EG xgg )Y and by :)NJ — X the induced
morphism of G-simplicial sheave of sets. As )V — BG is a simplicial weak
equivalence, the induced map Y — EG is a G-equivariant simplicial weak
equivalence. Thus ) is weakly contractible. Denote by C the cone of the
morphism of simplicial sheaves of sets

Y X
by which we means the amalgamate sum X 15 C(Y), where C(Y) == (¥ x
61)/(Y x {0}). By the very construction, the morphism of simplicial sheaves
of sets

X =C
is a G-equivariant morphism, a simplicial weak equivalence, and moreover,
C is pointed as a G-object. Consider the resolution functor Ex¢9 constructed
in [65, Theorem 1.66 p. 69]. As it commutes to finite products by loc.
cit., then Ex9(C) is clearly endowed with a G-action and the simplicial
weak equivalence C — Ex9(C) is G-equivariant. As C is pointed as a G-
object, so is Ex9(C). As the latter is simplicially fibrant, the morphism
Ex9(C) Y — E29(C) is a G-equivariant pointed weak equivalence. Ob-
serve that m,(Ez9(C)" V) = m,(X). As E29(C)"V is an (n — 1)-reduced
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simplicial sheaf of sets, from what we have recall above, there exists a natural
G-equivariant map
E29(C) "V = K(m,(X),n)

obtained by sheafification of the classical one. Now perform the Borel con-
struction EG X (—) and remember the definition K¢ (7, (X),n) := EG x¢g
(K(m,(X),n)) of twisted Eilenberg-MacLane objects, to produce a diagram
of simplicial sheaves of sets

EG xg (E29(C)™ Y — K% m,(X),n)

!

EGxgX —  EGxgE29C)
!
X

in which all the vertical morphisms are simplicial weak equivalences. This
clearly defines the H, o(7")-morphism we are seeking, because by construction
using points of the site it is compatible to the classical construction.[]

Remark B.8 In fact with a little bit more work, one can prove that the
canonical morphism in 7—[57.(T)

X — K9 (m,(X),n)

given by point 2) of the previous Lemma is the unique one with these prop-
erties.

B.3 The obstruction theory we need

We can now explain the obstruction theory we will use. Let us fix a diagram
in the category of simplicial sheaves of sets of the form

&

! (B.2)
X —» B

with X € T. Our aim is to give, under some assumptions, both a criterium
for the existence and/or uniqueness of a morphism in H,(7')

X =&
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which makes the triangle

)

e
X — B

commutative in H,(7T'). We may clearly assume that f : £ — B is a simplicial
fibration.

We make the following assumptions:
1) B is O-connected and pointed;

2) the morphism & — B is (n — 2)-connected, or in other words (by
Lemma B.2) the homotopy fiber of &€ — B is (n — 2)-connected.

We observe that PY(f) — B is a weak equivalence for i < n — 2 and
that from Lemma B.6 there exists a canonical homotopy cartesian square in
Hso(T):

PrI(f) = B(G)

1 1 (B.3)
B = POO(f) = KSma(f)n)

Given X € T the previous homotopy cartesian square gives a surjection
HomHS(T) (X, P(n_l) (f)) - HomHs(T) (X> B) X HomHS(T>(X,KG(Wn_l(f),n))HomHS(T) <X7 BG)

Obstruction to lifting

By Corollary B.5 the map
Homy,r)(X,€) = Homay,r)(X, P"V(f))

is a surjection for all X of cohomological dimension < n.

We thus obtained the following;:

Theorem B.9 Keeping the previous assumptions on f : € — B, for any X
of cohomological dimension < n the map

HOMHS(T) (X, 8) — HomHS(T) (X, B) XHomHS(T)(X,KG(anl(f),n))HomHs(T) (X, BG)
(B.4)
18 surjective.
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We deduce the following obstruction theory:

Corollary B.10 Keeping the previous assumptions on f : & — B, for
any X of cohomological dimension < n and any morphism g : X — B
in Hs(T'), there exists a morphism h : X — & which lifts g in Hs(T)
if and only if the composition X — B — K%(m,_1(f),n)) lifts through
BG — K% (m,_1(f),n)).

Now for any sheaf of G-modules M, for any A € Homy, (1) (X, BG) =
H'(X;@G) let us consider the subset

E(X; M) C Homgy 1) (X, K9(M, n))

of elements X — K%(M,n) whose composition to BG gives A. This set is
pointed by X — BG composed with canonical section BG — K%(M, n).

Given g : X — B in H(T) one gets by composition with B — BG a
morphism

Ag 1 X = BG

Clearly a reformulation of the corollary is to say that the element e(g) €
E} (X;m,—1(f)) is the obstruction to the lifting of g:

(g lifts through & — B) < (e(g) is the base point in EY (X;m,-1(f)))

On the “kernel” of the map Homy, (1) (X,E) = Homy, 1) (X, B)

By “Kernel” of that pointed map, we mean the subset K™ of Homg, (1)(X,E)
consisting of morphisms whose composition with f : & — B is trivial (the

base point of Homy,1)(X, B)).

We want to study this kernel in the critical case. By Corollary B.5 and
our assumptions, the map

HomHs(T) (X, 5) — HomHS(T) (X, B)

is a surjection for all X of cohomological dimension < n — 1 and a bijection
for all X of cohomological dimension < n — 2. By the critical case we mean
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when the cohomological dimension is < n — 1 so that the map is surjective.
We just want to use the pointed simplicial fibration sequence

r—-€¢—n8B

where I' is the (homotopy) fiber at the base point, and which is (n — 2)-
connected by assumption. We will use the natural action up to homotopy of
the h-group Q!(B) on the fiber T'. For any X we obtain a exact sequence of
pointed sets and groups

Homay, 1) (X, QL(B)) = Homay, () (X,T) = K" — %

The left hand side is indeed a group which acts on the middle set, and
exactness means that K" is the orbit set.

For X of cohomological dimension < n — 1 we can express in a simpler
way the middle term; by Corollary B.5 the maps

HomHs(T) (Xa F) - HomHs(T)(X7 P(nil) (F)) - HomHS(T) (Xa K(ﬂ-nfl(f% n_l))

are all bijective (the latter one uses point 2) of Lemma B.7). But has
it is well known, the right hand side is an abelian group isomorphic to
H" Y X;m,_1(f)). At the end we get an exact sequence as above of the
form

Homa, (X, QLB)) = H" Y X; 101 (f)) = K™ —

Remark B.11 Beware that in general the action on the left is not given by
a homomorphism: take the universal situation, in the category of simplicial
sets, that is to say the fibration

K(M,n) — BG — K%(M,n)

In that case the loop space in question is Q! (K“(M,n)) which is easily seen
to be equivalent to the semi-direct product G x K(M,n — 1) and the action
of QL(KY(M,n)) =G x K(M,n—1) on K(M,n — 1) is the standard action
of a semi-direct product G x N onto a G-module N. This action can’t induce
in general a group homomorphism.[]

Cohomological interpretation of the obstruction sets E}(X; M)
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The pointed sets of the form EY(X; M) have a natural cohomological in-
terpretation, and in particular are abelian groups, for each fixed A\. We end
this appendix by explaining this fact.

First by [65, Prop. 1.15 p. 130], there is a canonical bijection
Homy,y(X, BG) = HY(X; G)

identifying morphism X — BG and isomorphism classes of G-torsors over
X. Thus our A corresponds to an isomorphism class of G-torsors over X.
Pick up one G-torsor Y — X in the class of A. Consider the sheaf of sets M)
on T obtained as

M, = \(Y x M)

The quotient being computed in the category of sheaves of sets on T'. The
obvious morphism M, — ¢\Y = X defines it as a sheaf of sets on X. It is
called the sheaf obtained by twisting M by A. Our aim is to prove that this
sheaf is in a canonical way an abelian sheaf on X and that for each n > 2 the
pointed set EV(X; M) is canonically in bijection with the n-th cohomology
group

7/x (X5 My)

Remark B.12 1) Given A and M, all these constructions only depend on
the choice of a representative Y — X of A.

2) If X\ is the trivial G-torsor 6, the result is quite clear and in fact
Eg(X; M) is canonically in bijection with Hy (X3 M) = Hp(X; M).

The following two lemmas are easy to prove.

Lemma B.13 Given a sheaf of groups G on T, a G-torsor'Y owver the final
sheaf, and a G-sheaf of sets M the canonical morphismY x M — Y x (Y X¢g
M) is an isomorphism of sheaves on T.

Lemma B.14 Given a sheaf of groups G on'T', a G-torsor'Y over the point
and two G-sheaves of sets M and N, the canonical morphism of sheaves on
T:YXMxN — (Y xgM)x (Y xgN) induces an isomorphism

Y Xg (M x N)—= (Y xg M) x (Y xgN)

As a consequence, if M is a sheaf of G-module, the sheaf Y Xg M has a
canonical structure of sheaf of abelian groups.

286



Lemma B.15 Keeping the obvious notations, the X -sheaf My admits a canon-
ical structure of abelian X -sheaf. Let us denote by K(My,n) the usual simpli-
cial Filenberg-MacLane object in the category of sheaves over X. Then there
exists a canonical isomorphism of simplicial sheaves over X of the form

Y X¢ K(M,n) = K(M)\,n)

Proof. We only use the explicit definition of K(—,n) [49] which show
that in each degree K(M,,n) is a product (over X) of copies of M,. The
conclusion follows from the two previous lemmas.[]

For any X € T, for any integer > 0, for any sheaf of G-modules M and
for any A\ € Homy, 1) (X, BG) = H'(X;G) we now describe a natural map
of pointed sets

H™(X; My) — B} (X; M) (B.5)
We will use Verdier’s formula to compute the left hand side; see [16] or also
(65, Prop. 1.13 p. 52 and Prop. 1.26 p. 57], from which we freely use the
notation and results.

Let Y — X be a hypercovering (a local trivial fibration) and U —
K(My,n) a morphism of simplicial sheaves over X which represent a class
a € H"(X; M,). From [65, Lemma 1.12 p.128], we may assume (up to tak-
ing a refinement of U) that there exists a morphism of simplicial sheaves
U — BG such that the Pull-back of the G-torsor FG' — BG is isomorphic
to the G-torsor Y xx U — U.

Now from Lemmas B.13 and B.14, there exists a canonical isomorphism
of simplicial sheaves (over X)

Y xx K(My,n) =Y x K(M,n)

Beware there is no X in index on the right: this comes from the fact that
we apply the Lemmas to the X-sheaf of abelian groups M|zX — X. Our
isomorphism then follows from the tautological one Y x K(M,n) =Y xx
K(M x X — X,n). The previous isomorphism is moreover G-equivariant.
We thus obtain a G-equivariant morphism

Y xxU =Y xx K(My,n) =Y x K(M,n)

By assumption on U there exists a cartesian square

YxU — EG
{ {
U — BG
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the top horizontal one being G-equivariant. We now consider the G equiv-
ariant morphism

Y xU— EG x K(M,n)

and pass to the quotient by G to get a morphism os simplicial sheaves:
U— K%(M,n)

As the composition U — K%(M,n) — BG represents X its associated class
(by Verdier’s formula [65, Prop. 1.13 p. 52]) in Homay, (X, K¢(M,n))
actually lies in EY(X; M). It is not hard to see that this class only depends
on the class of a so that we have indeed constructed the expected map (B.5).

We are now ready to prove the following result:
Theorem B.16 The map just constructed:
H (X5 My) — E}(X; M)
15 a bijection.

Proof. We will indicate a way to construct a map the other way and
will let it to the reader to check both maps are inverse to each other.

Take an element 8 € EY(X;M). That is to say a morphism in H(7):
X — K%M, n) inducing \.

Because K¢(M,n) is locally fibrant, by the Verdier formula already used,
we may represent 5 by an actual morphism

U — K(M,n)

where U4 — X is an hypercovering. Denote by U the fiber product EG x goU
through U — KY(M,n) — BG. because the square

EG x K(M,n) — EG

! 1
K%(M,n) — BG

is cartesian, there is a canonical G-equivariant morphism

U— EG x K(M,n) — K(M,n)
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By the assumption the G-torsor U — U is also the pull-back of ¥ — X
because § induces A (use also [65, Prop. 1.15 p. 130]). This means that I/
is isomorphic to Y x x Y. We thus get a G equivariant morphism ¢ — Y.
We now claim that the G equivariant morphism product of the two previous
morphisms

U—Y x K(M,n)

induces after passing to quotient by GG a morphism over X
U—K (M s 77,)

We claim that the class of this map in H"(X; M)) only depends on /5 and
that the map
EX(X; M) — H"(X; M))

is the inverse to the map of the Theorem.[]
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