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Abstract

This aim of thesis is a rigorous study of the dynamics of quantum systems in which some
limiting parameter describing the size of the system (such as the number of particles or the
mass of a single particle) is large. For a variety of systems and limiting regimes, we prove that
the microscopic quantum time evolution is approximately described by a simpler, effective time
evolution. Along the way, we also discuss some related mathematical problems.

In a first part, we study the dynamics of a finite number of quantum particles interacting
with the quantized radiation field. Assuming that the particles are heavy and the number of
photons is large, we prove that the quantum time evolution becomes classical in the sense that
it is governed by the Newton-Maxwell equations. This provides an example of the emergence
of classical behaviour in a quantum system. Our analysis of the limiting dynamics is based on
a semiclassical argument due to Hepp.

In a second part, we study the limiting time evolution of various quantum lattice models.
To begin with, we consider a general model of interacting quantum spins on a lattice, and study
two limiting regimes: the large-spin limit and the continuum limit. In both cases, we identify
the limiting dynamics as the Hamiltonian dynamics of a classical system of spins. This provides
a rigorous derivation of Landau-Lifschitz-type equations from quantum dynamics. We extend
these results to domains of infinite size and discuss as a special case the limiting dynamics of
coherent spin states. Our proof is based on a perturbative expansion of the dynamics. In the
large spin limit, we also prove the convergence of time-dependent correlation functions at some
positive temperature. For high enough temperatures, we extend this result to an infinite lattice
using a quantum cluster expansion. Finally, we study the related problem of the mean-field
limit of time-dependent correlation functions of a lattice Bose gas.

In a third part, we consider the mean-field dynamics of quantum gases with a Coulomb
interaction potential and a weak external potential. Our method is based on a perturbative
graph expansion scheme for the dynamics of observables. We control the Coulomb singularity
by counting graphs and by exploiting the dispersive nature of the free time evolution. First,
we consider the mean-field limit of a Bose gas, and prove that the limiting time evolution is
governed by the Hartree equation. Second, we consider the mean-field limit of a system of
fermions describing for instance electrons in a large atom or molecule, and prove that their
limiting time evolution is governed by the Hartree-Fock equation.

The last part of this thesis is devoted to the mean-field dynamics of coherent states in a
Bose gas. Using a nonperturbative method based on a Gronwall-type argument, we strengthen
and generalize many previously known results in two directions. First, we consider a large
class of singular interaction potentials as well as strong, possibly time-dependent, external
potentials. This allows us to deal for instance with the critical interaction potential |z|=2 for
nonrelativistic bosons, as well as strongly confining time-dependent traps. Second, we derive
estimates on the rate of convergence to the mean-field limit. Thus we can for instance control
the error in the mean-field approximation of a boson star. We also show that, if the mean-field
dynamics satisfies a scattering condition, all error estimates are uniform in time. Moreover, we
derive optimal bounds on the fraction of particles whose convergence to the mean-field limit
can be controlled.
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Résumé

Cette these se propose d’étudier de maniere rigoureuse la dynamique de systémes quantiques
dans lesquels un parametre décrivant la taille du systéeme (tel que le nombre de particules ou
la masse d’une particule) est grand. Pour un certain nombre de systémes et régimes limite,
nous démontrons que I’évolution temporelle quantique est approximativement décrite par une
dynamique effective plus simple. En cours de route, nous étudions aussi certains problemes
mathématiques suggérés par cette analyse.

Dans un premier temps, nous étudions la dynamique d’un nombre fini de particules quan-
tiques interagissant avec le champ quantique du rayonnement. Sous I'hypothese que les par-
ticules sont lourdes et que le nombre de photons est grand, nous démontrons que 1’évolution
quantique devient classique, dans le sens ou elle est régie par les équations de Newton-Maxwell.
Ceci donne un exemple de '"émergence du comportement classique dans un systéme quantique.
Notre analyse de la limite se base sur un argument semiclassique dia a Hepp.

Dans un deuxieme temps, nous étudions la dynamique limite de divers modeles quantiques
sur réseau. Pour commencer, nous considérons un modele général de spins en interaction
sur un réseau, et étudions deux cas limites: celui d’un grand spin et celui d’un réseau fin.
Dans les deux cas, nous identifions la dynamique limite avec une dynamique Hamiltonienne
d’un systeme de spins classiques. Ceci représente une dérivation rigoureuse d’équations du
type Landau-Lifschitz a partir d’'une dynamique quantique. Nous étendons ces résultats a des
domaines de taille infinie et considérons comme cas particulier la dynamique d’états cohérents
pour les spins. Notre démonstration se base sur un développement perturbatif de la dynamique.
Dans la limite du grand spin, nous démontrons aussi la convergence des fonctions de corrélation
dépendant du temps a température positive. Pour une température suffsamment élevée, nous
étendons ce résultat a un réseau infini a I’aide d’un développement en amas quantique. Enfin,
nous étudions le probleme similaire de la limite du champ moyen de fonctions de corrélation
dépendant du temps pour le baz de Bose sur réseau.

Dans un troisieme temps, nous considérons la dynamique du champ moyen d’un gaz quan-
tique interagissant par le biais d’un potentiel de Coulomb et soumis & un faible potentiel externe.
Notre méthode se base sur un développement perturbatif de la dynamique des observables que
nous exprimons a ’aide de graphes. Nous controlons la singularité du potentiel de Coulomb
en estimant le nombre de graphes et en faisant appel au caractere dispersif de I’évolution tem-
porelle libre. Tout d’abord, nous considérons la limite du champ moyen pour le gaz de Bose, et
démontrons que I’évolution limite est régie par ’équation de Hartree. Nous considérons ensuite
la limite du champ moyen pour un systeme de fermions décrivant par exemple des électrons
dans un grand atome ou une grande molécule, et démontrons que ’évolution limite est régie
par I’équation de Hartree-Fock.

La derniere partie de cette these est consacrée a la dynamique du champ moyen d’états
cohérents du gaz de Bose. En utilisant une méthode non perturbative se basant sur un argu-
ment du type Gronwall, nous renforcons et généralisons plusieurs résultats existants dans deux
directions. En premier lieu, nous admettons une grande classe de potentiels d’intéraction sin-
guliers, ainsi que des potentiels externes forts qui peuvent étre dépendant du temps. Ceci nous
permet de traiter par exemple le potentiel d’interaction critique |x|~2 dans le cas de bosons
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non relativistes, ainsi que de puissants pieges a particules. En second lieu, nous dérivons des
bornes sur la vitesse de convergence vers la limite du champ moyen. Ainsi nous pouvons par
exemple controler I'erreur dans l'approximation du champ moyen pour une étoile a bosons.
Nous montrons aussi que, si la dynamique du champ moyen satisfait une certaine condition de
diffusion, toutes les estimations d’erreur sont uniformes dans le temps. De plus, nous dérivons
des bornes optimales sur la fraction des particules pour laquelle la convergence vers la limite
du champ moyen peut étre controlée.
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CHAPTER 1

Introduction

Many physical systems consist of a large number of microscopic particles whose interactions
are governed by the laws of quantum mechanics. Such systems often exhibit a comparatively
simple, emergent macroscopic behaviour. Well-known examples are the semiclassical behaviour
of heavy particles and the mean-field behaviour of systems such as Bose-Einstein condensates,
plasmas, interstellar clouds of gas undergoing gravitational collapse, and globular star clusters.
When trying to understand such systems it is of considerable interest to identify their macro-
scopic behaviour. Instead of a full microscopic description, one aims at a description that is
not only simpler and therefore better suited for analytical and numerical analysis, but also less
encumbered by tedious microscopic information. For instance, a typical sample of gas in a lab-
oratory contains of the order 10?% particles. It is neither possible nor desirable to keep track of
the position of each individual particle. Instead, one is interested in statistical quantities such
as the density of particles and the two-particle correlation function. Using the effective macro-
scopic description one may obtain a clearer understanding of the collective behaviour of the
system, and consequently address questions such as orbital stability and scattering behaviour
of groups of particles, propagation of waves, and blow-up or collapse of clusters.

The aim of this thesis is a rigorous study of such limiting behaviour and some related
mathematical problems. We focus mainly on the dynamics of large quantum systems, where
one is interested in approximating the microscopic quantum-mechanical time evolution with
some effective time evolution.

The general setup is as follows. The quantum (microscopic) dynamics is characterized by a
limiting parameter that describes the “size” of the quantum system. Examples of such limiting
parameters are the number of particles in a quantum gas, the total mass of a finite number
of interacting quantum particles, and the magnitude of the spins in a quantum spin system.
With each value of the limiting parameter is associated a quantum system, whose states are
given by vectors in a Hilbert space and whose time evolution is given by a one-parameter group
of unitary transformations. The limiting (macroscopic) dynamics is described by a classical
Hamiltonian system. Classical states are points in phase space, and their time evolution is
given by Hamilton’s equation of motion. The goal is to show that, in some sense to be made
precise, the quantum time evolution for a large limiting parameter is approximately described
by the classical time evolution.

In order to make this asymptotic behaviour precise, one usually employs coherent states. A
coherent state is a quantum state that is parametrized (in some suitable manner) by a classical
state. For a classical state x, let z(t) denote the classical time evolution of z up to time ¢.
Then the above asymptotic behaviour may be formulated more precisely by saying that, in the
limit of a large limiting parameter, the quantum time evolution of the coherent state around
x is equal to the coherent state around z(t). Thus, in the limit of a large limiting parameter,
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the quantum time evolution of a coherent state is again a coherent state, whose dynamics is
governed by a classical Hamitonian system. In general, the family of coherent states is not
invariant under quantum time evolution.

There are several cases of interest where the setup outlined above is too restrictive. One
might for instance want to consider a larger class of states than coherent states, or even avoid
the use of states altogether. Thus one is led to considering the quantum time evolution of
observables instead of states. This may be interpreted as a passage from the Schrodinger
picture of quantum mechanics to its Heisenberg picture. A further advantage of the observable
picture is that it survives unscathed the process of taking the thermodynamic limit in various
lattice models. In order to describe the limiting dynamics of observables, it is of great interest
to interpret the macroscopic limit as the converse of a quantization of the classical Hamiltonian
system. We outline the general procedure and refer to the examples in the following sections
for more details.

The general framework is that of quantization of Poisson algebras. Let 20 be a Poisson
algebra, i.e. a commutative, associative algebra that is also a Lie algebra whose bracket {-,-}
satisfies {fg,h} = f{g,h} +{f,h}g. In most applications (and throughout this thesis) 2 is a
subalgebra of the algebra of smooth functions on a Poisson or even symplectic manifold. The
elements of 2l play the role of classical observables. As recognized élready by Dirac, the process
of quantization may be understood as a bijective linear mapping (-)_. from 2 into an algebra A
of operators on a Hilbert space, such that the commutator satisfies

F.3) = S{F g} + 0 (L.1)

for € — 0. Here e plays the role of i in the usual quantization of a classical physical system.
We call € the parameter of the quantization (/-\)6. As we shall soon see, e~ ! is the limiting
parameter of the corresponding macroscopic limit.

It is sometimes useful to introduce a noncommutative star product *. on 2, defined as the
“pull-back” of operator multiplication under the mapping GE. Thus, we define

(f *e 9)5 = fs/g\s . (1.2)
Introducing the star product avoids the dramatic change in the nature of the objects after
quantization®.

Let us now return to the problem of understanding the limiting dynamics of observables.
Take a Poisson algebra 21 of classical observables. The dynamics is generated by a Hamilton
function H € . Let f € 2 and denote by f(t) its time evolution defined through its equation
of motion

O f(t) = {H,f@)},  f(0) = f. (1.3)
Assume that we have a quantization (/-\)6 of 2, with associated star product *.. The quantized
time evolution f¢(t) is defined through its equation of motion

8tf€(t) = [H7f€(t)]67 fe(o) =7, (14)

where [, -] is the commutator with respect to the star product *.. One would then like to
show that f(t) ~ f°(t) for small e. Formally, (1.3) and (1.4) have the solutions

t* (*) N
f) = S v, s = (L) . (15)

k>0 k>0

i
€

IThis setup is the starting point of the theory of deformation quantization, where one is interested in the
existence (in the weaker sense of formal power series in ¢) of such star products on general Poisson algebras.
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where {-,-}*) is defined through {f,g}® = g and {f,g}® = {f,{f,g}* D}, the multiple
commutator [-, ]2"“) is defined similarly. Since the star product . satisfies ie™1 [f, g]. ~ {f, g}
for small e, the representation (1.5) makes it plausible that f¢(¢) ~ f(¢) for small e. This
observation can in fact sometimes serve as the basis of a proof.

This limiting behaviour may be recast in terms of operators in 2A. Let us denote the map

—

f — f(t) defined in (1.3) by 7. Writing F*(t) = f¢(t), and applying (35 to (1.4) yields
i~
OF°(t) = Z[He, F(0)],  F2(0) = (f)..
Denote the map F' +— F(t) by 75. It follows that
?;,‘F — ei{;‘*lﬁgt Fe—i{;‘ilﬁgt )

The corresponding time evolution of a state W(t) = e g i the Schrodinger picture is
therefore governed by the Schrédinger equation
i£0,U(t) = H.U(t).
That the classical and quantum dynamics approximately agree for small £ means that
f(t) = fe(t) for small e. After applying (-). this reads

(1:f)e ~ 7 I (1.6)
for small €. Thus, the diagram
A —— 2

0. |o.
%

— 2
T

commutes for ¢ — 0, i.e. quantization commutes with time evolution for € — 0. The first such
result goes back to Egorov [Ego69], who gave a proof of the statement (1.6) in the context of
canonical quantization of systems of a finite number of degrees of freedom. We call results of
the form (1.6) Egorov-type theorems. Thus one may understand the semiclassical limit e — 0
as the converse of quantization. When studying the limiting dynamics of a quantum system
with limiting parameter !, it is therefore of interest to identify the quantum system as a
quantization with parameter € of a classical Hamiltonian system. Here the classical system
describes the limiting, macroscopic dynamics. As it turns out, this is a very general picture
that describes a wide variety of limiting regimes. It is summarized in the following diagram.

quantization with parameter ¢
classical theory | " |quantum theory

semiclassical limit e — 0

Examples of physical systems whose limiting behaviours are well understood are listed in
the following section.

1.1 Some examples

In this section we summarize three well-known limiting regimes: the semiclassical limit of
a quantum system, the mean-field limit of a classical system, and the mean-field limit of a
quantum system. We also outline how each limit may be understood as the converse of a
quantization.
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1.1.1 The semiclassical limit

We consider a classical system of a finite number, d, of degrees of freedom. The phase space
is T' = R?!, We write points in I" as = (p,q) € T’ with p = (p1,...,pq) and ¢ = (q1, ... ,qq).
The symplectic form of I" is given by Zf’l:1 dp; N dg;, which gives rise to the Poisson bracket

{pia;} = 65, {pi,vj} = {ai, 5} = 0.

This may also be written as {z;,z;} = J;; with the 2d x 2d matrix

(5.

Next, we introduce Weyl quantization with parameter €. Consider the Hilbert space H =
L?*(R%,dqy - - - dgq) on which act the self-adjoint operators

.0
P = —la—qi, Qi = ¢-
The rescaled operators in the symmetric rescaling? are defined by Pf := e'/2P; and Q5 =

£1/2Q);. They satisfy the canonical commutation relations

3

i
It is convenient to abbreviate X = (P, Q) and X¢ = (P¢,Q°). Thus the canonical commutation

relations become [X? ,Xj] = —ieJj;. As our algebra of observables 2 we take the space of
smooth functions of at most polynomial growth. We define the Weyl quantization of f € 2 as

o 7 i¢-X¢
R 3 GE (17)

where f is the Fourier transform of f satisfying f(z) = Jgea d€ f(&) e, (The definition (1.7)
makes sense as a quadratic form on S(RY) C H because f € A C S'(R??) is by assumption a
tempered distribution and the mapping ¢ — (¥, X W) is in S(R?*) for ¥ € S(R?).) From
the definition (1.7) of Weyl quantization it is easy to infer the associated star product . on 2.
Indeed, we find

feg: = / dgd¢ f()g(Q) et T = / de d¢ F(6)(¢) EFO X" eieTititi/?
by the usual Weyl relations. Thus, f;@e = [d¢ B({ ) el X" with
e) = [ ac e - gty ez,

Taking the inverse Fourier transform yields the representation

(f*c9)(x) = hz) = exp(%h‘%%)f@)ﬁ)( :

Yy=z=T

the Moyal product of f and g.

2For notational simplicity we adopt the somewhat unusual symmetric scaling. A simple unitary transforma-
e 0

tion of H maps P; to o and Q5 to ¢;, thus recovering the usual scaling.
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Having dealt with the quantization of the classical system I', let us now turn to its time
evolution. Consider a Hamilton function H € 2 of the form

H(p,q) = p-Tp+V(q),

where T is some positive matrix on R? and V is a real function. Let z € T' and consider the
Hamiltonian equation of motion

i(t) = —JVH(@®), 2(0) = . (1.8)

Under reasonable assumptions on V, the equation of motion (1.8) has a unique global solution
x(t).

The semiclassical regime of a quantum system is the regime where the typical action of the
system (i.e. the integral [ p; dg; over a typical orbit) is large compared to Planck’s constant &
(1 in our units). In order to construct states with large action, it is convenient to use the Weyl
operator

W(z) := {@PQ-aP)

for z = (p,q) € I'. The Weyl operator W (x) implements a translation by z in classical phase
space in the sense that

W) XW(x) = X+

To avoid unimportant technicalities, let us assume that V' € C3(R9) and VV is bounded. Then
the equation of motion (1.8) has a unique global solution z(¢). Moreover, we have the following
fundamental result due to Hepp [Hep74].

Theorem 1.1. For allt € R and £ € I' we have

s—li%q W (e V/20)* ole T Het (i€ X® —ie T Het W(eV2z) = oi€al®) (1.9)
E—>

where H. is the Weyl quantization (1.7) of H.

The meaning of theorem 1.1 becomes clear if we take the expectation of (1.9) in a state
U € H. In the state? W(e_l/Qx)\I’, the expectation of the operator X is asymptotically equal to
e~ Y2z, so that the typical action of the system is of order £~! and the semiclassical character
of the limit is evident. The semiclassical limit is sometimes also referred to as the limit of
heavy particles. The reason for this is best understood in the conventional rescaling of P and
@, where the Hamiltonian is obtained from er by conjugation with the e-dependent unitary
operator R. defined by (R.¥)(q) := £¥/*W(c'/2¢). Then the dynamics of the wave function
U(t) € H is given by the Schrodinger equation

0U(t) = (gél P-TP+ 5_1V(Q)> W(t).

Thus we see that ¢! plays the role of the mass of the particles. The potential V is also rescaled
by e71; this is clearly necessary to ensure that both sides of Newton’s second law are of the
same order.

Using Hepp’s result we may easily derive a Egorov-type theorem for the semiclassical limit.

3In fact, states of the form W (x)Q, where Q(q) := 7r7d/4e‘q‘2/2, constitute the traditional family of coherent
states of a quantum system of a finite number of degrees of freedom. Thus, Theorem 1.1 describes as a special
case the limiting dynamics of coherent states.
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Theorem 1.2. Assume that V is smooth and VYV is bounded. Let f € C*(R?*?) and t € R.
Then we have

slim (e et Lot (Fog) ) = o0,

e—0

where ¢y is the Hamiltonian flow on I.

Proof. Setting z = 0, multiplying (1.9) by f(¢), and integrating over £ yields

s-lim eieilﬁft ,]/C\a efieilﬁst = (fo®)(0),

e—0

by dominated convergence. Next, we note that by the theory of ordinary differential equations
¢y is smooth, so that fog; € C°(R?*?). Setting x = 0, multiplying (1.9) at t = 0 by (f o ¢¢)(€),
and integrating over £ yields

slim (Fodu). = (Fo60)(0),

by dominated convergence. The claim follows. U

1.1.2 The mean-field limit in classical mechanics

In this section we review the mean-field limit in classical mechanics. Its physical heuristics
may be understood as follows. Whenever many particles interact by means of weak two-
body potentials, one expects that the potential felt by any one particle is given by an average
potential generated by the mean particle density. This intuition turns out to be correct, and
can be made precise by considering the mean-field limit of an N-body system.

We begin this section with a review of the traditional approach to the mean-field limit
in classical mechanics. In a second part, we describe how the mean-field limit in classical
mechanics may be interpreted as the semiclassical limit corresponding to a quantization of a
classical Hamiltonian system, in line with the discussion at the beginning of this chapter.

The mean-field limit is a limit where the number of particles, N, tends to infinity. Consider
a classical Hamiltonian system formulated on the phase space I'y := R?#V where d is the
number of spatial dimensions. We denote points in I'y by Xy = (z1,...,2n), where x; =
(piyqi) € R*x R for i = 1,...,N. The phase space carries the canonical symplectic form. The
Hamilton function is given by

N o 9
; 1
E _;n N w(%‘ - Qj)7 (1-10)
i=1 1<i<j<N

where m > 0 is the mass of each particle and w is an interaction potential that is assumed to be
a real and even function. The scaling N ! in front of the interaction potential characterizes the
mean-field regime. This scaling is necessary for obtaining a well-defined limit when N — oc;
it ensures that both the one-particle and the two-particle parts of Hy behave like O(N) for
N — oo. Thus we see that in the mean-field limit the interactions are weak and their range is
of order 1.

The equation of motion for Xx(¢) is given by Hamilton’s equation which we write in the
form

va a(t) —q(t),  d@lt) = : (1.11)
J#z
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We define the N-particle flow ¢¥ on I'y through ¢¥(Xy) := Xn(t), where Xy(t) is the
solution of (1.11) with initial data Xy .

A simple rescaling of the equation of motion yields the rather appealing interpretation of
the mean-field limit as the limit of a large number of light particles whose total mass is kept
constant. Indeed, introducing the rescaled time variable 7 = ¢t/N, we see that the equation of
motion (1.11) is equivalent to

sz va qi(T ( ))7 87(]i(7') = Tz)’zlji;—_)l .
J#i

It is convenient to replace the time evolution of points in phase space with the equivalent
time evolution of N-particle densities on I'y. To that end, let p be a probability density on I'y.
(In order to keep the notation simple through much of the following, we consider probability
measures on 'y that have a density, but all of the following discussion is trivially valid for
general probability measures on I'y.) We require that py be symmetric under permutation
of its arguments (z1,...,2yx). This means that all particles are identically distributed. The
time evolution of py is defined by pn(t, Xn) := pn(¢Y,(Xn)). Then (1.11) implies that px(t)
satisfies the Liouwville equation

N

Opn(t, XN) = —

bi aﬂN

ilm 8 z;éj

Integrating out N — k particles from ppy yields the k-particle marginal

pg\l;)(:vl,...,xk) = /dxk+1---de pN(x1, ..., xN),

(t, Xn) + Z V(g %';N (t, Xn) . (1.12)

a probability density on I'y,. Thus we associate with each probability density py a sequence
of marginals (pg\l;)) keN, whereby pg\]f) is by definition 0 if K > N. The marginals pg\]f)
objects when studying the mean-field limit because, unlike pp, they act on a space that is
independent of N so that questions related to their convergence make sense.

A simple calculation shows that the Liouville equation (1.12) is equivalent to the hierarchy

of equations

are useful

(k) pi 9ply
0 Ly, ...,x5) = — 2. t,x1,...,T
o’ (ts @1 k) 2w og (t, @ k)
1 3P§v)
+N Z Vw(qi—qj) 3}92 (t xl,...,xk)
1<z<]<k
p(k+1)
Z / d$k+1vw - qk+1) ap (t, Z1,--- axk‘-i-l) )

(1.13)

the classical BBGKY hierarchy. Formally taking the limit N — oo in (1.13) yields the limiting
: (k)
hierarchy for the sequence (psc (t))

keN
k (k)
) (4 N oV I
Opsd (ty 1, ... k) m o (t,z1,...,xF)

i=1
dpse (k+1)
+ Z/dxk_HVw i — Q1) - o, ——(t,z1, . Tpt1) - (1.14)
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One therefore expects, for large N, that pgl\;) (t) ~ pgf)) (t) for all times t provided that py\;)(O) ~

pgé)(()). As it turns out, this intuition is correct. However, as a tool for proving theorems, the
BBGKY hierarchy is cumbersome, essentially because of the presence of derivatives which are
hard to control. It is often more convenient to work on the one-particle phase space I';.

(k)

To each probability density f on I'y we may assign a sequence of marginals (pso’ )xeny with
pc(f,) = f®. Tt is easy to see that the sequence (,offi,) (t))ken satisfies the limiting hierarchy (1.14)

if and only if f(t) satisfies the Viasov equation

of _ _p 9Ff

arta) = -2 Sy [ar 1000 Vo - 0)- i), (1.15)

dp

It is of great interest to note that the Vlasov equation — when extended in the obvious way
to measures on I'y — describes as a special case the IN-body classical dynamics governed
by the Hamiltonian equation of motion (1.10). Indeed, a simple calculation shows that the
probability measure N~! Zfil 02,1y 1s a solution of the Vlasov equation (1.15) if and only if
(x1(t),...,zn(t)) is a solution of the Hamiltonian equation of motion (1.10). Under reasonable
assumptions on the interaction potential w, (1.15) has a unique global solution for any initial
data that is a finite measure (see Theorem 1.3 below). We conclude that solving the N-body
problem (1.10) is equivalent to solving the Vlasov equation (1.15) with initial data of the form
N3 6,

This picture of the mean-field limit of classical mechanics was first understood by Braun and
Hepp [BH77] and, independently, by Neunzert [Neu75]. Let us outline their main results. As
we work with probability measures on I'q, it is first necessary to introduce a notion of distance
between probability measures. Particularly well suited for this task is the BL-norm (where
“BL” stands for “bounded Lipschitz”). Denote by M the space of finite complex measures on
I'y. The BL-norm is defined on M through

il = sup\ [ an f',
feD

D= {feC): If@) <1, f@) ~ )| <|z—yl}.

Convergence in the BL-norm is equivalent to convergence in the weak topology of measures. In
other words, ||un — pl|pr, — 0 if and only if [dun f — [ du f for all bounded and continuous
functions f; see [Dud02].

The fundamental result about both the well-posedness of the Vlasov equation and the
classical mean-field limit is the following theorem due to Neunzert [Neu75]; see also [Spo91].

where

Theorem 1.3. Let Vw be bounded and Lipschitz continuous with a global Lipschitz constant.
Then for each p € M the Vlasov equation (1.15) has a unique solution p(t) € M such that
w(0) = p. Moreover, there is a constant K, depending only on w, such that

() = v(@)llpr < " M(0) = v(0)5r

Note that the assumptions of Theorem 1.3 are also sufficient for the Hamiltonian equation
(1.10) to have unique global solutions. The proof of Theorem 1.3 is a more or less standard
contraction mapping argument. The main idea is to rewrite the Vlasov equation using a self-
consistent flow on I'y, to which standard methods for ordinary differential equations may be
applied. See [Neu75] or [Spo91] for the full proof.
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Theorem 1.3 makes it clear in what sense the mean-field limit in classical mechanics holds.
Take a smooth probability density f on I'; and a sequence of points X = (z;);en that approx-
imates f in the weak topology of measures, i.e. the measure

1 N
X . E
1=

satisfies w-limy p% = f. Theorem 1.3 and the remark after (1.15) imply that w-limy X (t) =
f(t) for all t. Here f(t) is the solution of the Vlasov equation (1.15) with initial data f, and

1 N
M%(t) = N Z 512(25) )
i=1

where (21(t),...,zx(t) = oM (21,...,2N).

The classical mean-field limit may also be interpreted as the “propagation of molecular
chaos”: In the mean-field limit factorized N-particle densities remain factorized under time
evolution.

Theorem 1.4. Let i be a probability measure on I'y. Then under the assumptions of Theorem
1.3 we have for allt € R and k € N that

. k
welim iy (1) = u(t)®,
— 0
where py(t) is solution of the Liouville equation (1.12) with initial data pn(0) = u®N, and
w(t) is the solution of the Vlasov equation (1.15) with initial data 11(0) = p.

Proof. The proof relies on the strong law of large numbers. We work on the probability space
Q = [[;enT'1 with the product Borel algebra and probability measure @), 1. We denote
points in by X = (z;);en. The measure (1.16) is now a random measure, and the strong law
of large numbers implies that w-limp ,u% = p for almost all X. (One only needs to verify that
proving weak convergence reduces to proving convergence of [ duﬁ f for a countable family of
bounded and continuous functions f.) Thus, Theorem 1.3 implies that

wlim ¥ (1) = ) (117)

for almost all X and all ¢.
Next, by integrating with respect to a bounded and continuous test function, one finds

E|pX(t,dyr) - p(tdyy) | = pW(tdyr,...,dy) + O(NY), (1.18)

in the sense of weak convergence of measures. The claim now follows by taking the weak limit
N — o0 in (1.18), using (1.17), and dominated convergence. O

Using a De Finetti type representation theorem and the linearity of the limiting hierar-
chy (1.14), Theorem 1.4 may immediately be extended to general initial conditions that do not
factorize; see [BH77]. Interestingly, we have proven that solutions of the classical BBGKY hier-
archy (1.13) converge to solutions of the limiting hierarchy (1.14) without using the hierarchies
themselves.

We conclude this section with a discussion on how the mean-field limit may be interpreted
as the converse of a quantization, in line with the discussion at the beginning of this chapter.
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To this end, we show that the classical N-body dynamics is obtained by quantizing the Vlasov
equation. We limit ourselves to solutions u(t,dx) = f(¢,x) dz that have a nonnegative density
f(t) € LY(Ty). The first step is to recognize the Vlasov dynamics generated by (1.15) as a
Hamiltonian dynamics on an infinite-dimensional affine phase space 'yiasov- To this end, we
write f(z) = @(z)a(x), where a(z) and a(z) are complex coordinates on I'yjasoy. For our
purposes it is enough to say that ['yjasov is a dense subspace of LQ(Fl). The symplectic form
of I'yasov 18 defined by

w = i/d:c da(z) Ada(x).

This yields the Poisson bracket

o) = [ (et sy i)

which may be expressed in terms of operator kernels as

{a(m),a(y)} = i5(.%'—y), {a(x)va(y)} = {a(x)va(y)} = 0.

The Hamilton function on I'yjagoy is defined by

H(a) = —i/dx a(z) % -(%a(m) +i/dx a(z) (/ da’ |a(x/)|2Vw(q—q')> -a%a(x).

Note that H is invariant under gauge transformations a(x) — e a(z), @(x) — e?a(x), which
by Noether’s theorem implies (at least formally) that [dz |a|? is conserved. After a short
calculation, we find that the Hamiltonian equation of motion, dya(t,x) = {H , «a(t, x)}, is given

by

da _ _p 0o / e n. e
Gta) = ~L Do)+ [a ot Tulg— ) F(t0)
- / de’ a(t, «')a(t, z) Vwlg — ') - %(t,x'). (1.19)
p

Similarly, we find that @(t, z) satisfies the complex conjugate equation. Therefore,

9 2 _ P 0 2 / / N2 N 0 2

— |a(t, z)[? /dx' Vuw(q—q') - [@(t,x')g—;(t,x/) + a(t,x')g—Z(t,x') . (1.20)

We assume that
la(z)] = o|z|~4"1/2), 2| — oo (1.21)

We shall shortly see that this property is preserved under time evolution. By integration by
parts we now find that the second line of (1.20) vanishes. Therefore f(t,z) = |a(t,z)|? satisfies
the Vlasov equation (1.15).

We comment briefly on the existence, uniqueness, and properties of solutions of the Hamil-
tonian equation of motion (1.19). We make the same assumptions on w as above, i.e. Vw is
bounded and Lipschitz continuous with a global Lipschitz constant. We use polar coordinates,

Oé(t, x) = B(t’ x) eicp(t,x) >
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where [(t,z) > 0 and ¢(t,z) € R. In the new coordinates 3 and ¢ the Hamiltonian equation
of motion (1.19) reads

0 0 5}
a—f(t,x) = —% . a—g(t,x) + /dx' B(t,2)? Vw(qg —¢') - a—i(t,x), (1.22a)
0 0 0
St = L2200+ [ad pea) Vula - o) S (ta)
— /dx' B(t,2')? Vw(qg —¢') - g—;(t,x') . (1.22b)

We consider two cases.

(i) ¢ =0. In this case @ = [ and the equations of motion (1.22) are equivalent to the Vlasov
equation (1.15) for f = 3?. The results of [Neu75] then yield a global well-posedness
result.

(ii) ¢ # 0. The equation of motion (1.22a) is independent of . Case (i) implies that it has
a unique global solution 3(t). In order to solve the linear equation (1.22b), we apply a
contraction mapping argument. Consider the space X := {¢ € C(R®) : Vi € L>®(R%)}.
Using Sobolev inequalities one finds that X, equipped with the norm [|¢||x = |¢(0)| +
IV¢|loo, is @ Banach space. We rewrite (1.22b) as an integral equation using Duhamel’s
principle, and, using a standard contraction mapping argument on C([0,7); X), show
that it has a unique solution for small times 7. Using conservation of [ dz B(t, )% we
iterate this procedure to find a global solution. We omit the uninteresting details.

As noted in [BH77], the solution (3(t) can be written using a flow ¢; on the one-particle
phase space: B(t,x) = (0, ¢_¢(z)). The flow ¢.(z) = (p(t), q(t)) satisfies

pt) = — / da’ f(t,a')2 Vw(g(t) - ¢

: p(t)

q(t) = e
Using conservation of [ dz 3(¢,z)? we find that there is a constant C' such that |¢~!(z)| <
C(1+4t)%(1+|x|). In particular, the condition (1.21) holds for all times ¢ provided that it holds
at time ¢ = 0.

This completes our discussion on the Hamiltonian nature of the Vlasov equation. By

a quantization, the Hamiltonian formulation of the Vlasov equation can serve as a starting
point to recover the atomistic Hamiltonian mechanics of point particles. To this end, we
canonically quantize the classical Hamiltonian system. The Hilbert space H is the bosonic
Fock space over the one-particle Hilbert space L?(I';). Denote by a*(z) and a(z) the usual
creation and annihilation operators on H. It is convenient to introduce the rescaled creation
and annihilation operators, ay(z) :== N™'/2a(x) and a%,(z) := N~Y2a*(z), which satisfy the
canonical commutation relations

fax(2).ax )] = 0@ —v).  [av(@),an()] = [ay@).ay@)] = 0. (123)

As our algebra 2 of classical observables we take the polynomials* in o and @. Given A € £,
we define its quantization Ay as the operator on H obtained from A by the replacement

“By a polynomial we mean a finite sum of mappings of the form (o, @) +— (a®?, a(p’Q)Oc®q>, where a9 is a
closed operator from L?(T,) to L*(I',).
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a = ay, @ — ay, followed by Wick ordering. It is easy to see that the map A — Ay defines
a quantization with parameter N~
The Schrédinger dynamics of the quantized system is given by

INT'OU(t) = HyW(t),  0(0)=1U, (1.24)

where W(t) € H. Let us consider initial data Wy that lies in the N-particle subspace H™) of
H. Since Hy is gauge invariant, the solution W(¢) of (1.24) satisfies Wn(t) € H™). We now
claim that py(t) := |Wy(t)|? satisfies the Liouville equation (1.12). Let us outline the proof.
Note first that Uy (¢) may be written using creation operators as

NN/2
Un(t) = Vi dzy---dey Un(t, z1,...,2n) ay(zN) - - ay(z1) Q,
where 2 is the vacuum of H. Then one finds after a simple calculation using the canonical
commutation relations (1.23) that

; 1 ov
8t\IjN(t,1'1,...,.’EN) - = _—(t7x177xN)+Nva(ql_qj)va(taxl77xN)
i=1 ! i#] ¢

It now follows immediately that py(t) = |Wn(t)|? satisfies the Liouville equation (1.12), as
claimed. Thus we have shown that classical N-body dynamics can be interpreted as the
quantization of the Vlasov dynamics: Atomism arises as the quantization with parameter N—!
of a continuum theory.

1.1.3 The mean-field limit in quantum mechanics

As our final example we give a short overview of the mean-field limit in quantum mechanics.
This section differs slightly from the two previous ones in spirit. Since the quantum mean-
field limit is a major topic in this thesis, we restrict the discussion in this introductory section
to some background along with the traditional approach to the mean-field limit in quantum
mechanics, the quantum BBGKY hierarchy. Other topics of interest (such as alternative meth-
ods, estimates on the rate of convergence, general potentials, and Egorov-type formulations)
represent new results and are as such postponed to later chapters.

We consider a system of N identical quantum particles in d dimensions, whose state is given
by a wave function Uy € HW) := L?(RN dxy ---day). The particles are indistinguishable,
so that Wy is either totally symmetric (in the case of bosons) or totally antisymmetric (in the
case of fermions). That is,

UN(To(1), - o)) = (£1)7 Un(21,. .., 2N)

for all o € Sy, where + stands for bosons and — for fermions. In this section we assume that

we are dealing with bosons, and denote by HSLN) the subspace of HN) consisting of symmetric
wave functions (see Chapter 4 for more details on fermions). The Hamiltonian on HSLN) is given

by
al 1
Hpy :th—{—ﬁ Z ’U)(CEZ'—CC]'),
i=1 1<i<j<N
where h; denotes a one-particle Hamiltonian h acting on the coordinate x;, and w is an in-

teraction potential, a real and even function. Typically, h = —ﬁA + v(x), where A is the
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Laplacian over R? and v is a real function representing an external potential. Under reasonable

assumptions on h and w, one shows that Hy gives rise to a self-adjoint operator on HSFN). The
dynamics of the N-particle wave function Wy (t) is given by the Schrodinger equation

10, Un(t) = HNUn(t), Uy(0) = Uy, (1.25)

with solution
\IJN(ZL/) = efitHN Uy .

The interpretation of the factor 1/N in front of the interaction potential in Hy is exactly the
same as in the previous section.

Next, let us consider factorized initial data Wy = ¢®V for some ¢ € L?(R%) satisfying
the normalization condition [|¢[[z2@ey = 1. Clearly, because of the interaction between the
particles, the factorization of the wave function is not preserved by the time evolution. However,
it turns out that for large IV the interaction potential experienced by any single particle may
be approximated by an effective mean-field potential, so that the wave function ¥y (¢) remains
approximately factorized for all times. In other words we have that, in a sense to be made
precise, ¥ (t) =~ o(t)®V for some appropriate ¢(t). This has the interpretation of “propagation
of molecular chaos”: For large N factorized states remain factorized under time evolution. A
simple argument shows that in a product state o(¢)®" the interaction potential experienced
by a particle is approximately w * |¢(¢)|?, where * denotes convolution. This implies that o(t)
is a solution of the nonlinear Hartree equation

i0ip(t) = he(t) + (wx lp®)*)e(t),  ¢(0) = . (1.26)
Let us be a little more precise about what one means with ¥ ~ ¢p®V (we omit the irrelevant
time argument). One does not expect the L?-distance H‘I’N — S0®NHL2(RN¢1) to become small as
N — oo. A more useful, weaker, indicator of convergence should depend only on a finite, fixed
number, k, of particles. This leads us to defining, in analogy to the reduced marginals pg\l;) of
the previous section, the reduced k-particle density matrix

W= T () (U],

where Try, 1 n denotes the partial trace over the coordinates zjy1,...,2N, and |Wy) (V|
denotes (in accordance with the usual Dirac notation) the orthogonal projector onto ¥y. In
other words, 7](\1;) is the positive trace class operator on Li(de,dxl -+ -dxy) with operator

kernel

k
WJ(V)(xly"'axk‘;yla"wyk‘) = /dxk:-f—lde \IIN(‘TI,"'>xN)\IIN(y1,"'>yk‘axk‘+1a"'>xN)-

(k)

The reduced k-particle density matrix 7z’ embodies all the information contained in the full
N-particle wave function that pertains to at most k particles. One expects that for each £ € N

(

the reduced density matrix ’y]\lf) (t) converges (in some appropriate topology) to the projector
(Jo(t)) (@ (t)|)¥* for all times ¢ provided this holds at time 0.
As in the classical case, the time evolution of the reduced density matrices is given by a hier-
archy of equations. Consider a solution W (t) of the Schrédinger equation (1.25). A straightfor-
(k)

ward computation shows that the associated sequence of density matrices (7N (t)) kEN satisfies
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the hierarchy
k
1aﬂN Z [hz ) 7 ] +% Z [w(%' - xj) 71(\1;)(75)}

i=1 1<i<j<k
k k
- 1
2 T [w(ws —wii1) 98 0] (127)
=1

the quantum BBGKY hierarchy. Formally taking the limit N — oo in (1.27) yields the limiting

hierarchy for the sequence ('yc(f)) (t)) keN

k
08 (1) = Z {hz , 1E( ] + ZTI%H [w T — Tpr1) , YETD @) (1.28)

i=1

Thus one expects for large N that 7](\];)@) A 7&’2)( t) for all times t provided this holds at time

0. If we start in a product state ’y(k) (0) = 'yéo)( 0) = (|¢){¢|)®*, this formulation of the mean-

field limit is equivalent to the one in terms of the Hartree equation outlined above. Indeed,
it is a simple computation to check that the sequence ((|¢(t))(p(t)])®*%), _ solves the limiting
hierarchy (1.28) if and only if ¢(¢) solves the Hartree equation (1.26).

This general picture of the quantum mean-field limit was first understood by Hepp [Hep74]
by using the semiclassical argument outlined in Section 1.1.1. Spohn [Spo80] realized the
usefulness of the BBGKY hierarchy when dealing with the quantum mean-field limit, and
strengthened the results of Hepp by proving the following theorem.

keN

Theorem 1.5. Suppose that h is self-adjoint and w is bounded, i.e. w € LOO(IR{d). Take a one-
particle wave function ¢ € L?(R?) normalized as ol L2(ray = 1. Then, for allk € N andt € R,
we have

. k
dim Te 0 (6) = (o) ()| = 0, (1.29)
where ¢(t) is the solution of the Hartree equation (1.26) and ’y](\?) (t) is the k-particle reduced
density matriz of e HHN N

Unlike the classical BBGKY hierarchy, its quantum counterpart is thus a powerful tool
for proving theorems. The idea of Spohn’s proof is to rewrite, using Duhamel’s principle,
the BBGKY hierarchy (1.27) as an integral equation, and iterate it to get a power series

representation of %(\l;;) (t). Applying the same strategy to the limiting hierarchy (1.28) yields a

power series expansion for 'ygg)(t). Using standard trace inequalities, it is then easy to show

that, for short times, Tr "y](\];) (t) — 'yc(f))(t)‘ vanishes as N — o0o. The result is then extended to
all times by iteration.

A different strategy for proving Theorem 1.5 was proposed in [BGM00,BEGT00,EY01]. Tt
turns out that, thanks to an abstract compactness argument, it is possible to entirely avoid
the expansion of the BBGKY hierarchy, which is much more involved than the expansion of
the limiting hierarchy. This strategy is especially useful in the case of singular interaction
potentials (or singular scalings of the interaction potential for which the limiting dynamics is

governed by the Gross-Pitaevskii equation), where controlling the expansion of the BBGKY

hierarchy is an all but hopeless task. Let us denote by I'x(¢) the sequence (’y](\?) (t)) pene Lhe
proof consists of three main steps.
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(i) The sequence (FN(t)) NeN is compact in an appropriate weak topology. This follows
from an abstract argument using the Banach-Alaoglu theorem. Thus one infers that
(FN(t))NeN has a weak limit point.

(ii) Any weak limit point of the sequence (F N(t)) NeN satisfies the limiting hierarchy. To prove
this one only needs to control the integral form of the BBGKY hierarchy (as opposed to
its full expansion).

(iii) The limiting hierarchy has a unique solution. One shows this by expansion of the limiting
hierarchy.

Putting the three steps together, one infers that I'y(¢) converges to ' (t) = (yé’f,) (t))keN as
N — oo in the weak topology in which compactness was established. Using the fact that
the limiting sequence ('yc(f)) (t)) pen consists of one-dimensional projections, one can then show
(using Griimm’s theorem; see [Sim05]) that the convergence holds in fact in the sense of (1.29).
We refer to Chapters 4 and 5 for more details about subsequent results on the quantum
mean-field limit. A Egorov-type formulation of the quantum mean-field limit is given in Chapter

4.

1.2 Outline and summary of results

This thesis is organized as follows.

Chapter 2

In Chapter 2 we study the dynamics of a finite number of quantum particles coupled to the
quantized radiation field. The time evolution is generated by the Pauli-Fierz Hamiltonian of
nonrelativistic quantum electrodynamics. We consider the regime of heavy particles and strong
radiation field, i.e. large photon number. We prove that the limiting dynamics is governed by
the coupled Newton-Maxwell equations. We also establish global well-posedness of the Newton-
Maxwell equations in appropriate spaces of solutions. Our analysis of the limiting dynamics is
based on Hepp’s semiclassical argument [Hep74].

Chapter 3

Chapter 3 is devoted to the study of limiting dynamics in various quantum lattice models. In a
first part, we consider a general model of interacting quantum spins on a lattice, and study two
limiting regimes: the large-spin limit and the continuum limit. In both cases, we identify the
limiting dynamics as the Hamiltonian dynamics of a classical system of spins. This provides
a rigorous derivation of the Landau-Lifschitz equation, in its various guises, from quantum
dynamics. We extend our results to domains of infinite size and discuss as a special case the
limiting dynamics of coherent spin states. Our proof is based on a perturbative expansion of
the dynamics.

In a second part, we study time-dependent correlation functions of thermal states in the
large-spin limit. We prove that a time-dependent correlation function at a fixed temperature
converges to the corresponding time-dependent correlation function of a classical spin system.
The main tool in our proof is an expansion in coherent spin states. For high enough tempera-
tures, we extend this result to an infinite lattice using a quantum cluster expansion.
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In a third part, we study the mean-field behaviour of time-dependent correlation functions
of a Bose gas on a finite lattice. Compared to a quantum spin system, the lattice Bose gas
presents additional difficulties arising from the fact that the density of particles is unbounded.
In particular, more efforts are needed to control expansions.

Chapter 4

In Chapter 4 we study the mean-field dynamics of quantum gases with a Coulomb interaction
potential and a weak external potential. Our method is based on a perturbative graph expan-
sion scheme for the dynamics of observables. We control the Coulomb singularity by counting
graphs and by exploiting the dispersive nature of the free time evolution. We first consider the
mean-field limit of a Bose gas. We describe how the quantum N-body dynamics arises as the
quantization of the Hartree equation, and prove a Egorov-type theorem. Next, we consider the
mean-field limit of a system of fermions describing for instance electrons in a large atom or
molecule. We prove that their limiting time evolution is governed by the Hartree-Fock equa-
tion. We also show how the N-body theory of the Fermi gas may be viewed as the quantization
of a “superhamiltonian” system of anticommuting variables. This allows us to state and prove
a Egorov-type theorem.

Chapter 5

Chapter 5 is devoted to the mean-field dynamics of coherent states in a Bose gas. Using a non-
perturbative method that does not rely on the dispersive nature of the free time evolution, we
strengthen and generalize many previously known results in two directions. First, we consider a
large class of singular interaction potentials as well as strong, possibly time-dependent, external
potentials. This allows us to deal for instance with the critical interaction potential |z|~2 for
nonrelativistic bosons, as well as strongly confining time-dependent traps. Second, we derive
estimates on the rate of convergence to the mean-field limit. Thus we can for instance control
the error in the mean-field approximation of a boson star. We also show that, if the mean-field
dynamics satisfies a scattering condition, all error estimates are uniform in time. Moreover, we
derive optimal bounds on the fraction of particles whose convergence to the mean-field limit
can be controlled.

Appendices

For easy reference, we collect some standard results in the appendices. In Appendix A, we
review cluster expansions and discuss their convergence using the Kotecky-Preiss criterion.
Appendix B is devoted to integral inequalities, Lorentz spaces, and the real interpolation
method. Finally, in Appendix C we list some Gronwall-type estimates useful for controlling
time-dependent quantities.

1.3 Conventions and notations
Throughout this thesis we use “god-given” units in which the speed of light ¢ and Planck’s

constant 7 are equal to 1. We use mostly standard mathematical notation. The following table
lists mathematical symbols commonly used in this thesis.



List of symbols

LP(Q) = LP
L5(Q) = L,

HS(Rd) — HS

fxg
\V,
A

X
COO(Rd) = (>
C(RY) = C

SR =8
Sl(Rd) _ S/
C(X;Y)
CH(X;Y)

L(X;Y)

LX) ="C

H

{5
[A, B]
{0}
c

ot

P(H) = £
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= {1,...,n}

equal to 1 if &7 is true and 0 if &7 is false

a constant that can depend on fixed parameters
equivalent to a < Cb

the set of graphs with vertex set A

the set of connected graphs with vertex set A

the space of complex-valued functions f such that || f||z»(0,au) < 00, where

if0<p<o

= Wl = § U84 Fwr)”

1l
(e esssup,colf(2)|

if p=o00

— 120, dp)

the weak LP space; see Appendix B

the Fourier transform of f, defined by f(k) := W Jpa da f(z) e 1k

the Sobolev space of functions f on R? such that || f||;;s < oo, where

X 1/2
T ( Jara+ |k|2)3/2|f(k‘)|2>

the convolution (f * g)(z) := [dy f(z — y)g(y)
the differential operator (8%17 o a%d)

the Laplacian >% &

i=1 92
the vector product on R?
the space of smooth functions on R?
the space of smooth functions with compact support on R%
the Schwartz space of smooth functions of rapid decrease on R%
the Schwartz space of tempered distributions on R%
the space of continuous functions from X to Y

the space of functions from X to Y that are k times continuously differ-
entiable
the space of linear, continuous mappings from X to Y

= L(X;X)

a Hilbert space

the scalar product of a Hilbert space, linear in the second argument
the commutator AB — BA

the Poisson bracket of a Poisson manifold

the space of operators A € L(H) such that Tr|A|P < co



18

[R[
I
D(4)
Q(A)

i1--ip

TTp+1mn()

XNy

X+Y

1. INTRODUCTION

the ZP-norm, [|fl, = [|f]l; the £P-norm, |||, = (Tx| A7)/
the L2-norm; the operator norm on £(X;Y)

the operator domain of A

the form domain of a semibounded operator A

the orthogonal projector onto the symmetric/antisymmetric subspace of
H®" defined by linearity and

1
Pr1®: - @y = I Z (1) 7o) @+ @ Yg(n)
" oEeSy

the symmetric/antisymmetric Fock space over H, defined by

Fi(H) == P PHE"

neN

For an operator A on H®?, n > p, and 1 < i1 < -+ < i, < n, the operator
Ajy...i, on H®™ is defined by letting A act on the factors i1, ..., i, of H®".

For n > p the partial trace
Trpi1.m @ LHHEO™) — LHH®P),
is defined through
Tr((Trps1.n A)B) = Tr(AB & 1"P)),

where A € LY(H®"), B € L(H®P) and 1(~P) € L(H®("P)) is the identity.

For two Banach spaces X and Y contained in some topological vector
space, X NY is the Banach space of vectors u € X NY with norm

ullxay = flullx + [lully -

For two Banach spaces X and Y contained in some topological vector
space, X + Y is the Banach space of vectors u that can be written as
u =+ 1y, where x € X and y € Y; it carries the norm

lullxey = it (Jzllx + lyly).
=TTy



CHAPTER 2

Heavy Particles Interacting with a Strong
Quantized Radiation Field

In this chapter we consider the dynamics of a finite number of nonrelativistic quantum particles
interacting with the quantized radiation field. We are interested in the limit of a strong field
and heavy particles, where the number of photons and the mass of each particle are large. One
expects that the quantum nature of the radiation field vanishes and the field becomes classical,
and that the particles evolve according to the laws of classical mechanics. Indeed, our main
result (Theorem 2.3) states that the limiting dynamics is given by the coupled (regularized)
Newton-Maxwell equations.

2.1 The classical system

We start with a discussion of the classical dynamics of particles coupled to an electromagnetic
field. It is well known that the coupled Newton-Maxwell equations make no sense. Indeed,
the electromagnetic field generated by a point particle is singular at the particle’s location,
and hence leads to an ill-defined Lorentz force acting on the particle. This problem of self-
interaction is traditionally removed by arguing that there is a physical cutoff in the smallness of
a particle, which arises from a more refined theory. We therefore replace the point particles with
particles whose charge density is smeared out over a small volume. To this end, let us choose
a spherically symmetric function ¢ € C2°(R?) satisfying p(z) > 0 and [dz¢(z) = 1. Let N
denote the number of particles. Particle i = 1,..., N is described by its position ¢; € R3, its
momentum p; € R3, its mass m; > 0, and its charge e; € R. The electromagnetic field consists
of the electric and magnetic fields E, B : R? — R3. Each particle i carries a smooth charge
density e;p(x — ¢;). The dynamics of the particle-field system is then given by the regularized
Newton-Maxwell equations, also called the Abraham model:

B = -VxE, V-B =0,
E = —j+VxB, V-E = p,
. bi
q = —
m;
. Di
pi = ei(px E)ai) + = x (¢ * B)(ai)) (2.1)
where
N N D
p(z) = Zez‘@(ﬁﬂ—%‘), jx) = Zez’i'@(ﬁ—q@') (2.2)
i=1 i=1 v

19
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are the charge and current densities, respectively. The two equations in the right-hand column
of (2.1) are not equations of motion, but conditions on the fields E and B. If these conditions
hold for some initial time, they hold for all times; this follows from the equations of motion
(2.1) and the continuity equation p+ V - j = 0, an immediate consequence of (2.2).

For our purposes it convenient to replace the fields £ and B by a single complex field «,
representing the Fourier components of the electromagnetic vector potential in the Coulomb
gauge. Let {ex(k)}rers ren, De a family of complex basis vectors such that (k,e1(k),e2(k)) is
an orthonormal basis of C? for each k € R3. Define y := ¢. By assumption y is smooth and
decays faster than any power law. Let a : R? x Ny — C be a complex field and abbreviate
p=(p1,...,pn) € RN as well as ¢ = (q1,...,qn) € R?N. Consider the equation of motion for
the triple (p, ¢, @) given by!

o = - (pi — eid(ai, ), Vo A(air0) — Vo,V (0)

2

1
g = E(pi - ez’A(Qz‘,Oé)) )

N
dan(k) = —ilklar(k) +13 — x(k)

= i (2m)3/2 /2] k|

(pi — €iA(gi, @) -Ex(k)e ™, (2.3)

where

Z/ 7)3/2 xk |(€>\(k)04>\(k) T g\ (k)a ,\(k)efik‘”)

and

= Z eie;w(q; — qj) - (2.4)

1<j
Here w = ¢ x 1‘ 4 is the regularized Coulomb potential. It is a standard computation to
show that (2.3) is equivalent to (2.1) with the identification

B = 1% [ ¢ 2;“‘;/2“'?( a6 2 me ) -3 e[ o] a,

V2

B(x) = V x Z/ 2m)3/2 ‘< A(k:)ax(k:)eik'x—|—€)\(l€)a)\(l€)efik'm>.

It is of considerable interest to note that the system (2.3) is Hamiltonian. The phase space
is given (formally for now) by the space of points u = (p, ¢, «). We define the Poisson bracket
{-,-} through the relations

{vip-ajv} = 0ijdum {an(k), @ (K)} = ik — k).

By requiring that all other combinations vanish and that {-,-} has the usual properties (bi-
linearity, derivation property in both arguments, and the Jacobi identity), {-,-} is uniquely
defined. The Hamilton function is given by

H(p,q,«

= eiA(gn o) + Vi + Y / dk k@ (kask).  (25)
A

2:1

Here, and in the following, we use Einstein’s summation convention where a summation over any index
appearing twice is implied.
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It is now a simple matter to check that (2.3) is indeed the Hamiltonian equation of motion of
(2.5). Note that H has the physical interpretation of the energy of the system. Note also the
ordering of the terms in the definition of H, which will play a role in the next section when the
arguments of H do not commute.

Next, we note that at this stage it is possible to partially remove the regularization ¢,
namely in the Coulomb potential V. We make the following assumption on the electrostatic
potential:

(H) Either
(Ha) w:@*ﬁ*ap,
or
(Hb) w = ﬁ and e; > 0 for all 4.

In order to solve the equation of motion (2.3), we introduce, for each o € R, the norms

1/2

1/2
HOZHHU = (Z/dk|k|2"|a)\(k:)|2> , lle|| e = (Z/dk (1+|k|2)(’|a>\(k3)|2>
A A

We denote the corresponding Hilbert spaces by H? and HY, respectively. Abbreviate u =
(p,q, ), and define the norms

N N
lullxo =Y (pil + @) +llalge  lullxe =D (Ipil + lail) + lellae

i=1 i=1

which give rise to the spaces X% and X 7 respectively. Note that if u € X1/2 then the energy
H(u) is well-defined?, and X 1/2 is the largest space with this property. Thus, X1/2 is the
enerqgy space of (2.3).

Lemma 2.1 (Well-posedness in energy space). Let ug € X'/? and assume that (H) holds. Then
(2.3) has a unique global solution

u(') € C(R; X)) nCH(R; X~1/72)

that satisfies u(0) = ug. Moreover, the map ug — u(t) is X12_continuous and the energy
H(u(t)) is conserved.

Lemma 2.2 (Well-posedness in X 7). Let 0 > 1/2 and ug € X°. Assume moreover that (H)
holds. Then (2.3) has a unique global solution

u(-) € C(R; X%)NCYR; X7 1)

that satisfies u(0) = ug. Moreover, the map ug — u(t) is X7 -continuous and the energy H (u(t))
is conserved.

%In the case (Hb), we of course exclude initial data satisfying ¢; = ¢; for some i # j. It is easy to see that
the energy conservation shown in Lemma 2.1 implies that such configurations never appear as a result of time
evolution.
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Proof of Lemmas 2.1 and 2.2. We first outline the method of proof. Local existence follows in
both cases from a standard contraction mapping argument. In a second step, we show that the
energy H(u(t)) is conserved for X'/2-solutions, from which we infer global existence of X1/2-
solutions using Assumption (H). Finally, we show global existence of X?-solutions by deriving
an a-priori estimate on ||u(t)||x- from energy conservation.

Using Duhamel’s principle, we write (2.3) abstractly as

u(t) = ePlug + /t ds P =) F(u(s)). (2.6)

0
Here F = (F), Fy, Fy,), with

(Fi(w) = = (pi = eA(0:: ), Vo, Aulgin @) =V V(@)

(3

(Fiw) = ——(pi — eiAgi, )

N
(Fa(u))r(k) = && (pl- — e Aq, a)) .gk(k;)e—ik'qi )

= mi (2m)3/2/2]k|

Also, D is the multiplication operator D = (0,0, —i|k|). Clearly, e* is an isometry on H” and
H? for all p € R. By the standard theory of semilinear evolution equations (see e.g. [CH98]),
it suffices to prove the existence of a unique solution u(-) of (2.6) in the space C(R; X/?) (in
the case of Lemma 2.1) or C'(R; X?) (in the case of Lemma 2.2).

Next, note that

2 k 1/2
|A( \/_Z/ )3/2 |k|1/2+p| Plax(k)| < </dkw> el g -

Thus

‘A(qva)’ rg HO‘HHP s p<1. (2_7)

Similarly, one finds
VAl )l < llallg,,  p<1+s. (2.8)

Let us now assume that 0 < p < 1 and o > 0. Using (2.7) and (2.8) it is easy to see that

[Fp(u)] S Z(|pz’|+||04Hm)||04|m+Z‘Vq¢V(Q)|a (2.92)
[Fy(u)] S Z(Ipilﬂla\lm), (2.9b)
1Fa(@)llge S (il + llall ) - (2.9¢)

i
A similar, slightly lengthier, calculation yields
- - - ~ 2 -
() = Ep(@)] S llu =l g (14 Il + 18] + el 0 + 16l 7,)” + Y [V, V@) = Ve V(@)
i

(2.10a)
lw = all g0 (L + lleell o + [l o) - (2.10b)
lw = @tl| p (1 + [Pl + B + [lexll gro + & 170) - (2.10c)

[Fq(u) — Fy(a)]
[Fo(u) = Fa(@)| o

AR
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The potential V is locally Lipschitz. Therefore a standard contraction mapping argument,
using the estimates (2.9) and (2.10) with 0 < o = p < 1, implies that (2.6) is locally well-posed
in the space X?. In other words, there is a unique solution u(-) € C([0,T); X*) up to some
finite time 7" > 0, and the solution map wuy — wu(t) is continuous. Moreover, it is easy to see
directly from (2.6) that u(-) € C'([0,T); X*~1).

More generally, we infer from (2.9) and (2.10) local well-posedness in the space X* N X,
where 0 < p < 1 and ¢ > 0. The solution u(-) also satisfies u(-) € C1([0,T); X*~1 0 Xo~1).

Next, we show conservation of energy. Unfortunately ¢ — H(u(t)) is not differentiable
for u(t) € X1/2. To overcome this problem we consider solutions of higher regularity. Let
ug € X'/2 1 X3/2. We have shown that u(-) exists and satisfies

u() € C([0.7): X2 N X321 ¢ (0.7 X V/2 0 X1%).

It is then easy to see that ¢t — H(u(t)) is differentiable and a short calculation shows that
L H(u(t)) =0, ie H(u(t)) = H(up). In the case ug € X1/2 we use an approximating sequence
(uf ) nen in X1/2 0 X3/2 converging in X/2 to ug (Such a sequence exists because X/2 N X3/2
is dense in X1/2). It is easy to see that u — H(u) is X/2-continuous. Therefore taking the
limit n — oo in H(u"(t)) = H(uy) yields H(u(t)) = H(up).

We now exploit the energy conservation to prove global existence in energy space. By
Assumption (H), V(q) is bounded from below. Thus, by conservation of energy, the quantity

Ny , ;
Z o, (pi — eiA(gi, )" + E /dk k| o (R)|
; i /\

i=1

is bounded by some constant K depending only on the energy H(ug). We conclude that
HaHzl/Q < K. Moreover, recalling (2.7), we see that [p| < K.

Next, we remark that we may assume that the potential V(¢q) has bounded second deriva-
tives. Indeed, if (Ha) holds this is already true, and if (Hb) holds we use energy conservation
0 < V(q) < H(up) to ensure that we may smooth out the Coulomb singularity at a small
distance § that depends only on the energy H(up). In particular VV has a global Lipschitz
constant.

Next, we note that by standard arguments (see e.g. the presentation of [CH98]) we have
the blow-up alternative: either 7' = oo or limyp||u(t)| 12 = co. But it was shown above that
the latter is impossible. Hence the solution exists for all times. This concludes the proof of
Lemma 2.1.

In order to complete the proof of Lemma 2.2 we need to show that the solution in X7 is
global in time. Note that H? = HNH 7. so that we have local well-posedness and the blow-up
alternative: either T' = oo or limyp||u(t)||xs = oco. To show that the latter is impossible we
again use energy conservation. As shown above, as a X'/2-solution, u(t) exists for all times,
and |p| and ||a||;1/2 are bounded in time. Thus using the estimate (2.9) with p = 1/2 in (2.6)
yields the a-priori estimate

lu®llxe < luollxe +Ct,

for some constant C. Here we also used that, as shown above, |V, V(q)| is bounded in time.
This concludes the proof of Lemma 2.2. O

2.2 The quantum system

The quantum system is described by the Pauli-Fierz model of nonrelativistic quantum electro-
dynamics. It is obtained by canonical quantization of the Abraham model.
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The Hilbert space is given by
H = 7_(particles b2y Hﬁeld (211)

with

Hparticles = LQ(R?)N)7 Hﬁeld = f—i— (LQ(R?’ X NQ)) .
Here R3 x Ny, indexing the momentum k € R3 and polarization A € Ny of a photon, is equipped
with the natural product measure.

Vectors in Hparticles are wave functions in the variable X = (Xy,...,Xy) € R3N. Define
the self-adjoint operators P = (Py,..., Py) and Q = (Q1,...,Qx) through
.0
]Di = —laXi- Qz = Xz

Next, on Hgelq we have the usual creation and annihilation operators, a} (k) and ay(k), which
satisfy the canonical commutation relations

lax(k), ax (K)] = [a3(k),ax (K] = 0, [ax(k), a3 (K)] = dxvd(k — &)

Let us abbreviate U := (P,Q,a). The Hamiltonian is given by

= 3 (P ed@a) V@ + Y [ MG Ra®, 21
A

2m,
=1

where, we recall,

A(Qi,a) Z/ 3/2 x(k ’(g)\(k)a)\(k)eik-Qi —i—?;(k)ai(k)e*ik@i)'

Note the importance of the ordering of the terms in the definition (2.5) of H.
The self-adjointness of H(U) is a well-known result, first derived by Nelson [Nel]; see also
[Hir02].

2.3 The limit

We now move on to the main subject of this chapter, the limiting dynamics of the Pauli-Fierz
model.

2.3.1 The scaling

We start with a heuristic discussion and physical motivation of our choice of scaling. We are
interested in the limit of heavy particles and many photons. We choose a scaling parameter
¢ > 0, and require that the mass of each particle and the number of photons be of order e~*
for ¢ — 0. Denote by m; the physical mass of particle 7, and by W5 € H the initial state of the
coupled matter-radiation system. We therefore require that

mé = O(e1), < S,ZA:/dka’;(k)aA(k) \If‘6> = 0. (2.13)

Position and time are unrescaled.
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The scaling behaviour of all other physical quantities is now uniquely determined. Note
first that (2.13) implies that the electromagnetic field satisfies

(U5, A(Qy,a) ¥§) = O™/, (2.14)

Let V¢ denote the physical interaction potential, and e the physical charge of particle i. We
require that the velocity of particle i,

1
V; = < 0, ﬁ(Pi—eng(Qi,a))\I’@’

be of order one. This means that (U5, P;¥g) = O(c~!) and, recalling (2.14), that e = O(c~1/?).
Next, recalling the definition (2.4), we see that V¢ = O(s71).
Let us summarize. The Hamiltonian with the physical (rescaled) quantities reads
. N 5
B = Y0 (P AQu)) + V@) + Y [ dhlk a3(R)a (k)
A

i=1 (

N
= Z € (PZ—€1/2€@A(Q1,CL))2—|—€1V(Q)+Z/dk|k|a§(k’)a}\(k§)
2 A

It acts on initial states WG € H satisfying
(U5, PUG) = O(™"),  (¥5.Q¥5) = O0(1),  (¥§,a¥G) = O(E"?).  (2.15)
It is useful to rewrite the condition (2.15) as
(UG, PUG) ~ e'p, (U5, QU5) ~ g,  (¥5,a¥f) ~ e a, (2.16)

for some triple (p, q, @).
For computations it is convenient to introduce the rescaled operators

pPE = 81/2P, Qe = 61/2Q, af = 81/2a

and to set
H® = ¢ 'H(U?).

Then we have R
H® = R.H°R?,

where R. € L(H) is defined as the unitary map that rescales the argument X of the particle
wave function with /2. Tt satisfies

R:PR. = £/?P,  RIQR. = ¢ Y?Q, RaR. = a,

2.3.2 Weyl operators

A convenient way to construct states W§ satisfying the condition (2.16) is by using Weyl
operators. Introduce the shorthands

N N
@.p) = > Qipiy  (P.g) =) Piai,
=1 =

=1
(a,a) = Z/dk ar(k)ai(k),  (a,a) = Z/dk ax(k)ax(k).
A A
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For U = (P,Q,a) and u = (p,q, «) we abbreviate
(U,u) := {Q,p) —i(P,q) + (a,a) — {a,a). (2.17)
For each u € X° we define the Weyl operator
W(u) = U

It is easy to show that W (u) is unitary and satisfies

Ww)*UW(u) = U+u. (2.18)
Next, let Wy be an arbitrary state and define

Ut = REW (e Y2u)0y. (2.19)

It follows that ¥y" satisfies (2.16).

2.3.3 Main result
Denote the quantum mechanical propagator by

US(t) = e H,
We may now state our main result.

Theorem 2.3. Let v € X° and ug € X'. Let u(-) be the solution of (2.3) with initial data ug.
Then for all t € R we have

sl W (=Y 2ug)* U (1) V70 U=(1) W (™Y 2ug) = (0.

e—0
Remark 2.4. Theorem 2.3 may be rewritten in the original scaling of Section 2.3.1:

56_2%1 W(efl/QuO)* R. eis_lH(Ug) e(ﬁs ) efie_lH(ﬁE) R; W(671/2UO) _ e(u(t) ) ,

where the variables U¢ = (]35,@5,65) = (eP,Q,e'?a) are rescaled so that <\I/8’u,(75\llg’u> =
O(1), where ¥y" is defined in (2.19) In a state of the form (2.19) we have therefore

lim <efitﬁ5\pé,u ’ e(ﬁf v) efitﬁf\pgu> — olu®) )

)
e—0

Remark 2.5. Theorem 2.3 is stated in terms of Weyl operators, but by superposition it may
be applied for instance to generic classical observables f(p,q) depending on the position and
momentum of the particles. Assume that the Fourier transform f € L'(R5V) so that we may
write

fp.q) = /d§dﬂ' F(&, m)eilem=itp6)

The Weyl quantization of f is by definition

Setting v = (7, £,0) in Theorem 2.3, multiplying both sides by f(§, m), and integrating over £
and 7 yields (by dominated convergence)

s-lim W (e 2uo)* US(t)* LU () W (e Y?ug) = f(p(t),q(t)). (2.20)

e—0
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Remark 2.6. The previous remark may serve as a starting point for a Egorov-type formulation
of Theorem 2.3. This formulation is not entirely satisfying in that the electromagnetic field is
treated as an external parameter which must vanish at time ¢ = 0.

On the classical phase space of the particles, R, we introduce the flow ¢, defined through
oi(p,q) = (p(t),q(t)) where (p(t),q(t),a(t)) is the solution of (2.3) with initial data up =
(p,q,0). Next, we need some smoothness of the map ¢;. To this end, we prove that V¢, exists
for all t and k& € N by differentiating the equation of motion (2.3) in the initial data, and by
applying a contraction mapping argument in the style of Lemma 2.2 to the resulting equation
of motion for V*¢;(p, q); we omit the details.

Thus we find that ¢; is smooth. In particular, f o ¢; € C(RY) if f € C®(RY) and
Theorem 2.3 yields, as in Remark 2.5,

s-lim W (e~ 2ug)* (F o dy). W (e Y 2ug) = F(p(t), q(t)).

e—0

Subtracting this from (2.20) and setting ug = 0 yields

slim(US(6) LUS(0) = (Foan).) = 0.

e—0

2.3.4 Outline of the proof of Theorem 2.3

The proof of Theorem 2.3 is based on a semiclassical argument due to Hepp [Hep74]. The main
technical difficulties arise from unbounded operators acting on vectors of the form V (¢, s)¥ (see
below for the definition of V(¢,s)). The key tool for dealing with these difficulties a Dyson
expansion for V (¢, s). This approach is better suited for infinite-dimensional phase spaces, such
as X!, than the approach of [Hep74] using symplectic transformations. The drawback is that
controlling decay and regularity of the wave function of the particles requires more effort.

We start with a state of the form &5 := W (e~!/2ug) ¥ for some ¥ € H. Its time evolution
is given by ®=U0(t) := US(¢)®;"’. The idea of Hepp is to consider the quantum fluctuations
around the classical orbit u(-). It is motivated by the following heuristics. We expect that

(@50, (1)) = 0(=7),
while the quantum fluctuations, described by U — e~ 1/2u(t), satisfy
(@50 (t), (U — e 2u(t)) @5"0(t)) = O(1).
For technical reasons, it is convenient to study the fluctuations using the bounded Weyl operator
elU=="12u(t) v)
where v € X, Tts expectation in the state ®=“0(t) is equal to
(U, W (e 2ug) U ()* U= 2000 2 (1) W (= 2ug) W) .
Next, we note that
W (e 2ug)* US (1) U= 2000 e () W (e 2ug) = VE(E0)" U0 VE(1,0),

where

VE(ts) = W(™2u(t) US(t — 5) W (™ 2u(s)) o= 107
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and [ is any phase. The unitary family V¢(¢,s) satisfies VE(t,s)Ve(s,r) = VE(t,r) and
Ve(t,t) = 1. In order to understand its limiting behaviour for ¢ — 0, we compute its generator
(see Lemma 2.10 below):

d e _ € €
LV(ts) = VE(t.9)D(s),

where, provided the phase 3 is chosen appropriately, we have

De(t) = ie YH(u(t) + U%) —ie 'H(u(t)) — ialdigH(u(t) +EU*) o’

Using Taylor’s formula we therefore find

Di(t) = 15—11(1—2 (u(t) +€U%)|  +ie'0(e¥?) = iH(t) + O(e'/?),
2 dg2 £=0
where
1 d2
(t) = §d—£2H(u(t)+§U)‘

£=0

is a quadratic Hamiltonian independent of e. (Recall that U® = £'/2U.) Thus we have that
De(t) — iH(t) as € — 0. We therefore expect that V=(t,s) — V(t,s) as € — 0, where V (¢, s)
is the propagator generated by H(t), i.e.

i0V(t,s) = Ht)V(t,s), V(s,s) = 1.
In order to show this we estimate, using the fundamental theorem of calculus,
t
V(00w — V(00| < / ds |V=(t, 5) (D" (s) — iH(s))V (s,0) ]| .
0

The main work (Lemma 2.11 below) is to show that H(De(s) —iH(s))V(s,0)¥|| — 0 as e —
0. This shows that the quantum fluctuations around the classical orbit, measured by the
expectation of U — e~ 1/2u(t), are of order one. Hence the expectation of U® — u(t) is of order
/2 from which the claim may be easily derived.

2.3.5 Proof of Theorem 2.3

We start by recalling the natural isomorphism
FCN) = 2@,

given by identifying the vacuum of F, (C3V) with the Gaussian f(X) = T3N/4eIXI2/2 iy
L3(R3N), as well as the identification

. a 1 *k 1 *
Py = X, T ﬁ(aw—aw), Qip = Xip- = ﬁ(aiuﬂLaw);

see e.g. [RS75]. Together with the identity Fi (h1 @ bho) = Fi(h1) @ Fy(h2) this implies
H = F.(h), h = CN o L2(R3 x Ny).

In the following we tacitly identify H with F, (). We denote by €2 the vacuum of H.
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Much of the following is simplified by writing h as an L?-space and adopting a unified
notation for a;, and ay(k). To this end, we note that

h = L*(M,dz), M = Ny x N3 U R® x Ny,

where the measure dz on M is defined in the natural way: R? carries the Lebesgue measure
and N; the counting measure. We adopt the unified notation a*(z) and a(z) for the creation
and annihilation operators on H:

a(z) = iy, if 2z =(i,pn) € Ny x N3
ax(k) if z = (k,\) € R3 x Ny.

We have the canonical commutation relations
la(2),a(2")] = [a*(2),a" ()] = 0,  [a(z),a" ()] = d(z —2'), (2.21)

where ¢ is the delta function on M with respect to the measure dz.
Let n € N and define the subspace HS" C ‘H through HS" := @, _, Prh®™. Clearly, the

union
n>0

is dense in ‘H. The following lemma gives a bound (with the sharp constant) on the norm of a
“second quantized” operator.

Lemma 2.7. Let p,q € N and B € L(Pyb®P; P,b%9). Then for any n € N and ¥ € HS" we
have

H /d21 codzpdzy - dz) Bz, 2pi 2,0, 2g) @ (21) -0 (2p) alz)) - --a(zé)\I’H

< ("I e ) 222

q P nln+p—q)

/

q) 1s the operator kernel of B.

v
where B(z1,...,2p;2],..., 2

Proof. Denote by dI'(B)¥ the expression inside the norm on the left-hand side of (2.22). It is
enough to show the claim for ¥ = (0,...,0,¥(™ 0,...) where ¥(") € P, §h®". Note first that
(®,dI'(B)¥) only depends on ®+P=9) ¢ P, h@(+r=a). without loss of generality we assume
that other components of ® vanish. Let us write

1
U= — [dz;-depy VP (2, .., 20) a*(21) - a (20)
W/ 1 (21 )a*(z1) (2n)

o = /d21 A2 @D (2 ) at (1) 0 (Zapg) Q.

1
V(n+p—q)

Then a simple combinatorial argument using the canonical commutation relations (2.21) yields

(®,dI(B)¥) = <(I)(n+p—q), (B® ]1®(n—q))\l,(n)> .

G

Taking the absolute value followed by the supremum over ® yields the claim. O
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Quadratic fluctuations around the classical orbit are described by the Hamiltonian

1 d2

H(t) = §d—£2H(u(t)+£U)

¢=0
Let us abbreviate
ak

k k
. = . P . 2.2
V(q) Q 8%1“1 - 8qﬁeuk V(Q) Qum szk ’ ( 3)

where a summation over all indices is implied. We get the explicit expression
H(t) = T+ H(t)

where
_ Z/dk k| a3 (K)ax (k) (2.24)
A

and
H(t) = ) Q%+ Z MR AUESAORAC)E
Here the vectors Y;(t), Y/(t) and Y/’ (¢) are defined by
i) =m0 a3 / o /2 N [ A(B)ax (1, )4 4 b

}/;I(t) = z — € Z/ 27‘1’ 3/2 | [5)\(]?)6“?.%(1&) (ak(k) + ia}\(tv k)k ' Qz) + h-C-}

V/(t) = Z/ 3m) )2 X2|k| {EA(k)eik'q"(t) (2iax(k) k- Qi — ax(t, k)(k - Qi)?) +h-0-] ,

where “h.c.” denotes Hermitian conjugate. The propagator V (¢, s) satisfies
i0V(t,s) = Ht)V(t,s), V(s,s) = 1. (2.25)

We show its existence using its strongly convergent Dyson series. To this end, we record the
following estimate.

Lemma 2.8. Let ug € XY/2. Then for n € N we have
H(t) : HS* — HSM+2)

and
o

< M(n+2)
for some constant M depending only on ug.

Proof. Since H(t) is quadratic in a(z),a*(2), the first statement follows immediately. In order
to show the second, let ¥ € HS". From now on, we tacitly apply Lemma 2.7. The first term
of H(t) is easily estimated:

V2V (@) - Q*¥| < [V?V(a(®)] (n+2)]¥].
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In order to bound the second, we note that

YOl < [pi(®)] + lla(®)ll g1/

as well as
16 < (14 )]l gry2) (0 + 2)[1 9]

Finally, we find
I/ (@)®] < vr+1(1+ [[a(®)lgye) -

Thus,
2
17 (1) - Y/ ()] S Vi+2vn+1(1+ [la@)llg2)"
By Lemma 2.1, sup;cg|/a(t)|| 512 < 0o and the proof is complete. O

The Dyson series for V (¢, s)¥, where ¥ € HS", reads

Z/ dro---/ dri 6(t —s—rg— - — 1)
0 0

k>0

X eiTT’“ﬁ(S +ro+ -+ Tk—1)efiT"’“*1 e IjI(S + 7o + Tl)efiTTIfI(s + To)eiiTTO\I’ - (2:26)
Since e~'7" is an isometry that preserves the particle number, Lemma 2.8 implies that (2.26)
is bounded by

1
> lt = sl M+ 2) 0+ 4) - (n+ 28) ) < 20 (4]t — 5| M)".
E>0 k>0

Thus (2.26) converges in norm for |t — s| < (4M)~!. By unitarity of V (¢, s) and density of H°
in H, it follows that V (¢, s) exists for all times ¢, s.
Next, we compute the time derivative of W (u(t)).

Lemma 2.9. Let ug € X! and ¥ € H°. Then W (u(t))V is differentiable in t and
d B u(t) .
SW®)¥ = <U -7 u(t)> W (u(t)® .

Proof. Abbreviate
A5 = (U, ult +9)

and write W (u(t + §)) = eo+(As=40) " This yields, for each K € N, the Dyson series

W (u(t+0))¥
K-1 . k
= Z / dxg - - - dxy, 5<1 — Z CEZ> eAoTk (As — AO)eAOx’“*1 e eAO‘Tl(A(; — AO)eAOmO\If
k=00 i=0
1 K
+ / dzg - - - dog 5<1 - Z CEZ> T (A5 — Ag)efoTr—1. .. A0 (A5 — Ag)eoTow | (2.27)
0 i=0

By (2.18), the k’th term is equal to

k

1
/ dxg - - - dxy, 5<1 — Z CEZ> eAOB(g(azo +- 4 wk_q1) - Bs(xg + x1)Bs(xo)V, (2.28)
0 i=0
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where

Bs(z) = (U + zu(t),u(t +6) —u(t)).

Let us assume that ¥ € HS". Then Lemma 2.7 yields
|Bs(x)¥| < 2(\/n+ 1+ ||u(t ||X0 Hu (t+9) —u(t HX0||\I’||

Since Bs : HS" — HS(+1) and e40 is unitary, we therefore find that (2.28) is bounded in norm
by
1
2 (Vo BT [lu(t)l|xo) “lutt +6) — u®)| j 2 < TII‘I’II
The same estimate applies for the rest term in (2.27). Therefore the Dyson series (2.27) with
K = oo converges in norm.
Next, we observe that by Lemma 2.7 the map

X0 — H° ur— (U, u)¥

where U € H°, is continuous for all ¥ € HY. Therefore, by assumption and Lemma 2.2,
Bjs(x)W is strongly differentiable in €. A straightforward modification of the above estimate
of the Dyson series shows that, when computing %W(u(t + 9))¥, one may exchange the
order of the differentiation and the summation/integration. Thus, W (u(t + §))¥ is strongly
differentiable with respect to é at 0, and only the term k = 1 survives in its derivative at § = 0.

We thus find

d ! d
—Wiu(t+9))¥ = d 14
a5 (ult+9)) ‘5:0 /0 v e 35 Ba(a) ‘5:0
1
= / dz e (U + zu(t), u(t))¥
0
_ ut)
= (U= ),
where in the last step we used (2.18). O

We now move on to discussing the quantum fluctuations around the classical orbit. Let
v € X% and up € X!, and consider the solution u(t) of (2.3). Note first that we may write

W({-_‘_l/QuO)* Ua(t)* e(U—gfl/Qu(t) ) Ua(t) W(E_l/QuO) _ VE(t’ 0)* e(U,U) Va(t, 0) ) (229)
Here
s - t
VE(ts) = W(e () U(t = ) W(e™Pu(s)) = 7,

where
8(0) = H(ult) - 5 g H ) + €ut)]_,

is a phase. It is easy to see that V¢(t,s) is unitary and satisfies
VE(t, s)VE(s,r) = VE(t,r), VE(t,t) = 1.

Next, we compute the generator of Ve(¢,s).
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Lemma 2.10. Let ug € X' and ¥ € HY N'D(T). Then VE(t,s)V is strongly differentiable with
respect to s and we have

%Va(t, s)U = Ve(t,s)D(s)¥,
where
De(s) = ie 'H(u(s) + U?) —ie ' H(u(s)) — ialdigH(u(s) +&U°) o’ (2.30)

Proof. Note first that (2.18) implies that W (s~'/2u(s))¥ is in the domain of H(U?). Therefore
Lemma 2.9 implies that

SVt ) = W () Ut - 5)

X (ig_lH(Ua) + 5—1<U€ - %‘9) : u(s)> — ia—lﬂ(s)> W(e Y 2u(s)) e B w.

Using (2.18) we get therefore

%Vf(t, )W = VE(t,s) (ielH(U€ +u(s)) + 51<U€ + @ , u(s)> — ielﬁ(s)>xy. (2.31)

Next, note that u(t) satisfies the Hamiltonian equations of motion

i) =~ (u(s). i(s) = o (ul)).
a(s) = 198 (u(s) s) = —io(u(s))

Recalling the definition (2.17), we therefore get

(U, (s)) = _id%ﬂ(u(s) +e)| .

Inserting this into (2.31) yields

%ve(t, $)U = VE(t,5) (ialH(Uf +u(s)) - iald%H (u(s) +€U%)

_ __H(u(s) + &u(s)) o ie—lﬁ(5)> L4
= VE(t, 5) (ing(Ue +u(s)) —ie " H(u(s)) — isld%H(U(S) +&U7) 50> v,

which is the claim. O

After these preparations we may prove our main lemma.

Lemma 2.11. Let ug € X', W € H and t,s € R. Then

lim ||V (t,5)® — V(t,5)¥|| = 0.
e—0
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Proof. By density, is suffices to prove the claim for ¥ € HS" N'D(T), which we assume from
now on. Also, since both V(¢,s) and VE(t,s) are unitary, it suffices to prove the claim for
[t —s| < (4M)~!, where M is the constant from Lemma 2.8. To simplify notation, let us
assume that s = 0 and 0 <t < (4M)~ L.

The idea of the proof is to write, at least formally,

V(000 — VE(t,0)0 = /t ds diw(t, $)V (5,00, (2.32)
0

S

and use Lemma 2.10 to get
t
V(t,0)¥ — VE(t,0)0 = / VE(t, s)(De(s) — iH(s))V(s,O)\I/. (2.33)
0

Let us now justify the formal identity (2.32). In order to show that Ve(t,s)V (s,0)V is strongly
differentiable in s, it suffices to show that V' (s,0)V is in the domains of H(s) and D*(s). (That
Lemma 2.10 is applicable follows from a simple argument using the strongly convergent Dyson
series (2.26)).

We start by showing V(s,0)¥ € D(H (s)). The Dyson series (2.26), combined with Lemma

2.8, immediately shows that V' (s,0)¥ € D(H(s)). It remains to ensure that V(s,0)¥ € D(T).
To this end we define the sequence of vectors

g0 = ooy vk — e_iT’"’ffI(ro 4o )R
which depend on a sequence of real numbers rg,r1,.... Lemma 2.8 implies that
o) g yso2) e < MF(n +2)(n+4) - (n+ 2k)|| ] (2.34)

We may now rewrite the Dyson series (2.26) as

o0 o0

V(s,0)¥ = Z/ drg - / dry, 6(s —rg — -+ - 1)U F) (2.35)
i>070 0

Next, write

7ok — =iTrk [T, ITI(TO I Tk—l)] gk=1) | e_iTT’“fI(m R Tk,l)T\Il(k_l) )

A straightforward calculation using the canonical commutation relations (2.21) and Lemma 2.7
yields the bound B
H [T’H(t)] "}—[ém H < C(m + 2) )

where the constant C' depends only on H(ug). This yields

|TE® || < Cn+ 2k)||TE || + ||H(ro + -+ + 1) TTED)|

<
< CM* Y(n+2)(n+4) - (n+2k)||¥|| + M(n + 2k)| TV
where in the last step we used Lemma 2.8. Iterating this estimate yields

[TE® | < kOM* L (n+2)(n+4) - (n+ 2k) ||| + M*(n +2)(n +4) - (n+ 2k)| T

kC
< (G100 Il ) aant.
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Inserting this into (2.35) yields

(kC
1TV (s,009] < 22( \|@\|+\|T@\|)<4Ms> < o0,
k>0

by assumption. This concludes the proof of V(s,0)¥ € D(T).

We now move on to showing that V(s,0)¥ € D(D?(s)), where D*(s) is given by (2.30).
The second term of D?(s) is bounded uniformly in time. Its third term is easily seen to be
finite when applied to the Dyson series (2.35), as it is linear in a(z),a*(z). Let us therefore
concentrate on the term ie ™! H (u(s) + U¥®). It is easy to see, using the Dyson series (2.35), that
V(s,0)¥ lies in the domain of

N

oo () + P = eiAlai(s) + Q" a(s) +a9))
1 K

i

Similarly, since a(s) € X! and V (s,0)¥ € D(T) as shown above, it follows that V(s,0)¥ is in
the domain of

S [ k] (@05 ) + 65 () (a (s ) + a3(0)
)
It therefore remains to show that V'(s,0)¥ is in the domain of
V(g(s) + Q%) = > eejw(ai(s) — g;(s) + QF — Q).
1<J

If (Ha) holds then w is bounded and the claim follows immediately. If (Hb) holds, we use
Hardy’s inequality

(W lzl ) S =, Av),
valid in L2(R3?), to get

H{ _ _|_Q6 _ Qa{qbu g 5_1/2 HPZ(I)H (2.36)
(s ;
Hence,
N
[V (a(s) + Q)V (5,000 < e V23" RV (5,000 (2.37)
i=1

It is now easy to conclude from the Dyson series (2.35) that the right-hand side of (2.37) is
finite. This concludes the proof of V(s,0)¥ € D(D*(s)), and hence of (2.33).
Let us summarize. We have shown that

V(000 — VE(L0) 0 — / Vet $) L)V (5,00 (2.39)
0
where
€ io—1 € d € 1d? €
Lf(s) = ie” " | Hy(u(s) + U®%) — Hy(u(s)) — d—gHw(u(s) +EU°) o §d—£2Hw (u(s) + €U7)
and
N 1 )
Hy(p,q, ) = Z o, (pi — eiA(gi, )"+ V(q). (2.39)
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Here we used that all terms that are quadratic in U¢ vanish in D*(s) —iH(s), so that they may

be omitted from H. It is sometimes convenient to rewrite this as
1

1
! / deEFE1-€2,  (240)

L(s) = F(l)—F(O)—F’(O)—%F”(O) -3/

where
F(&) = ie "Hy(u(s) + €U°).
Next, we decompose L*(s) = L5(s) + L5(s) into two terms corresponding to the two terms
of (2.39). Let us start by estimating || L5V (s,0)¥||. Explicitly,

Li(s) = ie”! (V(q<s> +Q) = V() - TV als)- @~ JVV ) (@) (21

= 5 [laca-e2 vl @) - @ (2.42)

in the notation of (2.23). Let us assume fist that (Ha) holds. Then ||[V3V||o, < oo and (2.42)
yields
[L3(s)V (5, 00¥]| < e2[VVoll|QFV (5,0)¥]].
Using the Dyson series (2.35), we therefore get
lim HL;(S)V(S,O)\I’H =
e—0

The case (Hb) requires a little more work. Note first that there is a ¢ > 0 such that, in
the o-neighbourhood of the trajectory {q(s)}ser, V(q) has bounded derivatives of any order.
Choose a smooth cutoff function ¢ : R — [0, 1] such that ((z) = 0 for x < 1/2 and ((x) = 1 for
x > 1. Abbreviate ¢ := 1 — ¢ and partition

= ¢(1Q°|/o) + C(1@%|/o).
c(l@el/o)Ls
this, consider for instance the second term of (2.41). We have for any M
_1HC (1Q°1/a) V(g(s)) V(s,0)¥||
e bupr r)[C(Q%I/a) V(s,0)¥||

N

S M- 1H< Q%[ /o) e ™V (s,0)0||

M—-1 2 M 2M
S (2) e v oy

g

N

(2.43)

where in the last step we used that e~ %/2 < 20~1Q| on the support of ((|Q¢|/c). By the Dyson
series (2.35), the right-hand side of (2.43) is finite. The second and third terms of (2.41) are
handled in the same way. In order to estimate the first term of (2.41) we start as in (2.43):

e <(Q/o) Vials) + Q) Vs, 00| < M H[V(g(s) + Q%) ¢(1Q° /o) QM V(s,0) W]
In a second step, we apply Hardy’s inequality (2.36) to get

e [¢(1Q%1 /o) V(g(s) + Q%) V (s, 0)¥||
N
S MR P C(1Q /o) [QIPM Vs, 0)¥ ||

i=1

M3/QZ< sup|C'( )|H|Q|2MV(S,0)\IIH+HP¢|Q|2MV(5,O)\IIH>,
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where the right-hand side is finite by the Dyson series (2.35). This concludes the proof of
tim [|(1Q°1 /o) L5V (5, 0)]| = 0
in the case (Hb). Let us now consider
1601Q1/0) L5V (5, 0)¥[| < [|L1gei<oy L2V (5,0)¥ ]| -

From (2.42) and by assumption on o, we get

e etz ot 2 3
[Lge-en L3V (.09 < S5 [ aect - erfiarvs. o).

This concludes the proof of
lim | L5V (s,0)¥] = 0
£—

in the case (Hb).
Consider now

s —1 1 d
Lis) = S5 | (1= g Hu(u(s) + €U°)
_it Yo
= 5 ) da f);m

x (Y{"(&) - Yi(€) +3Y/"(€) - V(&) +3Y/(€) - Y] (§) + Yi(§) - V" () s (244)

here

sz(g = — € Z/ 3/2 X (kj)a’k(ga k)eleZ(g) + hC] P
with the shorthands

P(§) = p(s)+&P7, Q&) = q(s) +£Q°,  a(§) = als) +&a”.

We get the somewhat unwieldy explicit expressions

Y/ (€) Z/ e 2|k ex(k)e 1“?(5)( S (k) + ik - QF ay (€, k))+h.c.],

Y{'(©) = QZZ/ 3/2\/(——
X [s)\(k) ik-Qi(¢ < ik - QF a5 (k) + ax(€, k)(ik.Qg)Q) +h.c.},

0= 5 f s

" [Q(k)elw (5)( ak(k‘)(ik-Q§)2+aA(§,k)(ik-Q§)3) +h.c.}.

Next, let ® € HS™. Let us estimate for example ||Y;(€) Y (€)@ (the other terms in (2.44)
are dealt with in the same way). Write

Yi(6) Y () = (Yi(§) — Fi(9) - Y"(©)® + P(&) - Y[ (§)®
= (Yi(&) - B(9) - Y" (92 +Y["(§) - ()2, (2.45)
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where the second step follows from a simple calculation using k - ex(k) = 0. Let us assume
without loss of generality that ¢ < 1. Then, using Lemma 2.7, we may bound the second term
of (2.45) by

Ce¥2(m +5)°2|| 0|, (2.46)

where C' depends only on H (ug). Writing all factors of the form ¢k Qi) on the left and applying
Lemma 2.7 implies similarly that the first term of (2.45) is bounded by (2.46). Thus we have
shown that

LS (s)@| < Ce*(m+5)52|@.

Hence the Dyson series (2.35) implies
LS (s)V (5,000 < Ce'/2.
Let us summarize: We have shown that

lim || L%(s)V (s,0)¥| = 0.

e—0
Also, note that V¢(¢,s) is unitary and, as shown above, we have the bound
L5 (s)V (s,0)0¥] < C

for all ¢ < 1. Thus, the claim follows by applying dominated convergence (for strong vector-
valued integrals) in (2.38). O

We may now complete the proof of Theorem 2.3. Let ¥ € H. We find
HW(a_l/Quo)* US(t)* U0 U (1) W (e 2up) & — elv®) ’”>\I/H
= ||W (e 2up)* Us (t)* U700 U () W (e 2ug) ¥ — 0|
_ HVE(t,O)* egl/2<U,u) Va(t, 0)\1, _ \I"

)

by (2.29). Since s-lim. V¢(¢,0) = V(¢,0) by Lemma 2.11, and s-lim, ee?U) = 1, the claim
follows.



CHAPTER 3

Limiting Dynamics in Quantum Lattice Models

In this chapter we study the limiting dynamics of various quantum lattice models.

Sections 3.1 and 3.2 are similar in spirit. In Section 3.1 we consider the large-spin limit
of a quantum spin system on a lattice; the limiting/quantization parameter is the inverse
magnitude of the spins. In Section 3.2 we consider the continuum limit of a quantum spin
system, where the magnitude of the spins remains fixed but the lattice spacing converges to
zero; the limiting/quantization parameter is a power of the lattice spacing. The strategy is
similar for both sections. We start by introducing a large class of quantum spin systems, as
well as the corresponding class of classical spin systems. We prove a Egorov-type theorem,
which we also extend to domains of infinite size. Our proof relies on a perturbative expansion
of the dynamics. As an application, we discuss the limiting dynamics of coherent spin states.
The physical interpretation in both cases is similar: In a macroscopic regime where quantum
spins form large clusters whose constituents cannot be observed individually, the spins behave
classically.

In Section 3.3 we extend the results of Section 3.1 to cover the limiting behaviour of time-
dependent correlation functions at a positive temperature. We prove that, in the large-spin
limit, correlation functions of the quantum spin system converge to correlation functions of
the corresponding classical spin system. The main ingredient of our proof is an expansion in
coherent spin states. Assuming the temperature is high enough (thus in particular ruling out
phase transitions), we extend this result to domains of infinite size using a quantum cluster
expansion.

Finally, in Section 3.4 we consider a Bose gas on a finite lattice, and prove results analogous
to those of Section 3.3. The limiting parameter is the inverse of the mean density of the Bose
gas; this corresponds to a mean-field limit. Although our strategy is similar to that of Section
3.3, we have to deal with additional technical difficulties arising from the unboundedness of
the particle density.

3.1 Spins on a lattice: the large-spin limit

In this section we consider spins on an arbitrary, fixed lattice. We study their dynamics in the
limit where their magnitude tends to infinity. In this limit the behaviour of a quantum spin
becomes classical in the sense that its Cartesian components commute and take on continuous
values on the unit sphere. Thus one expects that the dynamics of the quantum spin system
should be governed by an equation of motion of a classical spin system. A typical example of
such an equation is the Landau-Lifschitz equation

M(t,x) = M(t,x) x Hy(t,z), (3.1)

39
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where M denotes a classical spin field with values on the unit 2-sphere, x a point in the lattice,
and x the vector product on R3. The “exchange field” H is some (nonlocal) function of the spin
field M. It is responsible for the interactions between different spins. Equations of the type
(3.1) are widely used in the study of ferromagnetism and describe for instance the propagation
of spins waves in a ferromagnet. A standard choice for the exchange field is Hy = JAM,
where J € R is a coupling constant and A is the Laplacian. In this case (and its continuum
analogue, see Section 3.2), the evolution equation (3.1) has been studied in the mathematical
literature; see for instance [GKT07, KP06] and references given there.

Historically, the first mathematical results on the large-spin limit concerned aspects in-
dependent of time, such as the classical limit of quantum partition functions for spin sys-
tems [Lie73, Sim80]. Here we consider the dynamical evolution of quantum spin systems in
limiting regimes; see [MPS99, Vui80] for earlier results in this direction.

3.1.1 A system of classical spins

We start by introducing a system of classical spins. Consider the infinite lattice’ Z¢, where
d>1. Let A C Z% be a finite subset. A classical spin system on A is formulated on the phase

sSpace
PA = H SQ,
zEA

where S? C R? is the unit two-sphere. It is well known that I'y is a symplectic manifold with
symplectic 2-form

3
W= =YY e Mi(x) M () @ dMy(x), (3.2)
€A i,j,k=1

where {M;(x)}zen i=1,2,3 are the Cartesian coordinate functions on I'y. Here ;5 is the totally
antisymmetric symbol.
For our purposes it is convenient to work on the larger space

Ex = [ Bi(0),
zEN

where B1(0) C R3 is the closed unit ball. We also replace the coordinates {M;(z)}zen =123
with )
My (z) = E(Ml(x)ing(x)), M, (z) == Ms(z). (3.3)

Thus, Z, is a Poisson manifold with Poisson bracket given by

(My(@), M)} = i & dlar,y) My(), (3.4)
kel

where 4,5 € I with I := {4, 2, —}. Here &;;;, is defined by €1+, = £1, é4.4 = F1, £.44 = £1,
and &;j; = 0 otherwise. It is a simple matter to check that (3.4), when restricted to I'y, agrees
with the Poisson bracket of (3.2). One finds immediately that

|M;(z)] < 1, reN,iel. (3.5)

Here |-| denotes the Euclidean norm on R3.

"'We choose Z? for simplicity of presentation, but our results hold for any lattice.
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Let us denote by 2, the space of polynomials in the variables {M;(z)}zeca icr. Thus, A, is
Poisson algebra with Poisson bracket given by (3.4). We equip 205 with the norm

[Alloo := sup [A(M)].

(SIS

By the Stone-Weierstrass theorem, 2, is dense in the set 2, of continuous functions on =Z,.

If Ay C Aj, a function A; € Ap, may be identified in the usual fashion with a function
A € ™Up, by setting Az = Ay @ 1,\a,, where 1,,\,, is the unit function. In the following we
tacitly make use of this identification.

3.1.2 A system of quantum spins

The quantum analogue of the classical spin system described above is formulated on the finite-
dimensional Hilbert space
Hi = QM

zEA

where s = %, 1, %, ... denotes the magnitude of the spins. Here H% := C?**! carries the

irreducible s-representation of su(2), with generators S§(z),S5(x), S5(z). In the following we
drop the superscript s when it is not needed. The basis transformation defined by (3.3), when
applied to Si(z), S2(x), S3(z), yields the generators Sy (x),S.(z),S_(z). Define the rescaled
generators
Si(z) = =S;(x), iel,zeA.
s
The rescaling by s~! may be interpreted as semiclassical. Indeed, S has the physical meaning

of an angular momentum that possesses a well-defined limit as s — oo, and s~! plays the role
of h.
It follows {S;(x)} satisfy the commutation relations

Bi@), 5] = 3 &k, y) Sula), (3.6)
kel

where 7,5 € I. A simple computation shows that

- 1 ifs>1
[8i(=)]| < {\/5 s 1. (3.7)

Here ||-|| denotes operator norm. As we are interested in the limit s — 0o, we assume from now
on that s > 1. This avoids having to treat the case s = 1/2 separately when applying (3.7).
In analogy to 2, we denote by 2, the set of polynomials in the variables {gz'(ﬁﬂ)}meA,z’eI-
Using Schur’s lemma and von Neumann’s bicommutant theorem we see that 2, is in fact equal
to L(H,), the space of operators on Hy.
If Ay C Ay, an operator Ay € §lA1 may be identified with an operator Ay € §lA2 by setting
Ay = Ay ®1p,\4,- In the following we tacitly make use of this identification.

3.1.3 Quantization

We now introduce a quantization mapping from 2x to 2Ax. Since the generators {S;(x)} of
A do not commute, we introduce an ordering prescription for products of generators. We say
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that a monomial §Z~1(x1) e §Zp (xp) is normal-ordered if i, < i; = k <, where < is defined on
I through + < z < —. We then define normal ordering :-: by

~ ~ ~ ~

S (@) - Siy(wp) 0 = Siy) (To) - Siyg) (To(p))

where o € S}, is a permutation such that the monomial on the right-hand side is normal-ordered.
We extend : -: to polynomials by linearity.

Next, we define quantization (/\) . Ay — Ay as the formal replacement M;(z) — Si(z)
followed by normal ordering. We also set 1= 1. Note that, by deﬁni/t\ion, (/\) is a linear map

(but, of course, not an algebra homomorphism) and satisfies (;1\)* = A. It is also easy to see
that, for A, B € A, we have

A.B] = ~L{A B} +0(72),

so that s~! is the parameter of (/\)

We also remark that, while natural, the above choice of normal ordering is by no means
unique. Our results remain valid for any choice of normal ordering. It is sometimes useful to
also consider other orderings; we use the notation Q(go‘) to denote an ordering of a monomial

5 defined by Q.

3.1.4 Hamilton function and dynamics

A fairly general class of Hamilton functions Hj on Z; may be conveniently written using multi-
. d . . . S
indices o € N'*2% which we write as o = (@i(7))yezd jer- We only consider multi-indices

satisfying |a| < oo, where
la| = Z Zai(:v).
zezZd i€l

The concept of the support of «,
[a] = {xEZd : eI oy(x) #£0},

is sometimes useful.
Next, we associate with each multi-index a the monomial

Moo= T[] Mi(z)>). (3.8)

zeNiel

Consider a family (V(a))  yrxze of complex numbers. The associated Hamilton function Ha
on Zp is defined through
Hy = Y V(e)M~. (3.9)
a:[a]CA

We impose the following conditions on the family (V(«)). First, we require that V(a) = V(@).
Here the “conjugate” @ of a multi-index « is defined as @;(z) := o;(x), where the action of
~on I is defined by (+,z,—) — (—, 2,+). This condition ensures that H, is a real function.
Second, we assume that there is an r» > 0 such that

Wi = Z sup Z V()] e™ < 0. (3.10)
n NmeZd . —
€ a:lal=n,
]2z
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If the condition (3.10) holds, it is easy to see that (3.9) converges in ||| for any finite A.
After a short calculation, we find that the Hamiltonian equation of motion reads

Mi(x) = D V() igji ay(z) MOt (3.11)
a:a]CA J.k

where the multi-index 6;(z) is defined by [0;(x)];(y) := 6;;0(z,y). We record the following well-
posedness result for the dynamics generated by the class of Hamiltonians introduced above.

Lemma 3.1. Let A be a (possibly infinite) subset of Z%. Let My € Zx. Then (3.11) has a
unique global-in-time solution M € CY(R;Z,) that satisfies M(0) = My. Here Zp carries the
[°°-norm. Moreover, we have the pointwise conservation law |M(t,x)| = |M(0,x)| for all t.

Proof. Local-in-time existence and uniqueness follows from a simple contraction mapping ar-
gument for the integral equation associated with (3.11). We omit the details. Also, continuous
dependence on Mj is a direct consequence of the contraction mapping argument. Finally, the
claim that |M(0,z)| = |M(t,x)| for all ¢ can be easily verified by using (3.11), which implies
that %M(t, x) is perpendicular to M (¢, x). O

Remark 3.2. Under our assumptions, (3.11) also makes sense for infinite A C Z9, whereas the
Hamiltonian Hy does not have a limit when |A| — oo.

Remark 3.3. The last statement of Lemma 3.1 implies that the magnitude of each spin remains
constant in time, i.e. the spins precess. In particular, if My € T'y, it follows that M (t) € T'y for
all t. Mathematically, this is simply the statement that the symplectic leaves of the Poisson
manifold =, remain invariant under the Hamiltonian flow.

Remark 3.4. Time-dependent potentials V' (¢,«) may be treated without complications, pro-
vided that the map ¢ +— V/(¢) is ||-||.-continuous and sup, in (3.10) is replaced by sup, ,. The
weaker assumption that ¢ — V (¢, «) is continuous for all & implies Lemma 3.1 with the slightly
weaker statement that M € C(R,=,) is a classical solution of (3.11).

Example 3.5. Consider the Hamiltonian

HA(t) = =3 hit,) M(x) 5 3 J(e,y) M(x) - M(y), (312)
zeEA z,yEN
where M(z) = (Mi(x), Ma(z), M3(x)). Here h(t,r) € R? is an “external magnetic field”
satisfying sup;cg yeza|h(t,7)] < oo. We also require the map ¢ ~— h(t,z) to be continuous
for all z € Z% The exchange coupling J : Z% x Z% — R is assumed to be symmetric and
to satisfy J(x,z) = 0 for all x. Finally we assume, in accordance with condition (3.10), that
SUPyezd D yezdld (2, y)] < 0o. The corresponding equation of motion for M(¢,z) is given by

d
T M(t,z) = M(t,z) X [h(t, x) + Z J(x,y)M(t, y)} , (3.13)
yeEA

the Landau-Lifschitz equation for a classical lattice spin system.

Next, we move on to discussing the dynamics of the quantum spin system. Its dynamics is
generated by the Hamiltonian Hj defined as the quantization of Hy. More precisely, we set

Hy = Z Via): 8% | (3.14)
o [a)CA
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and note that the sum converges in operator norm. One easily checks that Hy is a (bounded)
self-adjoint operator on Ha. Denote by Uy (t) the unitary propagator satisfying

isflatUA(t) = ﬁA(t)UA(t), UA(O) = 1.

If Hy is time-independent then Uy (t) = e—isfat,
Finally, we introduce a convenient shorthand for the time evolution of observables. For

A e\ and A € A, define

(TAA) (M) == A(M(1)),
TAA = Up(t)" AUA(1),

where M (t) is the solution of (3.11) with initial data M. Note that both 7§ and 7} are
norm-preserving.

3.1.5 Dynamics in the large-spin limit

We are now ready to tackle the main subject of this section: the convergence of the quantum
dynamics. The following lemma is the main technical result from which everything else follows
easily.

Lemma 3.6. Let ¢ > 0,t € R and A € Uya. Then there exists a finite set B of multi-indices
and a family (va)aen of complex numbers with the following properties:

Tf\A - Z ]]-{[a]CA} Ve MaH < g, (3.15&)
aEB o0
?;\A\— Z ]]-{[a}CA} Ve Qa(g\a) H < €, (3.15b)
aEB

for all s = 1, %, ... and all finite A satisfying A € Ax. Here Qq (§°‘) is some ordering of the

~

monomial S¢.

Proof. Let A be finite and satisfy A € 5. For simplicity of notation we also assume, here
and in the following proofs, that Hp is time-independent. The main tool in the proof is the
(formal) Schwinger-Dyson expansion

ThA = > S {Hy, A}, (3.16)

where {4, B}(®) := Band {4, B} = {4, {A,B}(-1) }. Without loss of generality we assume
that A = M? for some multi-index 8 € N/*A, In order to compute the nested Poisson brackets
we observe that

M) = 3% igan(e) B() Mot @5 @ o) (3.17)
xEANi,j kel

as can be seen after a short calculation. (We recall that the multi-index 0;(z) is defined by
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[0i(x)];(y) = 6;j6(x,y).) Iterating this identity yields

{HA,A}(I) = i Z Z Z Z Z Liatjcay  Lijatjcay

al ol T1en Ty in,dy J1,e001 K1,k

l
H Eigigky V () mq [ﬁ + Z ) — 6j,(xr) + O, (xr))} A(mq)]

Ja

Y Cap D CEMEN 6”(mr>+6k,n<m)_ (3.18)

This is manifestly of the form )/ Lijajca} ca M@ for a countable set D.
In order to estimate ) . plcal|, we rewrite (3.18) using that

ZZZZ

ni,..n=1|al|=ny |at|=n,

We then proceed recursively, starting with the sum over of, 27,4, ji, k; and, at each step, using

that
SO ekl (@) v @) Vi) < V™
la|l=n z i,k
where
VI®) = nsup > V().
meZda:M\:n
o]z
In this manner we find that
dlleal < D0 1BIUBI+ 1)+ (184 na 4+ + ) [V v 0
aeD ni,...,ny=1
1 - n n,
< Y AU ) VD - )

p

n1,...,nl:1

o0

Z ePUBlFnat=m) 1y () oy ()
77/1,...,7”:1

I!
< C VL,
p

Al
o

for any p < r. Therefore we find that the series on the right-hand side of (3.16) is equal to

Z Vo (t) Lf[ajcay M

a€D

for some countable set D, where the coefficients Vo (t) satisfy
D lva(t)] < oo
aef)

provided that |t| < C(||V]|,). Thus the estimate (3.5) implies that the right-hand side of (3.16)
converges in ||-||s provided that [¢| < C(||V|l;). An analogous estimate for the remainder of
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the Lie-Schwinger expansion of 75 A shows that equality holds in (3.16) provided that [t| <
C(|[V']]»). This proves (3.15a) for small times.

The quantum-mechanical case is similar. Consider the (formal) Schwinger-Dyson series for
the time evolution of the quantum spin system:

A = S (o) [Ha, A, (3.19)

=0
where [A,B]® := B and [A,B]® := (A, [A,B](l_l)]. In order to estimate the multiple com-
mutators, we note, from (3.4) and (3.6) and the fact that both {-,-} and is[-, -] are derivations
in both arguments, that (is) [ﬁA,ﬂ(l) is equal to the expression obtained from {HA,A}(I)
by reordering the factors of each monomial appropriately and by replacing M;(z) with §Z(x)

Therefore, repeating the above analysis almost to the letter, we see that the series on the
right-hand side of (3.19) is equal to

> va(t)Lja)ca}Qa(S57) (3.20)
0465

for some family of orderings (Qa)o. Recalling the estimate (3.7), we see that if |[t| < C(||V]];)
then the right-hand side of (3.19) converges in norm and equality holds in (3.19). This proves
(3.15b) for small times.

In order to extend the result to arbitrary times we proceed by iteration. The crucial
observations that enable this process are that the convergence radius of the Schwinger-Dyson
series is independent of 3, and that 7§ and 7§ are norm-preserving. Let us assume that
t < C(||V]l;), so that both Schwinger-Dyson series converge. Choose € > 0 and write

T/Q\tA = Tf\ Z ]]-{[a]eA}UaMa + T/t\Rl , (3.21)
a€EB

where we used (3.15a) for small times. Here ||R1]|s < € and hence |7 R||c < &. The first
term of (3.21) may now be expanded using the Schwinger-Dyson series, so that we get

T/Q\t = Z ]l{[a]eA}U&Ma + T/t\Rl + Ro,
aeB’
where ||Rz2||c < &. A similar iteration of the quantum Schwinger-Dyson expansion yields
= Y L(aeaya@a(SY) + AR + Ra,
aeB’

where |Ral|, |7k R1|| < e. This proves the claim for the time 2¢. A straightforward extension
of this procedure yields the claim for arbitrary times. O

We may now state and prove our main result for the case of a finite lattice A. Roughly it
states that time evolution and quantization commute in the limit s — oc.

Theorem 3.7. Let A € Ap. Then for any € > 0 there exists a function A.(t) € Ap such that

sup |74 A — Ac(t)]loo < €, (3.22)
teR

and, for anyt € R,

A - A0 < =+ C“:e). (3.23)
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Remark 3.8. The “intermediate function” A.(t) is necessary, as 75 does not leave 2, invariant.

Proof. The proof of Theorem 3.7 is an easy consequence of Lemma 3.6. For each t € R set

Ae(t) = Z]]-{[a}CA}UaMa
aEB

(in the notation of Lemma 3.6). Thus (3.22) holds trivially, and (3.23) follows from

a ~ C(t,e
> Lijaleay va Qa(S*) = Y Liajcay va 5 H < (S ) ,
acB acB
which itself follows readily from the commutation relations (3.6). O

3.1.6 The thermodynamic limit

The above analysis was done for a finite subset A, but the obtained uniformity in A allows for
a statement of the result directly in the limit A — Z?. Here A — Z¢ means convergence in the
sense of nets, where finite subsets A C Z¢ are ordered by inclusion. We pause to describe how
this works.

Concentrate first on the quantum case. Recall that, for Ay C Ay, we have the norm-
preserving mapping 2 AL — §1A2 of the abstract C'*-algebras and the isotony relation 51/\1 - 51/\2.
Observables of the quantum spin system in the thermodynamic limit are elements of the quasi-
local algebra

G-\ A
ACZ? finite
which is the C*-algebra defined as the closure of the normed algebra generated by the union of
all é\[A’s, where A is finite. The spins are represented on A by a family {:9\@(3:) ciel,x e’}
of operators.

The dynamics of the system is determined by a one-parameter group (7%);cg of automor-

phisms of 2. Its existence is an easy consequence of the proof of Lemma 3.6.

Lemma 3.9. Let A € é\[Ao for some finite Ag C Z* and t € R. Then the following limit exists
in the norm sense:

lim 7{A = T'A.

A—7Z4
By continuity, 7' extends to a strongly continuous one-parameter group (?t)te]g of automor-
phisms of 2.

Proof. For small ¢, the Schwinger-Dyson series (3.19) is bounded in norm, uniformly in A, and
the representation (3.20) immediately implies that 74 A converges as A — ZZ. Thus T'A is
well-defined for any polynomial A. By continuity, 7% extends to an automorphism of 2. Since
LA € A and 7 is a one-parameter group, we may extend it to all times by iteration. Strong
continuity follows since 7'A, for small ¢ and polynomial A, is defined through a convergent
power series:

lim |7PA — A[| = 0.
t—0

By continuity, this remains true for all A € A O
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For classical spin systems and finite A we recall that %y = C ([T, B1(0);C), a commuta-
tive C*-algebra with norm || - ||. As above, for A; C Ay we have a norm-preserving mapping
Ap, — Ap, of the abstract C*-algebras and the relation Ap, C 2Ap,. Define the algebra of
polynomials in the thermodynamic limit as

A = \/ A,

ACZ? finite

and denote by 2 its closure in ||-||oo. The classical quasi-local algebra 2 is equal to the space
of complex functions on ], ;4 B1(0) that are continuous in the product topology (this is an
immediate consequence of the Tychonoff and Stone-Weierstrass theorems).

The spins are represented on A by a family {M;(x) : i € I, x € Z"} of functions. Existence
of the dynamics follows exactly as above.

Lemma 3.10. Let A € A, for some finite Ag C Z% and t € R. Then the following limit exists
in |- floo

lim 7hA =: 7'A.

A—74d
By continuity this extends to a strongly continuous one-parameter group (Tt)tE]R of automor-
phisms of A. Furthermore, T'A = Ao ¢!, where ¢ is the classical flow on Z4a generated by the
equation of motion (3.11).

Then the proof of Theorem 3.7 may be easily extended to the thermodynamics limit.

Theorem 3.11. Let A € . Then for any € > 0 there exists a function A;(t) € A such that

sup [[7°A — Ac(t)]lo < €, (3.24)
teR

and, for anyt € R,

[FA-A.B)| < e+ (3.25)

C(e,t)

P
Remark. In particular, the result applies to classical equations of motion of the form (3.13)
where the sum over y ranges over Z<.

3.1.7 Coherent spin states

We now move on to discussing coherent spins states. Aside from providing a “down to earth”
interpretation of Theorem 3.11, they are a powerful tool for proving theorems.
Recall that S; = sS; is the unscaled spin operator in the spin-s-representation of su(2). A
coherent state is generated by the skew-adjoint operator A(f,p) on C**! defined through
A0, p) = i<ei“"S —e ¥ S+>
) \/5
For the polar angles? (6, ) € [0, 7] x [0,27) corresponding to the unit vector M € S? we define

the coherent state
Wi = U@0,9)ls),  U(0,p) = e, (3.26)

Here |s) is the normalized highest weight state in C2**!, characterized (uniquely up to a phase)
by S.|s) = s|s). The properties of coherent spin states that are of interest to us are summarized
in the following Lemma.

*We use the convention where the “latitude” 6 is measured down from the north pole; see (3.32).
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Lemma 3.12. (i) The coherent spin states form a complete set in C*t1  in the sense that

25+ 1
s /dMyWM><WMy = 1. (3.27)
T
In particular,
25+ 1
TrA = SJ; /dM (W, AWy) . (3.28)

(ii) For any unit vector M € S%, we have

& & p
<WM ,Siy Sz‘p WM> - M;, - Mz‘p < % . (3.29)
Proof. For (i), see [ACGT72]. In order to show (ii), we note that
U*S; U = Z 185, Al A
k>0 '
yields the expressions
U*S1U = sinfcosp S, + LCos2 0 (Sy+5-) — LSim2 o (e_Qi‘pS + % g )
z \/5 9 + - \/5 92 + —)>
1 5 0 0, o ~
U*SyU = sinfsing S, + — 7 cos? 3 (Sy —85-)— ﬁ sin? — ( %G —eHPS ),
1 . .
U*S3U = cosfS. — —=sinf (e 95, +€'¥S_). (3.30)
V2
We start by showing
S;Wy = MiWy + R, (3.31)

where ||R;|| < 1/4/s. Note first that S_ |s) = v/s|s—1), where |s — 1) is a unit vector satisfying
S.|s —1) = (s — 1)|s — 1); see e.g. [Mes00]. Thus, for any unit vector v € R3, (3.30) implies

R; = ﬁaims—l),
s

where
1 0 0 5 0 0 .
a = — <cos2 — —sin? = €% icos? = —isin? = e %Y, — singoefw) .
/2 2 2 2 2
Therefore |a;| < 1, and (3.31) follows. To conclude the proof, we note that (3.29) follows
immediately from (3.31). O

Another noteworthy consequence of (3.30) is

R sin @ cos
(War, SWhr) = | sinfsing | = M. (3.32)

cos
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3.1.8 Time evolution of coherent spin states

Let M : Z% — S? be a configuration of classical spins on the infinite lattice. Then M defines a
state ppr on 2 as follows. For finite A, consider the product state

Wy = ®WM(1) € Hp.
zeA

Then, for A € §1A, we set
pu(A) == (Wan, AWnra),

and extend the definition of py; to arbitrary A € 2A by continuity.

Let M : R x Z? — S? be the solution of the Hamiltonian equation of motion (3.11) with
initial conditions M (0,z) = M(z). The following result links the quantum time evolution for
coherent spin states with the corresponding classical configuration in the large-spin limit.

Theorem 3.13. Lett € R, A€ A and M : Z¢ — S%. Then

lim pM(;:t;[) = A(M(t)),

S§—00
uniformly in t on compact time intervals.
Proof. By Lemma 3.6, it is enough to show that

> vaM* — pM<Z ana(§a)>' = 0.

aEB aeB

lim
S—00

But this follows immediately from Lemma 3.12 (ii). The uniformity in ¢ on compacts is a
simple consequence of the form of time-dependence of the coefficients v,,. O

3.2 Spins on a lattice: the continuum limit

This section is devoted to the dynamics of a quantum spin system in the continuum (or mean-
field) limit. More precisely, we consider a system of quantum spins on a cubic lattice with
spacing h > 0. The magnitude s of the spins is fixed and we take the limit h — 0. In order
to obtain quantities that are well-defined in the limit h — 0, we smear out the spin operators
with continuous test functions on R%. One expects the smeared-out spin observables to behave
classically in the limit A~ — 0, in the sense that their Cartesian components commute. Indeed,
the contribution of products of spins on the same lattice site is subleading. Thus one expects
that the dynamics of the quantum spin system should be governed by a classical equation
of motion for continuous spin fields. A typical example is the continuum Landau-Lifschitz
equation

M (t,x) = M(t,x) x Hpy(t,z), (3.33)

where M denotes a classical continuous spin field and 2z € R? An example of exchange
interaction Hy; is Hyy = JAM, where A is the Laplacian. In this thesis we consider the
Landau-Lifschitz equation with an exchange field Hj; given by an integral operator applied to
M, along with nonlinear generalizations thereof. Equation (3.33) then takes the form

M (t,x) = M(t,x) X /J(:U,y) M(t,y)dy. (3.34)
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The integral kernel J(z,y) describes the exchange interactions between classical spins beyond
the nearest-neighbour approximation in the continuum limit. In a formal way, the Landau-
Lifschitz equation 0, M = JM x AM can be obtained from (3.34) with J = J(|x —y|) by Taylor
expanding M (t,y) up to second order in y — x. This leads to ;M = JM x AM after rescaling
time according to ¢ — At, where A = 55 [ J(|z[)|z[* dz.

Our main result is again a Egorov-type theorem: The quantum dynamics approaches the
dynamics of a classical spin system defined on a continuum. This provides a rigorous justifica-
tion of the observation that, at scales large compared to the lattice size, spin systems such as
ferromagnets behave classically. The limiting/quantization parameter is h /s, where d is the
number of spatial dimensions. As in the previous section, we also discuss the thermodynamic
limit and the time evolution of coherent states.

3.2.1 A system of quantum spins on a lattice

We start by describing the quantum spin system, which is very similar to the system of Section
3.1.2. Let A C R? be bounded and open. We assign to each spacing h > 0 the finite lattice

AP = p7i A,

At each lattice site z € A there is a spin of (fixed) magnitude s = %, 1, %, .... The Hilbert
space of this quantum system is

- @ o
zeAh)

~

The algebra of bounded operators on Hg\h) is denoted by QLXL).
The spins are represented on Hg\h) by a family {:9\@(3:) ci=1,2,3, 2 € AP} of operators,
where S;(z) is the i’th generator of the spin-s-representation of su(2), rescaled by h'/s. As

in Section 3.1.4, we replace the coordinates (Sy, 2, S3) with (Si, 5., S_) defined through the
basis transformation (3.3). The new coordinates satisfy the bounds

[Si(2),S;(y)] = ?@‘jkfs(%y)gk(x)’ (3.35)

for i, 5,k € I.

3.2.2 A continuum theory of spins

We now move on to discussing the continuum theory of classical spin fields. Let A € R? be
a bounded and open. A system of classical spins on A is represented in terms of the Poisson
“phase space”?

Ep = {M e L¥(NRY) ¢ || M|l < 1},

3As in the previous section, one may introduce a symplectic phase space I's consisting of all M € =, such
that |[M(z)| =1 a.e.
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where R3 carries the Euclidean norm. As in Section 3.1.1, we replace the Cartesian coordi-
nates (Mj, M, M3) with the complex coordinates (M4, M., M_), defined through the basis
transformation (3.3). The Poisson bracket on =, is defined by

{Mi(x), Mj(y)} = 181 6(x —y) My(z), (3.36)

for 4,7,k € 1.

3.2.3 Classical observables

In order to describe a useful class of observables on Z,, we introduce the space %), p € N,
which consists of all functions f in C'(RP?;C?") that are symmetric in their arguments, in the
sense that Pf = f, where

1
(Pf)il...ip (xla oo axp) = H Z fig(l)...ia(p) ('Ia(l)a s >xo(p)) .

T oeS),

On the space Z") we introduce the norms

A = mr ST ST (@),

11 ,eyip €1 ml,...,mpeth
h _
D) = sup S5 AV ST @1
z 11,0 0p €L xg,...,xpeth

We are interested in observables associated with functions f € 2" satisfying

limsup || £]|") < oo (3.37)
h—0

Note that Fatou’s lemma implies that || f||; < limsup;,_,q Hngh)
We define 205 as the “polynomial” algebra of functions on =5 generated by functions of the
form

MA(f) = Z /Ap dxl..-dxp fl-lwip(xl,...,xp) Mh(xl)"'Mip(xp)?

i1yemip
where f € BWP) satisfies (3.37). %Ay is clearly a Poisson algebra. We equip it with the norm
|Alloo = supyez, |A(M)] so that

IMA (oo < [1f]]1- (3.38)

3.2.4 Quantization and quantum observables

For f € AP let us define
Sa(f) = > > faa@n @) S (@) Sy (@) (3.39)

ilr"vip 1‘1,...,$p6A(h’)
If f satisfies (3.37), we find that
= h
ISA(H)I < 11 (3.40)

(h) i (F

As above, quantization (\) Ay — A A is defined by Mx(f) = Sa(f) : and linearity. Here
: denotes the normal-ordering of the spin operators introduced in Section 3.1.3. Also, we

set 1= 1. Again, (A)* = A. Furthermore one sees readily that h%/s is the parameter of ().
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3.2.5 Hamilton function and dynamics

Let us now introduce a Hamiltonian for the classical spin system. Consider a family V =
(V("))Zo:l of functions, where V(™ ¢ #®) satisfies

VI (@, mn) = VU (2, w),

i1...0n i1..in

where, we recall, = on I maps (+,z,—) to (—, z,+). We define the Hamilton function on Zj
through

= > My(V). (3.41)

n=1

Set, -
V@ = 3 nem [y &), (3.42)

We impose the condition ||V|| := limsup,_, ||V||"” < oo. (Note that, as in Section 3.1.4,
one may generalize the class of allowed potentials by replacing ne™ in (3.42) with e for some
r>0.)

In the continuum limit, we observe that

Zne sup Z / dxn‘ i Z- (z,m2,...,20)|] < |V, (3.43)

01 5eenyin

as can be seen using Fatou’s lemma. It now follows easily that, for each bounded set A, the
sum (3.41) converges in || - ||« on Ep and yields a well-defined real Hamilton function Hjy.
The Hamiltonian equation of motion reads

d (n)
&M (t,x) = Z Z / danZl i (1,2, Ty

U15eenin, g

Eivij Mj(t,x) My, (t,z0) - My, (t, ). (3.44)

By a standard contraction mapping argument, we find the following global well-posedness result
for the equation of motion (3.44).

Lemma 3.14. Let A C R? by an open (not necessarily bounded) subset of R* and My € Ex. Then
(3.44) has a unique solution M € C*(R,Z,) that satisfies M(0) = My. Here = is equipped
with the L*>-norm. Moreover, we have the pointwise conservation law |M(t,x)| = |M(0,z)|
for all t.

Remark 3.15. Time-dependent potentials V' (¢) may be treated exactly as in Remark 3.4.
Example 3.16. Consider

y = = [arntta) M@ =5 [ drdy Ty M) M),

which yields the Landau-Lifschitz equation of motion

%M(t z) = M(t,z) x [h(t,x)—i—/j\dy J(z,y)M(t,y)

with continuous integral kernel.
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The quantum dynamics is generated by the Hamiltonian H A€ é\lgh)

zation of Hy. More precisely, each term of Hy is quantized and it may be easily verified that
the resulting series converges in operator norm. The fact that Hy is real immediately implies
that Hy is self-adjoint. As above we introduce the short-hand notation

ThA == Ao, A €Ay,
FA = U\ AU, Acadl.

defined as the quanti-

Here, ¢! is the flow on =, generated by (3.44), and U, (t) is the quantum mechanical propa-

gator, equal to olsh™"Hat if [ A 18 time-independent.

3.2.6 The continuum limit

We are now in a position to state our main result on the mean-field dynamics of the quantum
system on the finite lattice A in the continuum limit, as h — 0.

Theorem 3.17. Let A C R? be open and bounded, s = % , 2, .. fized, and A € Ax. Then for
any € > 0 there exists a function A-(t) € Ap such that

sup [TAA — Ac(t)]loo < €, (3.45)
teR
and, for anyt € R,
|7 A — A (D) @) < e+ Cle,t)h?. (3.46)
Proof. One finds, for f € #® and g € B9,
{MA(f), Ma(9)} = pa MA(f — 9) (3.47)

where f — g € Z#t41 ig defined by

(f - g)il---ip+q—l(x1’ ctt ’prrQ*l)
= iP Zéijilfiig...ip(xh - a:p) gjip+1___z~p+q71(x1, Tptly--- ,a:p+q_1) . (3.48)
i7j
We have the estimate
1f=glli < [[fllso llgllt s (3.49)

where

I flloo1 = sup Z / coday | fiy g, (22, 1)

(S 7ZP

Without loss of generality, we assume that A = My (f) for some f € %P satisfying the
bound (3.37). Iterating

{Ha, MA(f) anMA —f)

we obtain that

o0

{HA,MA(f)}(l) = Z [pra] [(p+m1 — Dng] -+ [(p+n1 4+ +nmg — L+ 1)ny

77/1,...,7”:1

My <V(nz) N (V(nzfﬂ N ___(V(nl) N f))) ’
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with norm
I
H{HAaMA(f)}()Hoo < Y ] [p+n—Dng] - [(p+mn+ - +m1 =1+ 1)ny]
MN1y...,N
VO oot [V oot [ £
+n 4 m) n n
<UD o Il ! i [[VOD oot VO oo 1 1| £l
ni,...,n; :

I

< @t |0 Vs

< e fl v,

by (3.43). Therefore, for |t| < ||[V|| 7!, the series

o0

l
S, A0

=0

converges in | ||oo to T4 A.

(3.50)

(3.51)

The quantum case is dealt with in a similar fashion, with the additional complication
caused by the ordering of the generators {S;(x)}. This does not trouble us, however, as an
exact knowledge of the ordering is not required. It is easy to see that, for f and g as above,

ish™[SA(£), Sa(9)]

is equal, up to a reordering of the spin operators, to pq§A( f — g). Iterating this shows that

(ishfd)l [ﬁlA, qu 0]
is equal, up to a reordering of the spin operators, to

[e.9]

Z [pnl] [(p—l—nl — 1)n2] [(p—i—nl + o4 — 1+ 1)711]

ni,...,n=1

Sy <V(m) N (V(m—1) — (V) f))) ’

Consequently an estimate analogous to (3.50) yields, for s > 1,
lGsh=' (a0, A1V < 1A 2 AvI®),

which readily implies the bound

oo 1 . [e.e]
|32 5 tishyt [, A1 < UAIE S ael v @)
=0 "~ 1=0

If s = 1/2, the first line of (3.50) gets the additional factor N

(3.52)

. This may be dealt

with by replacing the factor (p +n1 + --- 4+ n;)! in the second line of (3.50) with (rp + rn; +
-+-+rny)'/rl. The desired bound then follows for 0 < r < 1—11log 2. Note that in this case the
convergence radius for ¢ is reduced to 7||V||~!. For ease of notation, we restrict the following
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analysis to the case s > 1, while bearing in mind that the extension to s = 1/2 follows by using
the above rescaling trick.

Now, by definition of [|V|, for any [¢| < [V||~! there is an hg such that (3.52) converges in
norm to TAA for all A < hg, uniformly in A and A.

In order to establish the statement of the theorem for short times [t| < ||V ™!, we remark
that the commutation relations (3.35) imply the bound

A -B| < puful’”,

for arbitrary reorderings A and B, of the same operator S A( f), with f € 2 for some p < co.

If we define TAA through its norm-convergent power series, we therefore get

744 - 54
hd 0 ‘t‘l
S T2 Z [pra] [(p+n1 = Vg - [(p+n1+ -+ g — 1+ 1)y
=0 ’ MN1y..yN

n h n h h
(m...w — 1+ )2 VO v e

(p+ni+---+m)*? n) | (h n)((h h
<= Zm’ > L T o O, ),
ni,...,ng
l
h n n h
< ST I @2 ) [ 2]
=0 n
< P AP S @+ 20+ 1) (VO
< = I Do+ @+ D (VI
=0

= 0(n),

where in the last step we have used the fact that the sum convergences uniformly in h, for h
small enough, as seen above.

Arbitrary times are reached by iteration of the above result, exactly as in the proof of
Lemma 3.6. U

3.2.7 The thermodynamic limit

The above result may again be formulated in the thermodynamic limit as A — R%. Here the

convergence A — R% is understood in the sense of nets, where subsets A C R% are ordered by

inclusion. We only sketch the arguments, which are almost identical to those of Section 3.1.6.
The quantum quasi-local algebra is

o((h) . S (h
Al = \/ A,
ACR? bounded

The existence of dynamics is guaranteed by the following lemma.

Lemma 3.18. Let h > 0 and suppose A € Ql for some open and bounded Ag C R%. Then, for
any t € R, the following limit exists in the norm sense:

lim 7AA =: 7'A,
A—Rd

By continuity this extends to a strongly continuous one-parameter group (7%)icr of automor-
phisms of AN,
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The classical quasi-local algebra is

A = \/ Ay .

ACR? bounded

Lemma 3.19. Let A € Ay, for some open and bounded Ag C RL. Then, for any t € R, the
following limit exists in || - [|oo -

lim 7hA =: 7'A,
A—Rd

By continuity this extends to a strongly continuous one-parameter group (74);cr of automor-
phisms of A. Furthermore, T'A = Aog!, where ¢! is the flow on Ega defined by the Hamiltonian
equation of motion (3.44).

Now, for f € 2®, M(f) and S (f) are well-defined in the obvious way. Define 2 as the
algebra generated by functions of the form M(f), where f satisfies (3.37).

Theorem 3.20. Let A € . Then for any € > 0 there exists a function Ac(t) € A such that

sup [[7°A — Ac(t)]lo < €, (3.53)
teR
and, for any t € R,
|74~ A.(t)|| < e+ Cle,t)h?. (3.54)

3.2.8 Evolution of coherent states

As an application of Theorem 3.20, we consider the time evolution of coherent states. From
now on we assume that test functions f have compact support, i.e. belong to the space

BP = B N C(RPCY) .

In addition, we require the interaction potential V' to be of finite range in the sense that there
exists a sequence R,, > 0 such that if |x;—x;| > R, for some pair (7, j) then Vz(ln)zn (X1, mp) =
0.

Next, we take some initial classical spin configuration M € C(R?;S?), or, more generally, a
function M : R¢ — S? whose points of discontinuity form a null set. We shall study the time
evolution of product states py; on AM that reproduce the given classical state M. For open
and bounded A C R, we define the product state

WM,A = ® WM(x)a
zeA(h)

where Wy () is the coherent spin state corresponding to the unit vector M (). For A € é\lg\h),

define
pr(A) == (Wan, AWna),

which we extend to arbitrary A € AN by continuity.
For our main result on the time evolution of coherent states, we first record the following
auxiliary result.

Lemma 3.21. Let f € %ﬁp) satisfy (3.37). Then

lim ppr (S(f)) = M(f). (3.55)



58 3. LIMITING DYNAMICS IN QUANTUM LATTICE MODELS

Proof. We first show the claim for f = fi ®---® f,. Thus §(f) = §(f1) e §(fp). We proceed
by induction on p. The assertion for p = 1 follows easily from (3.32) and the fact that f has
compact support. Consider now

par (S(f1) -+ S(fpi1))
= Y pu(fi@r) - S@n) - fpra(@pn) - S(apia))

Z1,...Tp+1

= > Yo pu(filen) - S@1) - fopa(@pa) - S(apia))

T1,Tp xpp1g{xt,...,zp}

+ ) Yo pu(fi(@n) - S@) - Fora(@pi) - S(apia)) -

T1,Tp wpi1€{T1,....Tp}

The second term is bounded by

Wl TT(1 5 1ol ).

q=1 rehZd

Using the fact that f has compact support we see that the product converges to [[,[|fqll1, so
that the whole expression is of order O(h?). Since pys is a product state, we thus get

pnr (S(f1) -+ S(fy1))
= > X pulfi@)-S@) - fyley) - S(ay)

TioeTp mpp1@{@1,.,7p}

PM (fp+1(5'3p+1) ’ §($p+1)) +0(h%)
= > S pu(filan) - S@a) - folwp) - Sap))

ZL1y.--Lp Tp+1

PM (fp-l—l(mp—i—l) ) §(xp+1)) + O(hd)
= par(S(f1) -+ 8(f)) par (S(fps1)) + O(h?),

where the second equality follows along the same lines as the previous estimate. From the case
p = 1 we get therefore

par(S(F) -+ S(fpr1)) = par(S(f1) - S(£)) Ma(fp1) +0(1)

In a second step, we approximate a general f € %ﬁp ) by product functions. Let & > 0.

There is a function

F=Y fo-aff

where o ranges over a finite set and f7* € 2V such that |f = flli <e. Furthermore, from
(3.40) we get R o .
1oa (S(F)) = pa (S(N)| < 1IF = Sl -

Since both f and f have compact support, is is easy to see that there is an hy > 0 such that
h<hi = |f=flh < If=fli+e<2e.

From (3.38) we also get

|Ma(f) — Ma(f)| < €.



3.3. TIME-DEPENDENT CORRELATION FUNCTIONS IN THE LARGE-SPIN LIMIT 59

Finally, the previous step implies that there is an hs > 0, independent of A, such that

h<hy = |pm(S(f)) — Ma(f)| < .
Therefore for h < min(hy, hy) we have

lpar (S(f)) = Ma(f)] < 4e. O
We may now state our main result for coherent spin states.

Theorem 3.22. Lett € R, A € A, and M as above. Let M(t) be the solution of (3.44) on R?
with initial configuration M. Then

li v (TPA) = A(M(t
hm%)/) (7' A) (M(1))
uniformly in t on compact time intervals.

Proof. The proof is a corollary of the proof of Theorem 3.17. First, let [t| < ||V~ and pick
an € > 0. Choose a cutoff such that the tails of the thermodynamic limits of the series (3.51)
and (3.52) are bounded by €. We therefore have to estimate a finite sum of terms of the form

o1 (S(9)) — M(g)],

where g € ,%’ép(g)) because of our assumptions on V. By Lemma 3.21, for A small enough, these
are all bounded by ¢, and the claim for small times follows. Finally, by iteration, we extend
the result to arbitrary times. O

3.3 Time-dependent correlation functions in the large-spin limit

In this section we consider the quantum spin system introduced in Section 3.1. We consider
time-dependent correlation functions of the quantum spin system at some finite temperature,
and prove that they converge to time-dependent correlation functions of the corresponding
classical spin system. Our method relies on the Schwinger-Dyson expansion for the time evo-
lution of observables (Lemma 3.6) and an expansion in coherent spin states. Using a quantum
cluster expansion, we extend this result to an infinite lattice provided the temperature is high
enough.

3.3.1 Time-dependent correlation functions and main result

From now on we use the notations and definitions of Section 3.1 without further comment. Let
A C 74 be finite. For a function A on T') we set

(A = ﬁ/ﬁ dAM A(M).

Here dM = T[], dM(z), where dM(z) is the uniform measure on S?. Similarly, for an
operator A on Hy we set

<A>A = TI“HAA.

(2s + 1)\A|
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Then (-)o in both cases is a state, i.e. a positive linear functional satisfying (1), = 1 (here
1 denotes the function 1(M) = 1 or the unit operator respectively). Moreover, we have the
estimates

(Al < [[Alleos (Al < (Al (3.56)

Next, let 3 > 0, A C Z¢ be finite, Ay,..., A, € A, and ty,...,t, € R. Then we define the
time-dependent correlation function of the classical spin system

1

paa((Aisti)iey) = %

(@A) (A e ™) (3.57)

where
Zga = (e7PN)

is the classical partition function.

The time-dependent correlation function of the quantum system is defined similarly. Let
s = %, 1, %, ..
spin system

. be given, and define the time-dependent correlation function of the quantum

P (A t)ie) = = (A - G dn) ™)
VA A
BA
where ~
7 _ [~—BH
Zia = (),
is the quantum partition function. As before, we usually refrain from indicating the explicit
s-dependence when it is not needed.
We may now formulate our main result. Set ||« := |[a]|, where || denotes cardinality.

Theorem 3.23. Assume that (3.10) holds, 3 > 0, A C Z% is finite, Ay,..., A, € Ay, and
t1,...,t, € R. Then we have

Tim 55 A ((Aista)iz) = paa((Aiti)ing) - (3.58)
Moreover, if B satisfies
B sup Z V()] e?llel < g (3.59)
J"eZdoz:[oz]Sac

for some a > 0 then the limits

im B A i it
AILHZId pB,A((AHtl)z:l) ’ AILHZId p@/\((Alvtl)z:l) (3'60)
exist and satisfy
Jim lim Pia((Aiti)iny) = S oA ((Ai ti)iny) - (3.61)

Here A — 7% means convergence in the sense of nets, where the finite subsets A C Z¢ are
ordered by inclusion.

Remark 3.24. One readily sees that, assuming (3.10), the left-hand side of (3.59) is finite for
a = r/2. Hence, it is always possible to find § and a such that (3.59) holds.

Remark 3.25. In the definition of A — A we impose normal ordering of the spin variables.
However, (3.6) immediately implies that Theorem 3.23 holds if normal ordering in the definition
of A is replaced by any other ordering.
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Remark 3.26. To keep the presentation of the cluster expansion in the proof of Theorem 3.23
simple, we require the unnecessarily strong convergence condition (3.59). It may in fact be
replaced with the weaker condition

B sup Z V()] el < q (3.62)

d
T€L% o1 [o)3e, [l =2

for some a > 0.

We sketch the (minor) modifications needed in the cluster expansion of Section 3.3.2 below.
Split

Hy = HR + Vi,

where HY contains all one-site interactions, i.e. contains the terms of the form V() M® where
[a] consists of a single lattice point. Without loss of generality, we assume that H/O\ and fIR
are nonnegative. We then proceed as in Section 3.3.2, but instead of the full expansion (3.69)
we use the Dyson series

Zaa = 1+Z(—1)"/ dto---/ dt, 6(8 —to — -+ — tp)
0 0

n=1

L T0AS 4 T0 _ 70~ 4 770
X <e LH Y e AV, et e t”HA>

Using the fact that fIR leaves L(Hx ) invariant for all X C A, we may follow the derivation of
Section 3.3.2 to get the cluster expansion (3.73) with “interaction picture” polymer weights

oX) = > =" > /Ooodto---/ooodtmé(ﬂ—to—---—tm)

X-connected
[|oi || =2 Vi

X <e_t°ﬁR D(ay) e_tlﬁgq)(ag) et IR D () e_t’”ﬁ9\>x ;

see Section 3.3.2 for an explanation of notations.
The rest of the proof follows as in Section 3.3.2.

Example 3.27. Consider Example 3.5, i.e.

Hy = =Y h() M@) =5 3 Jwu) M) - M)

zEN T, yeN

where we use the notation M (x) = (M;(x), Ma(x), M3(z)). We assume that h(z) and J(z,y)
are real functions satisfying

sup h(z) < oo,  J(x,y) = JW,2),  [leea = sup > _|J(x,y)| < 0.
x€Z4 xezdyezd

This corresponds to the Heisenberg model. Condition (3.10) is satisfied for all » > 0. Condition
(3.62) reads in this case
B3¢ o1 < a.

Optimizing in a, we find that (3.62), and hence (3.61), holds provided that

1

B o —-
12¢ [0 1



62 3. LIMITING DYNAMICS IN QUANTUM LATTICE MODELS

3.3.2 Proof of Theorem 3.23

We start by proving the statement on a finite lattice, i.e. (3.58).

Convergence for finite A. The main idea is to approximate, uniformly in s, functions in p
and p with polynomials, whose limit may be handled with Lemma 3.12. After eventually adding
a constant to Hy and Hj, we may assume that both are nonnegative. Moreover, without loss

of generality we assume that A; = M for j = 1,...,n. Clearly, it suffices to show
Tim (74 Ay) -+ (7 A,) e*ﬁHA>A = (i A) - (i A) e*ﬁHA“‘“)A : (3.63)

Let € > 0. Lemma 3.6 implies, for each j =1,...,n,

?Kj;ij = Pj + Rj,

where -
P = ) L vk @5, IRl < e.
aEBj
Thus, R R
[(FRAL) - (FrAn) —=Pr-- Py < 2°(142)" e, (3.64)
so that

‘<(?}§1A\1) ce (?f\"gn) efﬁﬁA>A — <P1 P, efﬁﬁA>A‘ < 2"(1+ 8)"715.
Similarly, we find
T A; = Pj+R;,

where

Pp= Y Laeay i M®,  ||IRjlle < &

Therefore, in order to show (3.63), it suffices to show

lim (Py---Ppo P8y = (P...p, e PHn)

§—00

A

Since Hp and H A are both bounded, we may expand the exponential on both sides. By
dominated convergence, it suffices to show

lim (Py--- P, HY), = (P - P, HY),.

S§—00 A

Next, let us write

Hy = Y V(M*+E, Hy =) V(a):5: +E
acC acC

where C is finite, | E|o < ¢ and ||E|| < ¢ for all s. Thus,

k
<P1---Pan/’§>A—<P1-"Pn (ZV(OZ) : 5° :> >
A

aeC

< (L+e)m 28 (|Hall +¢)* e,
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for all s. A similar estimate holds for the corresponding classical expression. We conclude that
it suffices to show

lim (Q(S%)), = (M%), (3.65)

§—00

for an arbitrary multi-index o and ordering Q).
We show (3.65) using coherent spin states. For M € I'y define the coherent product state

Wy = ®WM(QC) € Ha,
TEA

where Wy, is the coherent state (3.26). From (3.28) we get

o O = g [ 4 (¥ (@) War)

Now (3.29) implies R
lim <WM s Q(Sa) WM> = M*“.
Therefore (3.65) follows by dominated convergence, and the proof of (3.58) is complete.

The thermodynamic limit. We now move on to showing the existence of the limits (3.60)
as well as the convergence (3.61). Let € > 0. Arguing as in the proof of Lemma 3.6 (see (3.64)),
we find that there is a finite set B such that

(thAy) - (thr Ay) Z]l{a]CA}vaMO‘H < e,
a€eB co

(TR A - (7T An) = Y Lijajca) va Qa(S7)

aEB

<

for all s and A large enough. Let us choose Ag so that [a] C Ag for all & € B. Then we have

1 _
'P@A((Ai,ti)?:l) -3 v ZgA<Mae iy | < e,
acB )
(Alat z 1 Z Ve /\ <Qa(Sa) BﬁA>A < g,
aeB 5/\

for all s and A D Ag. We conclude that it suffices to show that, for any multi-index «, the
limits

1 1 ~ =
lim —— (M@ e BHAY lim ——(: 5% : ¢ PHA 3.66
A2 Zg < /A A=Z4 Zg p < 2 (3.66)
exist and satisfy
1 ~ 7
lim lim ——(:S5%: e ¥ = lim —— (M e FHAY 3.67
5—00 A —7d ZB,A< >A Ao7d 7 < >A ( )

We do this with a quantum cluster expansion.

Setting up the cluster expansion. Let us concentrate on the quantum spin system; the
classical spin system is handled in the same way. Let A C Z¢ be finite. Note that (-), satisfies
the factorization property

(AB)a = (A)a(B)a, (3.68)
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whenever the supports of A and B are disjoint in A, i.e. whenever there exist disjoint sets
X,Y C A such that A € L(Hx) and B € L(Hy).
Abbreviate

P(a) = V(a): 5

and consider the partition function

Zoa = (), =14 S (aa) - a(an), (3.69)
n>1 Q1 y..,Qn

where the sum ranges over «; satisfying [o;] C A. In order to get a cluster expansion with
polymers given by the subsets X C A, we decompose |J;-_,[cv] in view of using the factorization
property (3.68).

We start with some notation. Define N,, := {1,...,n}. We use the symbol & to denote
disjoint union of sets. We use G(A) to denote the set of graphs on the vertex set A and
G.(A) C G(A) to denote the subset of connected graphs. The set of edges of a graph G, i.e. a
set of unordered pairs of vertices, is denoted by E(G). When writing A = I W --- W I}, for a
partition of the set A into k subsets, we always mean that I; # 0 for  =1,..., k.

Next, define

X)Y) =
& ) 0 otherwise.

{1 if XNY #0

We also use the abbreviation X ~ Y to mean X NY # (). To avoid cluttering the notation,
we omit the brackets [-] around multi-indices in expressions like £(a, X) and a = X. Now, for

any sequence o, ...,0,, We have
1 = Z H 5(0[@',0[]') H (1 —5(0[@',0[]‘)) s (370)
GegG(Nn) {i,j}eE(G) {i.5}¢E(G)

since the summand is equal to 1 for exactly one G and 0 otherwise. Let us decompose the sum
over (G into a sum over partitions of the vertex set N,, = I; W --- W [, followed by a sum over
connected subgraphs within each partition. This yields

1 = Z% Z Dy, ..r.(a1,...,00)

k=1 LWewl,=N,

k
< [1 I &) [ Q-&oiap)|, (3.71)

=1 | GeG.(I)) {i,j}€E(G) {3} ¢E(G)
where
D117...,[k(a1,...,an) = H H H (1 —§(a,~,aj)) . (372)
1<l <k i€l; jel,s
The following definitions will prove useful. We say that «y, ..., «, are connected if

> IT &) I (—=¢laiay)) = 1;

GeGe(Nn) {i,j}eE(G) {i.7}¢E(G)
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compare this with (3.70). If «a,...,a, are connected and X = [aq] U -+ U [ay,] we say that
at,...,o, are X-connected. Thus,
Zan =1+ YL Y
n>1 k>1 " LWl =N,
k
Z Dll, e ala s 704n)<q)(a1) T (I)(an)>A H 1{(ai)i61l connected } *
Q1,...,0n =1

By definition of Dy, 1 (a1,..., ) and the factorization property (3.68) we have

k
Dy, (0, an) (®(ar) - (o)), = Dpy..p,(on, .., H<H<1> az> ,
A

=1

where the product inside (> A is in the same order as on the left-hand side. This yields

S e I D DD

n>1 k=1 L wly=Np X1,...,X)
k
Z D[l,--.,lk(al?“‘7 H< {(ei)ier, Xi- connected}< H(I) Q; > )
=1 ’lell A
RS S D S
n>1 ! k=1 LW, =N, X1,..., X},
disjoint
Z H(l{(a,)leh X- Connected}< H Q) Oéz > ) )
an =1 €1y A
by definition of Dy, 1, (aq,...,a;,). Using the renaming (;)icr, — (az)‘l l|1 we get
k
ZPERED S S TD SEND DI | | (D SERC N R I
n>1 k=1 LW wWly=Np X1,...,.X) [=1 \ QL]
disjoint X;-connected
k
ey EEY LY > 2 I X (@) eem),
n>1 ! k>1 'm1+ Amp=n LW Wl =Np : X1,....Xg [=1 \ O1,,Qmy
|I}|=m; VI  disjoint X-connected
1
~ 1+ Z—, > e 2 M S (@) o), ).
n>1 ! 'm1+---+mk n L Xl, X l=1 \ QLo
disjoint X;-connected

This yields the cluster expansion

Zan = 1+Z > Hw X)), (3.73)

k>1 " X1,.,Xg =1
dlSJOlnt

where the summation is restricted to X; C A. The polymer weights are given by

B(X) = Z(_nfl)m > (Blar) - Bam)) i - (3.74)
mEL T omedied
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Using the definition

and renaming indices we may write (3.73) as

Zsn = 1+Z > Hw ) JI a+¢xi X)) (3.75)

n>1 " X1,..,XnCAi=1 1<i<j<n
It is then well known (see Appendix A) that, at least as a formal power series,
N n
log Zgn = Z Z p(X1,.. X)) [[0(X0), (3.76)
n>1 ! o XnCA i=1

where
1 ifn=1

gD(Xl,...,Xn) = { .
>_cegov) Hijrene ¢(Xi X;5) ifn 2 2.

Convergence of the cluster expansion. A convenient way to address the convergence of
(3.76) is the Kotecky-Preiss criterion [KP86, Uel04]

S lwy)e™ < alX|, VX, (3.77)
Yo X

for some a > 0. The following Lemma is the main tool for controlling cluster expansions.

Lemma 3.28. Let W satisfy (3.77). Then for all X1 we have

! +Z (n— =Y (X, Xo) [[B(Xa) - [B(X)| < el
TL>2 AX’27 7Xn
Proof. See Theorem A.1 in Appendix A. -

In order to show (3.77), we note that the expression (3.74) for w(X) has the approximate
structure of a cluster expansion. It is therefore natural to estimate it using methods similar to
those employed to prove the convergence of cluster expansions. Let us abbreviate

Vo(a) = |[V(a)|edlel
The criterion (3.59) is equivalent to

B Va(@eldh < alX| VX, (3.78)

awX

Lemma 3.29. Let V' satisfy (3.59). Then for all a; we have

Y S e Tafan) < el

n — 1 )
n>2 A9,y Qi
ai,...,a, connected
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Proof. Define

N+1 ﬁnfl
Kn(oq) = 1+ ngz —(n—l)! QQ;n: Va(ag) -+ Va(an) .

aq,...,a connected

We need to show that Kn(ap) < edllerll for all oy and N. We do this by induction on N.

Note first that if Ky (o) < edllotll then we have for all X

N+1
YD S SIS
n=1 Alye.Qn =1
connected
N+1
= > n_l Y. &(X a)Va(er) - Valan)
n=l coi;neétend
= Y (X, 01)BVa(an) Kn(an)
a1

< D E(X, 1) BVa(an el

< alX], (3.79)

where the last step follows from (3.78).

Clearly, the claim Ky (aq) < edlle1ll is true for N = 0. For the induction step it is convenient
to rename the variables,

Kn(ag) = 1—1—2 Z Valan) -+ Valaw) .

Q14O
aQ,...,an, connected

The idea of the induction step is as follows (see also [Uel04]). One considers the connectivity
graph of ag,...,ay,, i.e. the graph on {0,...,n} that contains the edge {7,;j} if and only if
a; » «aj. Removing the vertex 0 yields a graph that is in general no longer connected. One
then decomposes this graph into its connected components and applies the induction hypothesis
on each connected subgraph.
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Using (3.71), we find for all ayg

N g
Kn(ap) = 1+Zm Z Valar) -+ Valan)
n=1 "

A1, Qn
Q,...,an, connected

k
X Z Z Dll,...,lk (Oél, .- >an) H 1{(ai)iejl connected }

k=1 Lw--W,=N, =1
N ﬁn
< 1+ZF Z Va(al)---Va(an)
n=1 Q] yeeeyOlpy o

aQ,...,an, connected

X Z Z H ]]'{EZEIL az""ao}]l{(az)zejl Connected}]

k>1 " LWewl =N, [=1

cy syl oy

n=1 """ k>1 ~ mit+-Fmp=n [ B[ =N,:

| I;|=my Vi
k
X H [ Z ]]-{Eiele :aiwao}]]-{(al,...,aml) connected}va(al) T Va(aml)] ’
=1 Q150005 Qmy
by relaxing the connectedness condition on ay, ..., a,. Thus,

!
K“O<1+anz > lnimkl

! mi.
n=1 k>1 mi—+-+mi=n

k
x H [ Z ]]'{EiEle Iaz”?"Oéo}Va(al) T Va(aml)]

=1 L&1 7---7aml
connected

k
s 1+ Z L! [Z Y Z ]]'{HiENm:aiooao}Va(al) . --Va(am)] .

k>1 Q] yeeeys Oy
connected

By the induction hypothesis, Ky_1(ag) < e®l®ll for all ag. Thus, (3.79) yields

Ty, 0m
connected

N
Kn(ag) < exp Z % Z ]l{ﬂieNm:aiooao}Va(al)"'Va(am)]

[ N m m
< exp Z% Z Z{(ao,ai)Va(al)---Va(am)]

A1y j=1
connected

< edllooll
Lemma 3.30. Assume (3.59). Then the Kotecky-Preiss criterion (3.77) holds.
Proof. This is a simple consequence of Lemma 3.29. Note first that (3.79) implies

Z% > D X aiValar) - Valam) < alX].

n>1  Ql,e,Qn =1
connected
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Thus,

TS Wlanl Vi)

Q] yeeey Oy
Y -connected

)

n>1

SXN T alew) - Valew)
YoX n>1 : A y.eyOlpy
p"

-4

nz1

> eme < 3

Y X

N

Y -connected

> Lgien, avexyValar) -+ Va(an)

Toar,..,an
connected

<;% Z Z§(X,ai)va(a1)...va(an)

O, Qn j=1
connected

< alX]. O

Expectation values in the thermodynamic limit. The quantum cluster expansion (3.76)
with polymer weights

w(X) = Z (_B') Z Vi) - Viog){ Sor: L. Gom )x (3.80)
T X nnected

has the classical analogue

log Zg = 1+Z > X, X)) [[w(X), (3.81)

2>l Xy XnCA i=1

with classical polymer weights

w(X) = Z(_ﬁ)m Z Vi) Viam) (M- M) . (3.82)

|
m}l m: aq,.
X- connected

The derivation is identical to the above derivation of the quantum cluster expansion. Moreover,
the bound (3.77) and Lemma 3.28 hold with @ replaced by w.

Expectations of observables are conveniently computed by defining the perturbed Hamil-
tonian Hx(\) := Hx + A : S : . Recall the identity

1
Al A _ / d o™ A o1-0)A
where A = A(0) and A" = dA(0)/d\. Thus, by cyclicity of the trace, we find
1d A
PR log e BHA ) - SCM . 7,3HA )
ﬁ d\ — < >A ZB A < >A

Also, from (3.76) we get

d 1 d
il BHA(N) _ - el
D log (e” = m > P(X15 e Xn) 73
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by symmetry of ¢. Let us therefore define
~ o~ 1 N i
F(:Sa:) = Zm Z SD(Xl,, ,Xl H (384)
n=1 D X1, XnCZ4 i=

Similarly, using the perturbed classical Hamilton function Hp(\) := Hy + AM®, we define

F(M®) = Zﬁ > ap(Xl,...,Xn)w’(Xl)l:[zw(Xi). (3.85)

n>1 " X1,..,XnCZ0

Lemma 3.31. If (3.59) holds, then the right-hand side of (3.84) converges absolutely and uni-
formly in s, and the right-hand side of (3.85) converges absolutely. Moreover,

1 ~ = 1 ~, ~
: . Qo . —(BH) - . go. )
Algrzldgm<.s peT A 6F( S5, (3.86a)
1
m M e —BH - - a
P2 Zg, A< *a 8 (1) (3.86b)

Proof. We only show the claims concerning F. We show that the right-hand side of (3.84) con-

verges absolutely and uniformly in s. Then (3.86a) follows immediately from the representation
(3.83) and (3.84).
The right-hand side of (3.84) is bounded in absolute value by

Stn 3 bt el [Jlaco)

n>1 " X1,0Xn i=2
—~ 1 o
SPILISIIES orEvip DRCE) | ORI
X1 n>2 " Xo,.., Xn i=2

< Sj@ (x| el
X1

where in the last step we used Lemma 3.28. Let us therefore estimate

m

Dol (X)X < Z o Z > WVe[[Ivie)l.
X

m>1 ! Q5005 Qm, i=2
X-connected

Using V'(a1) = Lig,=a} and | X| < [laq || + -+ + |loum || we get the bound

Zﬂea“C‘éH Z Z ]]-{oq:oz} H Va(ai)

m>1 . Q1.0 0m =2
X-connected

< ﬁea“a” Z Z ]]-{alza} ﬁ Va(a@')

m>1 Q1550 =2
connected

:ﬁe“”“”<1+z DS Hv az>

m>2 Q2,..,Qm ! =
Q,Q2,...,0p, connected

< pealal

where in the last step we used Lemma 3.29. U
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We may now complete the proof of Theorem 3.23. What remains is to show that

lim F(:8%:) = F(M®).

§—00

By Lemma 3.31 and dominated convergence, it suffices to prove that

lim w(X) = w(X), lim @'(X) = w'(X),

§—00 §—00
for all finite X. We only show the first equality; the proof of the second follows along the same
lines. Using (3.10), one readily sees that the sum (3.80) is absolutely convergent, uniformly in
s; similarly the sum (3.82) is absolutely convergent. By dominated convergence, it is therefore
enough to show that

lim <:§O‘1 C Gam >X = <M“1---M“m>

§—00

X

But this is (3.65), which we have already proven. Thus the proof of Theorem 3.23 is complete.

3.4 Time-dependent correlation functions of a lattice Bose gas

In this section we consider an interacting Bose gas on a finite lattice A, and prove a result
analogous to Theorem 3.23. We consider a regime where the density tends to infinity, which
correspond to a mean-field regime.

Throughout this section we work on a fixed, finite subset A C Z%. As A is fixed throughout
the following, we systematically omit the subscript A.

3.4.1 The lattice Bose gas

The one-particle Hilbert space is

H = ZQ(A) .

The n-particle space is the symmetric tensor product
H(n) i P+H®n,

where Py is the orthogonal projection onto the subspace of symmetric tensors. Vectors in H)
are wave functions W) (1,...,2,) that are symmetric in their arguments z1,...,z, € A.
The many-body problem is formulated on the bosonic Fock space F := @n20 HM A
vector W € F is a sequence (\I/(n))n>07 where () e H()_ The space H(® = C is spanned by
a single unit vector, €2, the vacuum. The Fock space F is a Hilbert space with scalar product

W) = > N 0w, a) U (@, )

n>0x1,...,.xn€EA

On F we have the creation and annihilation operators, a*(x) and a(z). They are defined

by

1< -
(a*(@)0) ™ (zq,... ) = N Z 8 — )0 V(@ i i, )
i=1
where 0(r) := 1y,_qy is the discrete delta function; also,

(a(x) W) (21, .. xy) = Va+ 10D (2 2y, 1),
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It is not hard to check that a*(x) and a(z) are both closable and each other’s adjoints (see
e.g. [BR0O2]). Moreover, they satisfy the canonical commutation relations

[a(z),a’(y)] = 0(z —y),  [a(x),aly)] = [a"(x),a"(y)] = 0.

In the following the notation is somewhat streamlined by introducing the rescaled creation
and annihilation operators

* = La:v
ay(z) = TN (), an(z) = Wi (z),

where N > 0. They satisfy the commutation relations

[an(z),an(y)] = %5(90—?/)7 lan(z),an(y)] = lan(z),an(y)] = 0. (3.87)

Let p € Nand b?) € £(H®P)) be a p-particle operator, with kernel b® (1, . .. ST YLy Yp)-
Define its second quantization

An®) = > 3" b (@, msyn, o yp) al(@n) - a (@p)an (vn) - an () -

T1yeTp Y1ye-3Yp

It is easy to check that KN(b(p)) is a closable operator on F, whose action on the n-particle
sector is given by

KJV(b(p))|H(n) = {

()P (0P @ 1) Py ifn > p

. (3.88)
0 otherwise .

The operation ;&N() has the following important properties whose simple proofs we omit.

(i) If b® € L(HP) and @) € £L(H), then

~ -~ P\ (q\ r! ~
An(bPY A (D) = Z <r> <r> o An (P o, D), (3.89)
where
b®) e, = P (P @10 (1P @ D) p,. e L(HPTIT)Y, (3.90)

Here we adopt the convention that (}) =0 for k ¢ {0,...,n}.

(ii) The operator Ay (b®)) leaves the n-particle subspaces H(in ) invariant.

(ii) If b € L(HP)) then

n p ( )
< (=) 1@ :
< <N> 1|6 (3.91)

We introduce the notation
[b(p)’ c(q)] = pP) o, @ — (D) o pP) (3.92)

Note that [b(p), C(Q)]O = 0. Thus,

AN, An(E@)] = 3 <p> <q> ;\;—' An([p®,d9] ). (3.93)
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Next, we discuss the dynamics. As we are interested in the large-density limit of the Bose
gas, it is of some interest to consider a Hamiltonian with many-body interactions. Consider
a family V = (V(k)) of self-adjoint operators with V*) ¢ E(H(k)). Define a Hamiltonian

E>1
through
1 ~
=D AN (V). (3.94)
E>1
We impose the condition
VIl = e [V¥] < oo, (3.95)
E>1

for all » > 0.
Using Nelson’s analytic vector theorem (see e.g. [RS75]) on the set of vectors of finite particle
number, it is not hard to see that Hy is self-adjoint on F. The quantum time evolution of

observables is defined by
A . @INHNt A (—iNHnt

3.4.2 The classical lattice gas

The theory of a classical gas on the finite lattice A is formulated on the phase space
I = ?(A),

whose points we denote by a. We denote by ||c|| the I2-norm of . The symplectic form on I'

Zda ) A da(z

zEN

is given by

which yields the Poisson bracket

{a(2),ay)} = b6z —y), {fal),aly)} = {a(z),aly)} = 0.

In analogy to the second quantization A N, we define the function A(b(p)) : I' = C through

APPY (@) == > Y WPy, () (@) ayn) - oY) -

T1se-Tp Y1s--Yp
We record the following properties of A.
(i) If b® e L(HP) and @ € £L(HD) then
{A(b(p)) \ A(C(Q))} = iqu([b(p) , C(Q)] 1) . (3.96)
(ii) If b € L(HP)) then
[AGP) (@) < B )la]? . (3.97)
The dynamics is generated by the Hamilton function
1
- .l (k)
N Z k!A(V
E>1
The Hamiltonian equation of motion,

i = 0zH(a), (3.98)
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has a globally well-defined solution for all initial data, as one easily sees using a standard
contraction mapping argument. (We omit further details; see also Lemma 3.36, whose proof
by expansion also yields a proof of the well-posedness of (3.98).) Moreover, it is easy to see
that ||| is conserved under time evolution.

For a function A(«) on I" we abbreviate

(T'A)(a) = Ala(t)),

where «(t) is the solution of (3.98) with initial data c.

3.4.3 Main result

We start with some notation. For a function A on I' we set

1
(A) = — [ da A(«a),
where dov := [, ., d(Re a(2)) d(Im a(x)). Similarly, for an operator A € L!(F) we set

(A) = A.

1
N Tr
Assume that H and Hy are nonnegative, for all N > 0. Denote by AN the function
N(a) = Y, cple(z)]?. Similarly, define the rescaled particle number operator Ny :=
2 zen On(T)an (2).
Let 3>0,0< z<1andt,...,t, € R. Moreover, let pi,...,p, € N and b; € H®) for
i = 1,...,n. Then we define the time-dependent correlation function of the classical lattice
gas, at inverse temperature J and fugacity z, through

pﬂz((bi, ti);‘zl) = Z; Z<(7-t1A(b1)) .. (TtnA(bn)) e_ﬁHZN> 7 (3.99)
where
Z3, = <676HZJ\[>

is the classical partition function. Similarly, we define the time-dependent correlation function
of the quantum Bose gas, at inverse temperature 5 and fugacity z, through

1

o5 ((bisti)iy) = 2—N<(?tu§N(bl)) - (7 AN (by)) o BHN zA?N> 7 (3.100)
B,z

where R L
Zgz = <e_ﬁHNzNN>

is the quantum partition function.
We may now state our main result.

Theorem 3.32. Let A C Z% be finite. Let > 0,0 < z < 1 and t1,...,t, € R. Moreover, let
Py €N and by € H®) fori=1,...,n. Then we have

Jim B3 (0 ti)ima) = P ((bi ti)iss) -
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Remark 3.33. This is a result on the mean-field limit of the quantum Bose gas, in a regime
where the density of particles grows like N. Indeed, for large N the state

A (A PN Ny
zy,

has an expected number of particles proportional to N. This is an immediate corollary of The-
orem 3.32: The rescaled particle number operator Ny = N~'3" _\ a*(z)a(z) has expectation
of order one. Heuristically, this behaviour is already apparent in the case Hy =0 and |A] =1,
where the expected number of particles is given by

> >0 nz"N 1 1

= = N O 1 .
S onso 2N z/N 1 —log 2 +0(1)

Remark 3.34. By the previous remark, the typical configuration in the above state has n ~ N
particles. Thus, (3.88) implies that the expectation of A N(b(p)) is of order one for all o) € H®).
In particular, all terms of the Hamiltonian Hy have expectation of order one.

Example 3.35. Consider V() = —A + v(z), where A is the discrete Laplacian (with arbitrary
boundary conditions) and v is some external potential. Set furthermore V) = w(z; — x5),
where the interaction potential w is an even function. Set V*) = 0 for k& > 3. This describes
a lattice Bose gas with two-body interactions. The classical equation of motion is

i0a(z) = (—A + v(x))a(z) + > wlx - y)laly)Pa(z),

yeEN

the discrete Hartree equation.

3.4.4 Proof of Theorem 3.32

Preliminaries. We start with some notation. For n € N write

H(E) é?‘l(i).
=0

Also, for ¢ > 0 define the ball
Be = {ael: |a|* <(}.
We control the time evolution with a Schwinger-Dyson-type expansion.

Lemma 3.36. Let ¢ > 0, t € R, ¢ > 0 and b®) € H®) for some p € N. Then there exists an
L € N and a finite sequence (e(l)) o where e®) € H(l) such that

L
AP = Ae") < e, (3.101a)
1=0 L (Bg)
L
H <?tKN(b(p)) By Z\N<e<l>>> ‘ <e (3.101b)
H(SCN)

for all N large enough.
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Proof. We use a “one-loop” expansion for the quantum evolution. The fundamental theorem
of calculus yields

t ~ o o
?tAN(b(p)) — AN(b(p))+/ ds eisNHN IN[HN,AN(b(p))] eflsNHN

0
= AvOP)+> / ds NIV IN[Rp (VD) Ry (bP))] e sV HN
k>1
= ;‘\x +Zk'/ ds 1kaSAN([V(k) b(p)h)
k>1
+D 0 Z/ S~ 1( )<p>r!?SEN([V(k),b(p)]r), (3.102)
k>1 r>2

where the last step follows from (3.93). We now iterate this identity by applying it to the
second term on the right-hand side. This gives the series expansion

HANOT) = TROW) + L (),

where

~ t 1 1

Tt (p®P) = i ... k- ke

n () ;1! k! Bt

20 k121 k21
% ilp(p+k1 —1)--- (p+ (ky — 1)+ -+ (ki1 — 1)) gN([V(m’___ [V(kl)’b(p)]lm]l) ’
(3.103)

and

L@ . 1 /ds /dsk---k:_L
;gk ngg 1 vk S

X ilp(p+k1 _ 1) L. (p+ (kl _ 1) 4+t (k172 - 1)) (ﬁl) <p+ (kl — 1) +7;. -+ (k?l,1 — 1)>7°!
X ?sl;{N([V(kl)7 [V(kz—ﬂ . [V(kl)’b(p)]l » ] 1]7*) ’ (3.104)

where the term [ = 1 is understood to be the last line of (3.102). To simplify presentation, we
do not consider the rest term arising from a finite number of iterations; the following estimates
showing the convergence of (3.103) and (3.104), together with the fact that the time evolutions
are norm-preserving, also imply that the rest terms vanish.

In order to estimate the sums in (3.103) and (3.104) on the space H(SN) | assume without
loss of generality that ¢ > 1. Then, using (3.91), we find that the right-hand side of (3.103) is
bounded by

1 +ky+ o+ k)
DM i - gt bty 0] 0 )
(

! ky —1)! I!
10 k1>1 k=1

l
< epcp\|b<p>||§j|t|l2l<§j e u)

>0 k>1
(3.105)



3.4. TIME-DEPENDENT CORRELATION FUNCTIONS OF A LATTICE BOSE GAS 77

By assumption, the quantity in parentheses is finite, so that the sum converges for |¢| small
enough. Similarly, we estimate the right-hand side of (3.104), restricted to the space H(S¢N),
Since 7! preserves the operator norm, we get the bound

1 It|! 1 1 1 ;
N 2 G 2 T g R

>1 7 k>l ’ ki_1>1 k=1
K\ (p+ki+- R\ ok 3 —
(M) (R R gt o g
r>2
1 ! 1 1
g T t _— ... - ep+k1+...+kl
OB I D D DD
21 k121 k121 k21
x QRigptkit kgl y (k)| Ly y (R pP))| gpthatth

where we used r < k; and Y, (') = 2". Thus we get the bound

-1
L) Sl <Z G ! 1)!e’f2’fc’f||v<‘f>||> (Ze’%’fckuvu%)) . (3.106)

1>1 k>1 k>1

By assumption, both terms in parentheses are finite, and the series converges for small ¢. Thus
all series converge if |t| < p((), for some positive convergence radius p({). Let us assume that
|t| < p(¢) and introduce a cutoff [ < L in the series (3.103) such that the corresponding tail
in (3.105) is bounded by £/2. Choosing N large enough that (3.106) is bounded by /2 yields
the claim (3.101b)
For [t| < p(C), the classical Schwinger-Dyson expansion (3.101a) is shown similarly. Iterat-
ing
t
TIABP) = ABP) + / ds 7°{H,A(bP))}
0
and recalling (3.96), we find

t 1 1
ta(p®y — v o S
AP = E 0 E m kl!kl K

120 k2l k>l
xilp(p+kr — 1) (p+ (k1 — 1)+ + (ko — 1)) A([VED L [vED @] ).
Using (3.97) and the estimate (3.105), we see that this series converges in L*°(B;) provided

that |t| < p(¢). Therefore (3.101a) is proven for small times.
The extension to arbitrary times is done by iteration, as in the proof of Lemma 3.6. One

uses norm conservation, |[7Aly<cm || = [[Alycew || and [T Al Lo,y = [|Al Lo (s,), as well
as the fact that the convergence radius p(¢) is independent of p. We omit the uninteresting
details. 0

Next, we introduce and recall the key properties of two convenient families of basis vectors.
Let n = (n(z))zea be a family of nonnegative integers. Define the occupation number state

_ L RN IC))
B, = };[A\/W(a (2))"" Q. (3.107)

It is not hard to see that { B}, cya is an orthonormal basis of F. It satisfies

Fop, = lnls

B, (3.108)
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where

Inll = 3" n(a).

TzEN

Coherent states are another useful family of vectors; we refer to [Gla63| for proofs and
details. For a € T define a(a) = > __r@(x)a(x); a*(a) is the adjoint of a(«). Define the
coherent state

zEN
Wo = ea"(@-ale) g — —llal?/24a"(@) |

Coherent states form a complete set in F in the sense that
1
—7 [ da [Wo)(Wa| =
where, we recall, do := [[,c, d(Rea(z)) d(Im a(z)). In particular,
1
TrTA = — [ da (W,,AW,). (3.109)

Coherent states also have the property

a(x)Wy = a(z)W,. (3.110)
Finally, we have
(B, Wy) = e llel*/2 H (3.111)
TEN

Proof of convergence. We now have all the necessary tools to prove Theorem 3.32. Clearly,
it suffices to show

. ESTIN ~tn A —BHN NN\ _ n —BH N
dim (P Ax (b)) o (7 A (b)) eI = (PP AB)) - (77 AGn)) PN

(3.112)
Let € > 0. We begin by introducing a cutoff of order ¢ in the rescaled number of particles. To
this end, let e a continuous function on R satistyin T) € xr)=11for x < an
his end, let x be a continuous function on R satisfying (x) € [0, 1], (z) = 1 for = < 1/2 and
x(x)=0forx >1. Set Y:=1—x

Lemma 3.37. There is a ¢ > 0 such that
(2 AGn) - (7 AGw) PN WO < (3.113a)
K(?tIZ\N(bl)) o (P Ay (ba) e P AR (N /) >\ e, (3.113b)

for all N.

Proof. Let us start with (3.113b). Since H ~ and b; are gauge invariant (i.e. they commute
with Ny), we find that the left-hand side of (3.113b) is equal to

(P (@ + A) 7 Ry (b)) -7 (1 + M) A (b))
x e (14 K)o vy (W /)

Note that (3.88) implies R R
(L +Na) P AN G| < 116l
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fori=1,...,n. Recall also the inequality Tr(AB) < |A||||B]|;. Since 7 preserves the operator
norm we therefore get the bound

1 A7 1 n
1l ol Sy T | (2 + Ny Py wN/o\

= el all g Tr((2 + N )P A (A /0))

N \AI
Let us abbreviate

feQ) = (L NP A5 (0.

Thus we need a bound on

Sn(C) = Trfe(Ny) = >

neNA

el /)

N\AI
where we used the basis (3.107) for computing the trace. Then (3.113b) follows if we can show
that lime_.oc Sy (¢) = 0 uniformly in N. We do this by showing that, for all { > 0, we have

fim S$x(¢) = Sw(0) == [+ [ T] dute) sl (3114)

N—oo
TEA

where u = (u(z))zea and |Jullt = > calu(x)|. Thus, since clearly lim¢_,o Soo(¢) = 0, we find
that (3.114) implies (3.113b).

In order to show (3.114) we mnote that Sy(¢) is a Riemann sum with mesh size N~!.
The somewhat delicate convergence of a Riemann sum on an infinite domain may in our case
be easily dealt with by using the fact that f. is monotone nonincreasing for large enough
arguments. For u = (u(x))zen define [u]ly = ([uln(x))zen by setting [u]n(x) equal to the
integer multiple of N~! nearest to u(x). Thus,

/ /Hdu ) £l ) -

zEA

Since clearly fe(|[[uln]l1) — fe(llull1) pointwise, (3.114) follows by dominated convergence if
we can find a function g such that fe(||[u]n|l1) < g(||ul1) for large enough N, and u — g(||u||1)
is integrable. Choose x > 0 large enough that f-()) is nonincreasing on [k — 1,00) and set

SUpP[g « f A<k
o) = LSS
feA=1) fA>k.

It is easy to see that g has the desired properties. Hence the proof of (3.113b) is complete.
The proof of (3.113a) is similar to (in fact easier than) the proof of (3.113b). The claim
follows from lim¢_, Soo(¢) = 0. O

By Lemma 3.37, Theorem 3.32 follows if we can prove

Jim (7 Rbn) -+ (A (on)) e 2y (/)
= ((F"Ab) - (7 ABa) e PN /Q)) - (3.115)
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for arbitrary ¢ > 0. Let us consider the left-hand side of (3.115). Since X(Nn/¢) commutes
with all other factors, we may use Lemma 3.36 to expand the factors 74 A 5 (b;) to get, just like
in Section 3.3.2,

<(?t1KN(b1)) (?tnKN(bn)) e_ﬁﬁNzﬁNX(/\A/N/C)>

Ly Ly —~ ~ ~
= 3 D (Bn(e) - Ru(ell)) e I N (R /) + Ry, (3116)

11=0 ln=0

with |Ry| < e for N large enough. Next, (3.91) implies that, on the range of x(Ny/¢), the

Hamiltonian H ~ is bounded uniformly in N. Thus we may expand e ##~¥ . We conclude: Up
to an error that is smaller than e, uniformly in N, (3.116) is of the form

<P(G7V7GN)ZA7N X(/\A/N/C)>7

where P is some polynomial in the rescaled creation and annihilation operators a}y(z), an(x).
Repeating the above argument for the right-hand side of (3.115), we find using (3.101a)
that, up to an error term smaller than e, it is of the form

(P(@,a) 2N x(N/Q)),

where the polynomial P is the same as above.
Thus it suffices to show

Jim (Play,an) 2 (W /0)) = (P@,a) 2N X(N/C)

for an arbitrary monomial P. We start by anti- Wick-ordering P(a}y,an), i.e. by using the
commutation relations (3.87) to write P(a};,an) as a sum of terms in which all creation op-
erators aj;(x) stand to the right of the annihilation operators any(x). In the limit N — oo
the subleading terms vanish (as they are proportional to N~", where r > 1 is the number
of contractions arising from the ordering). What remains is the anti-Wick-ordered version of
P(a},an), which is of the form

an(z1) - an(zp)ay(y1) - - an() ,

for some x1,..., 2, Y1, ..,y € A. The claim thus reduces to
Jim (an (@) aw(@ay () - ai () 2 x(Vv/€))
= (a(@1)--alep)aly) @) 2 XWN/Q)) . (3.117)
By cyclicity of the trace we get
(an(@1) -+ an(@e)ay () - ay ) 2 X(Nw /)
— (aiv() - aiy(o) 7 XN /C) ax(ar)-- ax(an)).
By (3.109), this is equal to

m /p da <WO‘  aiv () - al () 2 XN /Q) an (1) - aw () Wa>

- ﬁ/rda <aN(y1)...aN(yl)W\/ﬁa , AN (N /€) aN(xl)"'aN(xk)W\/ﬁa>,



3.4. TIME-DEPENDENT CORRELATION FUNCTIONS OF A LATTICE BOSE GAS 81

after the variable transformation a +— a/+/N. Using (3.110) we get
7 [ daral) -+ alon)aln) - alm) (Wyy, 2 (/O W) @119
To conclude the proof of Theorem 3.32, we need to show (3.117), i.e
Jim g [ daaten) - atoaln) - @) (W, = xW/OWy,)
- ﬁ [ daaten)--atatn) - -am) MW@/ (3119

We do this by dominated convergence. Set f()\) := 2*x(\/¢). Then, from (3.111) and (3.108)
we get

(W 0 2 XN SO W 0 = W es FNN) Wz
= > (Ba. Wz £(lInll1/N)

neNA
o Nllal? Z H N|a(ﬂ:)2' F(Inll/N)
neNA zeA n(x
- /(Hdﬂma(m)?(um)) Flull) (3.120)
TEA

where the measure puy s on R is defined by

_Ns Ns)™
UNs ‘= € N Z( ) 6m/Na

m!
m>0

where 4,/ is the delta mass at m/N. Clearly, un s is a probability measure. Moreover, a
short calculation shows that its mean is s and its variance s/N. Therefore pn s converges to
ds in probability, and hence weakly, as N — oo. Since f is continuous and bounded, we get

lim (Wye 2 XN /O Wyra) = Flal?) = 2Oy (@)/C).

N—oo

In order to find a function that dominates the integrand In(a) on the left-hand side of
(3.119), we estimate

In(a) = ‘a(xl)---a(ﬂ:k)a(yl)---E(yl)<W\/ﬁa,2”/\7Nx(JVN/C)W\/Na>‘

< Nl W s 2N W) -
From (3.120) we get

W AN ) = e Nlal? (Wla@)*) ™ jap /v
VNa VNa )
neNA zeA n(x
~ 11 <e—Na(x)|2 > (Nloz(x)|2)mzm/zv>
zEA m =0 m!

exp(—[af?N(1 — /).
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Since
N1 —zYN)y = —logz+O(N™)

for N — oo, we conclude that, for N large enough,
2
In(a) < flaff*elel™/z,

which is integrable over I'. Hence the proof of Theorem 3.32 is complete.

3.4.5 A note on the thermodynamic limit

The arguments of the previous section rely crucially on the fact that A is finite. A cluster
expansion along the lines of Section 3.3.2, combined with time evolution of observables, is
difficult to control. However, if one introduces a cutoff proportional to N in the particle
density, the creation and annihilation operators become bounded, and the problem essentially
reduces to the spin system discussed in Section 3.3.

The obvious solution is to restrict the trace in (3.99) to the subspace F¢y of F that contains
at most (NN particles per lattice site. While this approach works, it is unsatisfactory in the
sense that F¢y is not invariant under time evolution.

A better approach is to use a formulation in terms of quantum spins, thus reducing the
problem to a special case of the problem considered in Section 3.3. One takes a quantum spin

system with spins of magnitude s = (N and defines ay(x) = ﬁS_ (). The vacuum is
given by Q := |—s). It is easy to check that, on any subspace of bounded particle number,

an and a}y satisfy commutations relations that go over to (3.87) as N — oo.



CHAPTER 4

The Mean-Field Limit of a Quantum Gas with
Coulomb Interaction

This chapter is devoted to the mean-field limit in quantum mechanics. We consider a quantum
gas in 3 dimensions (although our results may be trivially extended to higher dimensions),
consisting of N particles. The N-particle mean-field Hamiltonian is given by

N
1
i=1 1<i<j<N

We consider interaction potentials w that exhibit at most Coulomb-type singularities |=|!,
and one-particle Hamiltonians of the form h = —A + v, where v is a weak external potential
(which in our case means that v € L3 + L°°). Here, for convenience, we choose physical units
in which the mass of the particles is 1/2.

In the case of a Bose gas, we prove that the mean-field dynamics is governed by the Hartree
equation. To this end, we state and prove a Egorov-type theorem (Theorem 4.13) and discuss
as an application the dynamics of coherent states (Theorem 4.15). In the case of a Fermi gas,
we prove that the mean-field dynamics is governed by the Hartree-Fock equation (Theorem
4.24). We also describe how the quantum many-body theory of a Fermi gas may be viewed as
the quantization of a “superhamiltonian” system, and prove a Egorov-type theorem (Theorem
4.28).

While the mean-field limit of a Fermi gas with Coulomb interaction potential has not been
previously considered in the literature, the study of the mean-field limit of a Bose gas with
Coulomb interaction potential has a (relatively short) history. The first result is due to Erdds
and Yau [EYO01]. This result was improved by Rodnianski and Schlein in [RS07] by deriving
explicit bounds on the rate of convergence to the mean-field limit; their method is inspired by
a semiclassical argument of Hepp [Hep74].

In this chapter we present a new, simple way of handling singular interaction potentials'. It
yields a Egorov-type formulation of convergence to the mean-field limit, thus obviating the need
to consider particular (traditionally coherent) states as initial conditions. Another, technical,
advantage of our method is that it requires no regularity (traditionally H'- or H?2-regularity)
when applied to coherent states. Our proof is based on a diagrammatic expansion of the
dynamics. We sketch its key ideas.

!This method is inspired by [FGS07], where results were obtained for the quantum Bose gas with bounded in-
teraction potential. In [Sch07], partial results were obtained for the quantum Bose gas with Coulomb interaction
potential.

83
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(i) Use the Schwinger-Dyson expansion to construct the Heisenberg-picture dynamics of p-
particle operators
eitHN KN(a(p)) e—itHN

(in the notation of Section 4.1).

(ii) Use Dispersive estimates and combinatorial estimates (counting of graphs) to prove con-
vergence of the Schwinger-Dyson expansion on N-particle Hilbert space, uniformly in N
and for small |t|. Diagrams containing ! loops yield a contribution of order N~'.

(iii) Show that the tree diagrams (I = 0) converge to the Schwinger-Dyson expansion of the
Hartree dynamics (in the case of a Bose gas) or the Hartree-Fock dynamics (in the case
of a Fermi gas).

(iv) Extend (ii) and (iil) to arbitrary times by using unitarity and conservation laws.

This chapter is organized as follows. In section 4.1 we introduce a general formalism which
is convenient when dealing with quantum gases. Section 4.2 contains an implementation of step
(i) above. The convergence of the Schwinger-Dyson series for bounded interaction potentials
is briefly discussed in Section 4.3. Section 4.4 implements step (ii) above. In Section 4.5, we
discuss the mean-field limit of a Bose gas, and prove convergence to the Hartree dynamics
as outlined in steps (iii) and (iv) above. Section 4.6 is devoted to the mean-field limit of a
Fermi gas; we prove convergence to the Hartree-Fock dynamics as outlined in steps (iii) and
(iv) above. Finally, Section 4.7 extends our results to more general interaction potentials as
well as nonvanishing external potentials.

4.1 Quantum gases: the setup

The setup is similar to the lattice Bose gas (Section 3.4.1). We use n to denote particle number,
as the variable IV is reserved for the inverse parameter of the quantization associated with the
mean-field limit (see Section 4.5).

We briefly review the main ingredients of many-body quantum theory, mainly in order to
establish notations (see [BR02] for more details). Throughout this chapter we consider the
one-particle Hilbert space

H = L*(R? dzx).

The n-particle space is Hﬁ? )= Py H®™ where Py is the orthogonal projector onto the symmet-

ric/antisymmetric subspace of H®™. We often work on the Fock space Fy. := @n>o Hﬂ? ), where
we adopt the usual convention that H(® = C. A state ® € Fy is a sequence ® = ((I><”>)n>0
with &) ¢ Hf ). The scalar product on Fy is given by

(@,0) =) (@™, wm).

n>0

The vector 2 = (1,0,0,...) is called the vacuum. By a slight abuse of notation, we denote a
vector of the form & = (0,...,0, o™ 0, .. .) € F4 by its non-vanishing n-particle component
(") Define also the subspace of vectors with a finite particle number

]:i = {Pe Fy: ®™ =0 for all but finitely many n}.
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On FL we have the usual creation and annihilation operators, a¢* and a, which map the
one-particle space H into densely defined closable operators on Fi. For f € H and ® € Fq,
they are defined by

(a*(f)fb) () (1‘1, - ,xn) = % Z(il)iil f(mz)q)(nil) (1‘1, e L1, Ty e ,Jjn) R
=1

(a(N)®) P (@1, .. 20) == VATT / dy T (g, 2, ).

It is not hard to see that a(f) and a*(f) are adjoints of each other. Furthermore, they satisfy
the canonical (anti)commutation relations

() a(@)], = (.91, [a*(N).at(9)], = 0. (4.2)

where [A, By = AB F BA, and a# = a* or a. In order to simplify notation, we usually
identify ¢l with ¢, where ¢ € C.

For our purposes, it is more natural to work with the rescaled creation and annihilation
operators

1
# . ot

a =
N \/N

where N > 0. We also introduce the operator-valued distributions defined formally by
aﬁ(:v) = aﬁ(&v),

where ¢, is the delta function at . The formal expression aﬁ(w) has a rigorous meaning as a

densely defined sesquilinear form on Fy (see [RS75] for details). In particular one has that

on(f) = [de f@ata),  ai(f) = [ do f@)ai(o).

Furthermore, the (anti)commutation relations (4.2) imply that

fax(@). ok @), = @ —y),  [df@).abw)], =0, (4.3)

In the following a central role is played by p-particles operators, i.e. closed operators a®)
on 'H(ip ). When using second-quantized notation it is convenient to use the operator kernel of
a'P). Here is what this means (see [RS80] for details). Let S(R?) be the usual Schwartz space
of smooth functions of rapid decrease, and S’(R?) its topological dual. The nuclear theorem
states that to every operator A on L?(R?), such that the map (f,g) — (f,Ag) is separately
continuous on S(R%) x S(RY), there belongs a tempered distribution (“kernel”) A € S'(R??),
such that

(f.A4g) = A(f®g).
In the following we identify A with A. In the suggestive physicist’s notation we thus have

<f,a(p)g> = /dxl'”dxpdyl"'dypf(xl"">xp)a(p)(x1,'-'axp;yly-"ayp)g(yl""ayp)a

where f,g € S(R%). It will be easy to verify that all p-particle operators that appear in the
following satisfy the above condition; this is for instance the case for all bounded a®) € E(Hf )).
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Next, we define second quantization XN. It maps a closed operator on Hgf ) to a closed

operator on Fy according to the formula?

XN(a(p)) — /dm - odz, dy; - - dy,
ay(zp) - an(x1) a® (1, .y, yp) an () - an(yp) . (4.4)
In order to understand the action of Ay (a®) on HE?), we write

n/2
o = ]:[/m dzy---dz, @™ (21,00, 20) al(zn) - aly(21) Q

and apply Ay (a®) to the right-hand side. By using the (anti)commutation relations (4.3) to
pull the p annihilation operators ay(y;) through the n creation operators ajy(z;), and an(z) Q =
0, we get the “first quantized” expression

~ 5 () Pe(a® @ 1P)PL ifn > p

AN(a(p))‘H? — {NP

4.5
0, ifn<p. (4:5)

This may be viewed as an alternative definition of Ay (a®).

We define 2 as the linear span of {KN(a(p)) cpeN, aP ¢ E(Hg))}. Then 2 is a x-algebra
of closable operators on F{. We list some of its important properties, whose straightforward
proofs we omit.

(i) An(a®)" = An((a®)).

(i) If a® € £(H)) and b@ € £(H?), then

min(p,q) |
~ ~ P q r.o~
Ry (a®) Ay (@) — > <T> <T> 2 Rl o, 89), (4.6)
where
a® e, b = P (o @107 (1P ) @by P E(H(frq*r)) ‘ (4.7)

(n)

(iii) The operator A(a®)) leaves the n-particle subspaces Hy’ invariant.

(iv) If a) € E(Hg)) and b € L(H) is invertible, then
(b~ An(@P)T(b) = Ax((b7H)%Pa® p®P) (4.8)
where I'() is defined on Hg? ) by b®".
(v) If a® € £(H) then

HKN(a(p)) |H(§)

< ()11, (49)

2Such an object is rigorously defined as a sesquilinear form on the space {® € F2 : &™) € S(R®") Vn}, on
which it is closable.
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Of course, on an appropriate dense domain, (4.6) holds for unbounded operators a® and b@
too. We introduce the notation

[a(p)’ b(q)} = V) o, p@ _ p(@) o ) (4.10)

s

Note that [a(p), b(q)]o = 0. Thus,

min(p,q)
An(@), Axp@)] = S <J;> <<J> Jz_' An([a®,0@] ). (4.11)

r
r=1

Next, we move on to discuss dynamics. Take a one-particle Hamiltonian A(Y) = h of the
form h = —A + v, where A is the Laplacian over R? and v is some real function. We denote
by V' the multiplication operator v(z). Two-body interactions are described by a real, even
function w on R3. This induces a two-particle operator W) = W on H®?, defined as the
multiplication operator w(x; — x2). We define the Hamiltonian

~ ~

Hy = AN(h)+%KN(W). (4.12)

Under suitable assumptions on v and w that we make precise in the following sections, one
shows that Hpy is a well-defined self-adjoint operator on F,. It is convenient to introduce

Hy:=N H ~- On Hﬁ? ) we have the “first quantized” expression

1
HN‘HEZL) Zh —|— — Z Wz] =: HO + NW7 (413)
1<1<]<n

in self-explanatory notation.

4.2 Schwinger-Dyson expansion and loop counting

Without loss of generality, we assume throughout the following that ¢ > 0.
Let a?) € E(Hg)) and w be bounded, i.e. w € L®(R?). Using the fundamental theorem of
calculus and the fact that the unitary group (e #0),cp is strongly differentiable one finds
oltHN KN(a(p)) o itHN g (1)

_ eiSHNe*iSHOeitHO KN(a(p)) efitHo eisHoefisHN q)(n) |s_t

t
_ AN(agp))Q(n)+A ds elsHN 715H0 2 {AN(W) AN( (P))} eisHoefisHN (ID(n)’

where (-); := T(e!?) ()T (e7*") denotes free time evolution. As an equation between operators

defined on F{, this reads

t .
oltHN AN(a(p))e—itHN _ AN(agp)) +/ ds eisHNe—isHO%[AN(WS),AN(QEI)))] olsHoo—isHy
0
(4.14)
Iteration of (4.14) yields the formal power series
Z / An(W,),. [AN(th) AN(a§p>)] ] (4.15)
AF(t)
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It is easy to see that, on 'HSI")’ the k-th term of (4.15) is bounded in norm by

k P
(tn?]|wl]lo /NV) <ﬁ> || . (4.16)

k! N

Therefore, on Hg? ), the series (4.15) converges in norm for all times. Furthermore, (4.16)
implies that the rest term arising from the iteration of (4.14) vanishes for k& — oo, so that
(4.15) is equal to (4.14).

The mean-field limit is the limit n = vN — oo, where v > 0 is some constant. The above
estimate is clearly inadequate to prove statements about the mean-field limit. In order to
obtain estimates uniform in N, more care is needed.

To see why the above estimate is so crude, consider the commutator

% _pt(n)\d (D) o 1 (n-p)
—_— AN(WS),AN(at )}"H(in) = m(p)ﬁpil<;<n[wz]757at ®]]. p]P:I:.

We see that most terms of the commutator vanish (namely, whenever p < ¢ < j). Thus,
for large n, the above estimates are highly wasteful. This can be remedied by more careful
bookkeeping. We split the commutator into two terms: the tree terms, defined by 1 <7 < p
and p+ 1 < j < n, and the loop terms, defined by 1 < i < j < p. All other terms vanish. This
splitting can also be inferred from (4.11).

The naming originates from a diagrammatic representation (see Figure 4.1). A p-particle
operator is represented as a wiggly vertical line to which are attached p horizontal branches
on the left and p horizontal branches on the right. Each branch on the left represents a
creation operator aj (x;), and each branch on the right an annihilation operator an(y;). The
product Ay (a(p))g ~ (b)) of two operators is given by the sum over all possible pairings of the
annihilation operators in Ay (a(?)) with the creation operators in Ay (b@). Such a contraction
is graphically represented as a horizontal line joining the corresponding branches. We consider
diagrams that arise in this manner from the multiplication of a finite number of operators of
the form KN(a(p)).

Wip+1,s

Figure 4.1: Two terms of the product KN(agp))KN(WS), represented as labelled diagrams. A

tree term (left) produces a tree diagram. A loop term (right) produces a diagram with one loop.

We now generalize this idea to a systematic scheme for the multiple commutators appearing
in the Schwinger-Dyson expansion. To this end, we decompose the multiple commutator

(ié\;)k Av(Wy,), ... [KN(WM),KN(QIEP))} }
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into a sum of 2¥ terms obtained by writing out each commutator. Each resulting term is a
product of k+ 1 second-quantized operators, which we furthermore decompose into a sum over
all possible contractions for which » > 0 in (4.6) (at least one contraction for each multiplica-
tion). The restriction r > 0 follows from [a®),b(@]y = 0. This is equivalent to saying that all
diagrams are connected.

We call the resulting terms elementary. The idea is to classify all elementary terms according
to their number of loops [. Write

(iN)*
2k

k
- ~ 1~ k.l
AnvWa)s - [An(W) An(af™)] | = D An(FED @), (@17)

where Ft(l;l) e (a®)) is a (p+ k — I)-particle operator, equal to the sum of all elementary terms

H(erk l))

with [ loops. It is defined through the recursion relation (on
kol k-1,
Ft(,tlz..,tk (aP) = ilp+k—1-1) [Wtk, t(tl’ gk (a (10))}1

Ap+k—1 E—1,l—1
+1< 9 >|:Wtk7 t(tl, e )1( (p))}
p+k—1—1
= iPy Z [Wierkfl,tkaFt(,];;.l..’,lt)k_l(a(p)) ® ]l} Py

2

: k—1,1—1
+ IPi Z |:Wij7tk’ Ft(,tl,...,tk,)l (a’(p)):| Pi 9 (418)

1<i<j<pt+k—l

as well as Ft(o’o) (aP) := agp). Ifl <0,1l >k orp+k—1>n then Ft(f;’l’)7tk (a®)) = 0. The
interpretation of the recursion relation is simple: a (k,[)-term arises from either a (k—1,1)-term
without adding a loop or from a (k — 1,1 — 1)-term to which a loop is added. It is not hard to
see, using induction on k and the definition (4.18), that (4.17) holds. It is often convenient to
have an explicit formula for the decomposition into elementary terms:

c(p,k,l)
k,l (k1)
Ft(th) St Z F 1,(?{1@ ))’

where F}(l,fll’)(??k (a?)) is an elementary term, and ¢(p, k, 1) is the number of elementary terms in

Ft(lzfll)tk (a(p))-

In order to establish a one-to-one correspondence between elementary terms and diagrams,
we introduce a labelling scheme for diagrams. Consider an elementary term arising from a
choice of contractions in the multiple commutator of order k, along with its diagram. We label
all vertical lines v with an index i, € N as follows. The vertical line of ) is labelled by 0
The vertical line of the first (i.e. innermost in the multiple commutator) interaction operator
is labelled by 1, of the second by 2, and so on (see Figure 4.2). Conversely, every elementary
term is uniquely determined by its labelled diagram. We consequently use o = 1,...,¢(p, k, 1)
to index either elementary terms or labelled diagrams.

Use the shorthand t = (¢1,...,;) and define

L2

Ft(k‘,l)(a(p)) = /Ak(t) di Ft(]t{:’l) (a(p)) . (419)
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Figure 4.2: The labelled diagram corresponding to a one-loop elementary term in the commu-
tator of order 4.

In summary, we have an expansion in terms of the number of loops (:

co k
I Ry (al®) e = 33 R (FM @) (4.20)
k=0 [=0

(n)

which converges in norm on Hy’, n € N, for all times ¢.

4.3 Convergence for bounded interaction

For a bounded interaction potential, ||w|~ < oo, it is now straightforward to control the
mean-field limit.

Lemma 4.1. We have the bound

k,l
|FED @] < eto, bl 1o, (421)

Furthermore,

elp, k1) < 2k<];>(p+k—l)l(p+k:—1)---p. (4.22)

Proof. Assume first that [ = 0. Then the number of labelled diagrams is clearly given by
26p ... (p+k —1). Now if there are [ loops, we may choose to add them at any I of the k steps
when computing the multiple commutator. Furthermore, each addition of a loop produces at
most p + k — [ times more elementary terms than the addition of a tree branch. Combining
these observations, we arrive at the claimed bound for ¢(p, k, ).

Alternatively, it is a simple exercise to show the claim, with ¢(p, k, ) replaced by the bound
(4.22), by induction on k. O

Lemma 4.2. Let v > 0 and t < (8v||w|/oo)™t. Then, on HSEN), the Schwinger-Dyson series
(4.20) converges in norm, uniformly in N.
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Proof. Recall that p 4+ k — [ < n for nonvanishing AN( % l)(a(p))) |H(”)' We find
X

oo k 1 R
22 /w) t |[An (FE0 @) e |

k=0 [=0
o k
p—l—k l 1 E\ (p+k—1 _
< S sy gl () (P o)
k=0 1=0 ’
< S Suwlt) 207 a2
k=0
1

(20)? ||,

1 — 8v||w||oot

where we used that Zf:o (’;) = 2% and in particular (’;) < 2k, O

In the spirit of semi-classical expansions, we can rewrite the Schwinger-Dyson series to get
a “1/N-expansion”, whereby all I-loop terms add up to an operator of order O(N ).

Lemma 4.3. Let t < (8v||w||oo)™! and L € N. Then we have on H( o)

L—-1 o'}
) — . 1 1
eltHN AN(a(p))efltHN _ § : =i § : kl) ))) +O<m> ,
=0

where the sum converges uniformly in N .

Proof. Instead of the full Schwinger-Dyson expansion (4.15), we can stop the expansion when-
ever L loops have been generated. More precisely, we iterate (4.14) and use (4.11) at each
iteration to split the commutator into tree (r = 1) and loop (r = 2) terms. Whenever a term
obtained in this fashion has accumulated L loops, we stop expanding and put it into a remain-
der term. Thus all fully expanded terms are precisely those arising from diagrams containing
up to L — 1 loops, and it is not hard to show that the remainder term is of order N—F.

In view of later applications, we also give a proof using the fully expanded Schwinger-Dyson

series. From Lemma 4.2 we know that the sum converges on Hgg M

and can be reordered as

in norm, uniformly in N,

it N ;&N( () o~ itHN Z Z/ dt AN F(k‘ l)( (P))),
=0
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(vN

as an identity on HY ), Proceeding as above we find

< 1 oo/ N *0)
= at [ A (F50 @) ] |
=N ; AR(D) b T
I o= (p+ k=1t 1 E\ (p+k—1 _
S NI NI L Jl{p%,lg,,N}HQHwHOOt)’“ ; . kPRl @)
=L k=l
S oamE SN+ k= DEEv]w]st)t (20)7 o]
=L k=l
= GNTE L X+ R @) )]
=L k=0
JR— ! el L!
< ot 20)\P (»)
oy 2O g e ) e
1 e? L' (8v|w|oot)”
= AT T3 20 la®]l,
(N)F (1 = 8vflw]ot)
where in the second last step we used the following elementary lemma. O

Lemma 4.4. Let |z| < 1. Then

e}

L k epL!
2 S e
Proof. Let first p = 0.
L!
= Z(kJrL) (k4 D2k = ) kb
k=0 k=0
Thus,
00 oo L I L I I
Lk __ L—l1.l, .k L—1 :
Denret = 35 (1) < 20 i
k=0 k=0 1=0 1=0
L
L! 1, P L!
< — O
(1—z)b+ lzg @—r 1—2)+1

4.4 Convergence for Coulomb interaction

In this section we consider an interaction potential of the form

(4.23)

1
w(r) = k—,
|z
where k € R. We take the one-body Hamiltonian to be

h = —A,

the nonrelativistic kinetic energy without external potentials. We assume this form of A and
w throughout Sections 4.4, 4.5, and 4.6. In Section 4.7, we discuss some generalizations.
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4.4.1 Kato smoothing

The non-relativistic dispersive nature of the free time evolution e? is essential for controlling

singular potentials. It embodied by the following dispersive estimate, which is sometimes
referred to as Kato’s smoothing estimate, as it was first derived using Kato’s theory of smooth
perturbations; see [RS78,Sim92]. Here we present a new, elementary proof, which yields the
sharp constant and may be easily generalized to free Hamiltonians of the form (—A)”, where
1/2 <y < dj2.

Lemma 4.5. For d > 3 and ¢ € L*(R?%) we have

1 i 2 ™
[t el ol < el (424

More generally, for d > 2 and v satisfying 1/2 < v < d/2 we have

/ at |||z~ A ol < e ol (4.25)

for some constant cq~ > 0.

Remark 4.6. The constant in (4.24) is sharp. Indeed, (4.24) is saturated if ¢ is Gaussian. To
show this, consider the wave function

o) = (3) e,

™

where @ > 0. Note that the normalization of ¢ is chosen so that ||¢| = 1. By Fourier
transformation we find

(e"2p)(z) = (%)dﬂm em(—ﬁl&:?).

This yields

d/2

-1 itA |2 1 a a 2
= fde —(—% v

el <™ ] /x\x]2<7r(1+4a2t2)> eXp< 1+4a2t2m>

d-1 a e d-3 a 2
= S| ———=5= dr r®— - .
| |<7T(1 + 4a2t2)> /0 nr exp( 1+ 40262 )

Here S%! is the unit sphere in R? and [S*!| = 27%2/T(d/2) its surface measure. After
evaluating the integral we get

d d/2—
(R S b YRR RN
(1 + 4a?t?) 2 a 2

S a  T(d/2)

27d/2 1+ 4at2 d/2 — 1
1 2a

d—21+4a22"

1 i ™
/dt H|x| 1etAgoH2 = 75"

Thus,
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Remark 4.7. At the endpoint v = 1/2 the dispersion law of the time evolution is w(k) =
|k|. Thus all spatial frequency components have the same propagation speed, i.e. there is no
dispersion and the smoothing effect of the time evolution (which relies on the fast propagation
of high spatial frequencies) vanishes. It is therefore not surprising that the endpoint v = 1/2
is excluded in (4.25). Similarly, the claim is false at the other endpoint v = d/2. This can be
seen by noting that, for instance if ¢ is Gaussian, e*it(*A)d/ng is nonzero in a neighbourhood
of 0 for small times. Since |z|~¢ is not locally integrable, it follows that the left-hand side of

(4.25) is oco.

Remark 4.8. It is easy to see that our proof of (4.25) remains valid if the power law potential
v(x) = |x|~7 is replaced with a potential v satisfying

-~ 1
2
20 %
where = denotes Fourier transformation.

Proof of Lemma 4.5. The left-hand side of (4.24) defines a quadratic form in ¢. By density,
if we prove (4.24) for all ¢ € S, it follows that (4.24) holds for all ¢ € L?. Let us therefore
assume that ¢ € §. By monotone convergence, we have

—1 itA 2 .
/dtchﬂl e ol —g{gf(n),

where

fn) = /dt [l e P e 2" = /dt (0, D |72 oA ) o=

In order to write the scalar product in Fourier space, we recall (see e.g. [LLO1]) that, for
0 < a < d, we have

NONZE
In particular,
e Y . KA S
(d = 2)[S% 1] |42
Thus
(271' )42 / g / — 1 i
= dt dpi d e .
f(n) (27T)d/2 ’Sd 1‘ e 2! p1Ap2 (P(pl)e ’pl _pQ‘d_Q € 90(]72)

Using Fubini’s theorem we get

1 1
= dp; d dt it(pt—p3)
f(n) D 1’/ p1 dp2 tp(m)’ " 2@(192)/ e 2
1 —_ 1 1 _ L (p2_p2)2
= ———— [dpd — Ir——— e P17
(d—2)\Sd_1!/ Prdp2 p(p1) o wlp) 2 e
27 1 1 L (p2—p2)2
< ———— dp; d 37 (P1—D3)
(d— 2)|Sd_1| / P1dp2 ‘(p(pl)‘ ‘90(]72)’ |p1 _p2|d_2 \/ﬁe "
2T 1 1

e 2n (pl pg)

[p1 = pa2|42 /2mn ’

< o [ e e
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where in the last step we used the inequality 2ab < a? + b? and symmetry. This implies

2 H H2 /d 1 1
v Iell7 sup [ dpy —
(d —2)[Se-1| P2 Ip1 — p2|?=2 /2mn

Let us write po = Ap and k := p; /), where A > 0 and p € ST . Thus we get

1 2 2\2
e_%(pl_pQ) .

f(n) <

27 9 / 1 A2 _ﬁ(k2_1)2
< ———— sup dk e .
0 < @y W R ) O e v

We do the integral over k using polar coordinates:

\/1_)d_2
E = +ove, dk = 5 dvde, ve(O,oo),eeSd_l,

where de denotes the usual surface measure on S~!. This gives

00 )\2 e 12
dv g(v) ST
/0 V27

where

Vo 1 1/ 1
=T de ——15 = 5 de —— 4.26
g9(v) 2 gd—1 ‘ |v/ve — p|i—2 2 Jgi1 € le — p/y/0]42 (4.26)

Next, recall Newton’s theorem for spherically symmetric mass distributions (see e.g. [LLO1]):
If 41 is a spherically symmetric, finite, complex measure on R%, then

1 1 1
/dﬂ(y) Ty Jai? /dﬂ(y) ]l{|y<|x|}+/dﬂ(y) g2 Lyl -

This yields

W = . s4-1 w7 ifu <1
v) = &
I 2 |84 ifo>1.

Thus, ¢ is continuous and takes on its maximum value at 1. Since

A2 e—%(v—l)2
V21

is an approximate delta-function centred at 1 it follows that

o0 2 4 0 2 4
sup/ dv g(v) A e 2D = i dv g(v) A o 2 (7 g(1).
0

A V21 A—o0 Jo V21
Thus,
1 2m m
< - T |git 2 _ T 12
1) < 3= 8 el = 75l
This completes the proof of (4.24).
The proof of (4.25) follows the proof of (4.24) up to (4.26). The claim then follows from

sup

/ d L <
P S
w0 Jsi-1 o le —p/y/ul2

for p € S and 2y > 1. O

oo,



96 4. THE MEAN-FIELD LIMIT OF A QUANTUM GAS WITH COULOMB INTERACTION

In order to avoid tedious discussions of operator domains in equations such as (4.14), we
introduce a cutoff to make the interaction potential bounded. For € > 0 set

w(z) = w(T)L{jw(@) <1} 5

so that [|w®|| < e~ !. Now the Kato smoothing estimate (4.24) implies, for ¢ > 0,

/Hw€ lmng dt < /Hwelmgpu dt < 7k? || (4.27)
R

An immediate consequence is the following lemma.

Lemma 4.9. Let &) ¢ Hg?). Then
. 2
[ Iwg e a0 ar < T o). (4.28)
R

Proof. By symmetry we may assume that (i,j) = (1,2). Choose centre of mass coordinates
X = (x1 +22)/2 and € = x5 — x1, set Q) (X, € x3,...,2,) := ) (21,..., 2,), and write

[ Wi @ ar = [ fus(e) s s ar,
R R

since Hy = —A1 — Ay = —Ax/2—2A¢ and [Ax,w®(§)] = 0. Therefore, by (4.27) and Fubini’s
theorem, we find

/Hsze”Hoqﬂ")Hth = /dXd:vg---d:cn/dtd£ |w? (€) 22 V(X €, 2, ... )|
R

2 ~
< T [axdeyedn, [ag B0 v,
2
_ ﬂnq)(n)H?. 0
2

By Cauchy-Schwarz we then find that

(n 1/2 e —isHo F(n) 12 TRt 2 (n)
/H We, a0 ds < t /HW aPas) < (TEL) e (a29)

By iteration, this implies that, for all elementary terms «,

24\ k/2
[t [ a0 @a0n0) < (T57) laP ety o)

where the superscript € reminds us that F; (k Dla).e (a(p)) is computed with the regularized po-
tential w®. Thus one finds

[a®]],

7m2t> k/2 |

(kl),e ()
IS < k) (%

for all e > 0.

Unfortunately, the above procedure does not recover the factor 1/k! arising from the time-
integration over the k-simplex AF(t), which is essential for our convergence estimates. First
iterating (4.28) and then using Cauchy-Schwarz yields a factor 1/v/k!, which is still not good
enough.

A solution to this problem must circumvent the highly wasteful procedure of replacing the
integral over A¥(¢) with an integral over [0,t]*. The key observation is that, in the sum over
all labelled diagrams, each diagram appears of the order of k! times with different labellings.
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4.4.2 Graph counting

In order to make the above idea precise, we make use of graphs (related to the above diagrams)
to index terms in our expansion of the multiple commutator

iN)F ~ ~
( 2,2 An(W,),. .. AN(th),AN(agm)} } . (4.31)
The idea is to assign to each second quantized operator a vertex v = 0,...,k, and to represent

each creation and annihilation with an incident edge. A pairing of an annihilation operator
with a creation operator is represented by joining the corresponding edges. The vertex 0 has
2p edges and the vertices 1,..., k have 4 edges. We call the vertex 0 the root.

The edges incident to each vertex v are labelled using a pair A = (d, i), where d = a,c
is the direction (a stands for “annihilation” and ¢ for “creation”) and i labels edges of the
same direction; ¢ = 1,...,pif v =0 and ¢ = 1,2 if v = 1,...,k. Thus, a labelled edge is of
the form {(v1, A1), (v2, A2)}. Graphs G with such labelled edges are graphs over the vertex set
V(G) = {(v,\)}. We denote the set of edges of a graph G (a set of unordered pairs of vertices
in V(G)) by E(G). The degree of each (v, \) is either 0 or 1; we call (v, \) an empty edge of v if
its degree is 0. We often speak of connecting two empty edges, as well as removing a nonempty
edge; the definitions are self-explanatory.

We may drop the edge labelling of G to obtain a (multi)graph G over the vertex set
{0,...,k}: Each edge {(v1, A1), (v2,\2)} € E(G) gives rise to the edge {v1,v2} € E(G). We
understand a path in G to be a sequence of edges in F(G) such that two consecutive edges are
adjacent in the graph G. This leads to the notions of connectedness of G and loops in G.

The admissible graphs —i.e. graphs indexing a choice of pairings in the multiple commutator
(4.31) — are generated by the following growth process. We start with the empty graph Gy, i.e.
E(Gp) = 0. In a first step, we choose one or two empty edges of 1 of the same direction and
connect each of them to an empty edge of 0 of opposite direction. Next, we choose one or two
empty edges of 2 of the same direction and connect each of them to an empty edge of 0 or 1 of
opposite direction. We continue in this manner for all vertices 3,...,k. We summarize some
key properties of admissible graphs G.

(a) G is connected.
(b) The degree of each (v, \) is either 0 or 1
(c) The labelled edge {(v1, A1), (v2, A2)} € E(G) only if A\; and Ay have opposite directions.

Property (c) implies that each graph G has a canonical directed representative, where each
edge is ordered from the a-label to the c-label. See Figure 4.3 for an example of such a graph.

We call a graph G of type (p, k,l) whenever it is admissible and it contains [ loops. We
denote by G(p, k,1) the set of graphs of type (p, k,1).

By definition of admissible graphs, each contraction in (4.31) corresponds to a unique
admissible graph. A contraction consists of at least k and at most 2k pairings. A contraction
giving rise to a graph of type (p, k,1) has k + [ pairings. The summand in (4.31) corresponding
to any given [-loop contraction is given by an elementary term of the form

ATV
%AN(WM_”) : (4.32)

where the (p + k — [)-particle operator b®*+*=1 is of the form

W

ppk=1) _ Py Wi1j1,tu1 Wit (agp) ® ]l(k—l)) W; it Py, (4.33)

T+1jr+17tvr+1 :
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Figure 4.3: An admissible graph of type (p =4,k = 7,1 = 3).

for some r = 0,...,k. Indeed, the (anti)commutation relations (4.3) imply that each pairing
produces a factor of 1/N. Furthermore, the creation and annihilation operators of each sum-
mand corresponding to any given contraction are (by definition) Wick ordered, and one readily
sees that the associated integral kernel corresponds to an operator of the form (4.33). Thus we
recover the splitting (4.17), whereby Ft(,lfl’{)
elementary terms of the form (4.33).

As remarked above, we need to exploit that many graphs have the same topological struc-
ture, i.e. can be identified after some permutation of the labels {1,...,k} of the vertices cor-
responding to interaction operators. We therefore define an equivalence relation on the set of
graphs: G ~ G’ if and only if there exists a permutation o € Sy such that G’ = R,(G). Here
R,(G) is the graph defined by

t (aP)) is a sum, indexed by all I-loop graphs, of

veey

{(v1, A1), (v2,A2)} € E(Ry(G)) <= {(a(v1), A1), (0(v2),A2)} € E(G),

where o(0) = 0. We call equivalence classes [G] graph structures, and denote the set of graph
structures of admissible graphs of type (p, k, 1) by Q(p, k,1).

Note that, in general, R,(G) need not be admissible if G is admissible. It is convenient to
increase G(p, k,1) to include all R,(G) where o € Si, and G is admissible. In order to keep track
of the admissible graphs in this larger set, we introduce the symbol i which is by definition 1
if G € G(p, k,1) is admissible and 0 otherwise. Because R,(G) # G if o # id,

|g(p, k:,l)| = k! |Q(p, k:,l)|. (4.34)

Our goal is to find an upper bound on the number of graph structures of type (p,k,[),
which is sharp enough to show convergence of the Schwinger-Dyson series (4.15). Let us start
with tree graphs: | = 0. In this case the number of graph structures is equal to 2¥ times the
number of ordered trees® with k 4+ 1 vertices, whose root has at most 2p children and whose
other vertices have at most 3 children. The factor 2* arises from the fact that each vertex
v =1,...,k can use either of the two empty edges of compatible direction to connect to its
parent. We thus need some basic facts about ordered trees, which are covered in the following
(more or less standard) combinatorial digression.

3An ordered tree is a rooted tree in which the children of each vertex are ordered.
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For z,t € R and n € N define

Ap(z,t) = — (”H”t) (4.35)

T+ nt n

as well as Ag(x,t) := 1. After some juggling with binomial coefficients one finds
Z Ap(2, ) An—k(y, 1) = An(z +y,t); (4.36)
k=0

see [Knu98| for details. Therefore

S Ap(mt) - An () = Az oo+ 3 t). (4.37)

ni+--+n,=n

mo. B 1 IT+nm\ 1 nm
Cn' 1= An(lm) = 1+nm< n > N n(m—l)—i—l(n)’ (4.38)

the n’th m-ary Catalan number. Thus we have

)RR e RE Yo — <r+"m>. (4.39)

r+nm n
ni+-+nr=n

Set

In particular,
> cm...om o= Cm. (4.40)
ni+-+nm=n—1

Define an m-tree to be an ordered tree such that each vertex has at most m children. The
number of m-trees with n vertices is equal to C]'. This follows immediately from C§* = 1
and from (4.40), which expresses that all trees of order n are obtained by adding m (possibly
empty) subtrees of combined order n — 1 to the root.

We may now compute |Q(p, k,0)|. Since the root of the tree has at most 2p children, we
may express |Q(p, k, 0)| as the number of ordered forests comprising 2p (possibly empty) 3-trees
whose combined order is equal to k. Therefore, by (4.39),

2p 2p + 3k

k,0)] = 2 508 = ok . 4.41

Q(p. k. 0) 2 Gl =2y (4.41)
ni+-+nop=

Next, we extend this result to all values of [ in the form of an upper bound on |Q(p, k,1)|.

Lemma 4.10. Let p,k,l € N. Then

1Q(p. k)| < 2F (?) (21);%) (p+k-0" (4.42)

Proof. The idea is to remove edges from G € G(p, k,l) to obtain a tree graph, and then use
the special case (4.41).
In addition to the properties (a) — (c) above, we need the following property of G(p, k,1):

(d) If G € G(p, k,1) then there exists a subset V C {1,...,k} of size [ and a choice of direction
0 :V — {a,c} such that, for each v € V, both edges of v with direction 6(v) are nonempty.
Denote by £(v) C E(G) the set consisting of the two above edges. We additionally require
that removing one of the two edges of £(v) from G, for each v € V, yields a tree graph,
with the property that, for each v € V, the remaining edge of £(v) is contained in the
unique path connecting v to the root.
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This is an immediate consequence of the growth process for admissible graphs. The set V
corresponds to the set of vertices whose addition produces two edges. Note that property (d) is
independent of the representative and consequently holds also for non-admissible G € G(p, k, ).

Before coming to our main argument, we note that a tree graph T' € G(p, k,0) gives rise
to a natural lexicographical order on the vertex set {1,...,k}. Let v € {1,...,k}. There is
a unique path that connects v to the root. Denote by 0 = v1,v9,...,v4 = v the sequence of
vertices along this path. For each j = 1,...,¢ — 1, let A; be the label of the edge {v;,vj11}
at v;. We assign to v the string S(v) := (A1,...,A;—1). Choose some (fixed) ordering of the
sets of labels {A}, for each v. Then the set of vertices {1,...,k} is ordered according to the
lexicographical order of the string S(v).

We now start removing loops from a given graph G € G(p,k,l). Define R; as the graph
obtained from G' by removing all edges in (J,y, £(v). By property (d) above, R; is a forest
comprising [ trees. Define 77 as the connected component of Ry containing the root. Now we
claim that there is at least one v € V such that both edges of £(v) are incident to a vertex of
T;. Indeed, were this not the case, we could choose for each v € V an edge in £(v) that is not
incident to any vertex of T7. Call R] the graph obtained by adding all such edges to R;. Now,
since no vertex in V is in the connected component of Ry, it follows that no vertex in V is in
the connected component R}. This is a contradiction to property (d) which requires that R}
should be a (connected) tree.

Let us therefore consider the set V of all v € V such that both edges of £(v) are incident
to a vertex of T1. We have shown that V # . For each choice of v and e, where v € V and
e € £(v), we get a forest of | — 1 trees by adding e to the edge set of R;. Then v is in the same
tree as the root, so that each such choice of v and e yields a string S(v) as described above.
We choose v1 and e(v1) as the unique couple that yields the smallest string (note that different
choices have different strings). Finally, set G equal to G from which e(v;) has been removed,
and V1 =V \ {v}.

We have thus obtained an (I — 1)-loop graph G and a set V; of size [ — 1, which together
satisfy the property (d). We may therefore repeat the above procedure. In this manner we
obtain the sequences vy, ...,v; and G1,...,G;. Note that G; is obtained by removing the edges
e(v1),...,e(y) from G, and is consequently a tree graph. Also, by construction, the sequence
v1,...,0; is increasing in the lexicographical order of Gj.

Next, consider the tree graph G;. Each edge e(v;) connects the single empty edge of v;
with direction §(v;) with an empty edge of opposite direction of a vertex v, where v is smaller
than v; in the lexicographical order of Gj. It is easy to see that, for each j, there are at most
(p + k — 1) such connections.

We have thus shown that we can obtain any G € G(p,k,l) by choosing some tree G; €
G(p,k,0), choosing [ elements v; out of {1,...,k}, ordering them lexicographically (according
to the order of G;) and choosing an edge out of at most (p + k — [) possibilities for vy, ..., v;.
Thus,

90| < ()0 k=060

The claim then follows from (4.34) and (4.41). O
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4.4.3 Proof of convergence

We are now armed with everything we need in order to estimate [, ® dt F(k l)( (P)). Recall
that
ik

k,l k(G
Fyl) @) = o0 3T e B @), (4.43)
GeG(p,k,l)

where Ftsl;’?.(gi(a(p)) is an elementary term of the form (4.33) indexed by the graph G. We
rewrite this using graph structures. Pick some choice P : Q(p, k,l) — G(p, k,l) of representa-
tives. Then we get

k
k)l 1 (k,1)(G)
Ft(’tl’?"’tk (a(p)) - Q_k Z Z i F, t1,. (7 k (p))
QeQ(p,k,l) GeQ
ik kl Ro (P

QeQ(p,k,l) o €Sk
Now, by definition of R,, we see that
&, l)(Ra(G))( (p)) — p&dG) (a(p)) ]

tt et tto(1)s-lo (k)
Thus,
'k
k.l 1 . k,0)(P
/ dt Ft(,tlz..,tk(a(p)) = ok Z Z ZRU(P(Q))/ dt Ft(,ta()l(),..(.,%?,)(k)(a(p))
Ak (t) QeQ(p,k,l) o€SK Ak(t)
i* k0)(
LS [ o)
QeQ(p,k,l)
where

A%(t) = {(tl,...,tk) :doe Sy iRg(P(Q)) =1, (to(l)a---7to(k)) € Ak(t)} C [O,t]k

is a union of disjoint simplices.
Therefore, (4.29) and (4.33) imply, for any ®P+e-0 ¢ Hﬁ{’*’“‘”, that

k.l - 1 (k,1)(P
fo e @] < g 30 [ ar Y @) e

QeQ(p,k,l)
1 (kD(P(Q)) kL
< X / dt || EED @) (40 gk
QeQ(p.k1)” 01
1 2\ /2 _
<3 X (B 1eoery
QeQ(p,k,l)
2p + 3k\ [k 2t K2
< () (D) o0t (TH) 1y,

where the last inequality follows from Lemma 4.10. Of course, the above treatment remains
valid for regularized potentials. We summarize:

1).e 2p + 3k\ [k e A
0@ < (P (orr-0 (T e s
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for all € > 0.
Using (4.45) we may now proceed exactly as in the case of a bounded interaction potential.
Let

1
R 4.46
PUY) = oy (4:46)
The removal of the cutoff and summary of the results are contained in
Lemma 4.11. Let t < p(k,v). Then we have on HEEN)
. R ) oo k 1 - ol
eltHN AN(a(p)) efltHN _ Z Z ﬁ AN(E( ) )(a(p))) , (447)
k=0 [=0

in operator norm, uniformly in N. Furthermore, for L € N, we have the 1/N -expansion

L—1 o]
. —~ . 1 1
eltHN AN(a(p)) e—ltHN _ z : N § k l) ))) + [0) <NL> (448)

(vN)

where the sum converges on Hy "’ uniformly in N.

Proof. Using (4.45) we may repeat the proof of Lemma 4.3 to the letter to prove the statements
about convergence. Thus (4.47) holds for all € > 0.

What remains is the proof of (4.47) for ¢ = 0. Our strategy is to show that both sides of
(4.48) with € > 0 converge strongly to the same expression with e = 0.

We first show the strong convergence of Ft(k’l)’e( (1)), Let @™ ¢ H(n) and consider
V5.0 = Wi ¥ = gy Wige 000 < e o0t

17,8

Since the right-hand side is in Ll([O, t]), we may use dominated convergence to conclude that

— Wis)2™| = 0.

lim ds H

c—0 0 Z_] S

Now
/ds/ ds’ H ij,8 Z] S’q)(n) Wijvswi/j’,s/(b(n)u
< [Fas [ as g gy 0 - W W0t

/ ds/ ds’ H s Wi, o — Wz‘j,st"j/,s'@(n)H-

The first term is bounded by

2.\ 1/2 ft
(%) /Ods’ Wi @™ =Wy g@™] — 0,  e—0.

The integrand of the second term is bounded by 2{|Wij7sWi/j/78/<I>(") | € L1([0,]?), so that dom-
inated convergence implies that the second term vanishes in the limit € — 0. A straightforward
generalization of this argument shows that

Ft(kvl)ﬁ(a(p))q)(p%—l) - Ft(kyl)(a(p))@p%—l)’
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as claimed. Since the series (4.47) converges uniformly in e, we find that
o k 1 (k 0, o k 1 k )
~ . ~
33 S () 00— 353G R () o0

as e — 0.
Next, we show that e #HN®(™) — o~ #HNH™)  This follows from the strong resolvent

convergence of HY to Hy as € — 0, by Trotter’s theorem [RS80]. Let W*¢ := ZK] Wi, and

consider
N|[(Hy —)7'e™ — (Hy —i) o™ = ||(Hy — )" (W - W) (Hy —i)toM)||
< (W = W) (Hy —i) e

Clearly ¥(") := (Hy —1)~1®™ is in the domain of Hy. By the Kato-Rellich theorem [RS75],
U™ is in the domain of W;; for all 4, j. Therefore,

|(Wij = W) (Hy = )7 ™| = [T, pse1y Wi @™ — 0

as € — 0. Therefore

eltHY AN(a(p)) o itHY, o _, eitHN ;‘;N(a(p)) e itHN o)

as € — 0, and the proof is complete. U

4.5 The mean-field limit of a Bose gas

In this section we consider a quantum Bose gas and identify its mean-field dynamics as the
dynamics given by the Hartree equation.

4.5.1 The Hartree equation

The Hartree equation reads
00 = hop+ (w= o). (4.49)

It is the equation of motion of a classical Hamiltonian system with phase space I' := H L(R3).
Here H'(R?) is the usual Sobolev space of index one. In analogy to AN we define A as the

map from closed operators on Hg{)) to functions on phase space, through
A(aP)(p) = (o™, a?) =P
= /dxl---dxpdyl---dyp G(xp) - @) a® (w1, wpiyn, o yp) e(yn) o)
We define the algebra of ”classical” observables 2 as the linear hull of
{A(@?) : peN, a® e L(HP)}.

The Hamilton function is given by
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i.e.
1 1
Hip) = [do[Vel +5 [do@slol)lel = oihe) + 567 W) (@50

Using the Hardy-Littlewood-Sobolev and Sobolev inequalities (see e.g. [LLO1]) one sees that
H(yp) is well-defined on T

lp()? [ (y)? 2 4
/dﬁﬂdyw S H|80|2H6/5 = HSDH%Q/EJ S el

where the symbol < means the left side is bounded by the right-hand side multiplied by a
positive constant that is independent of ¢.
The Hartree equation is equivalent to

The symplectic form on I' is given by
w= i/dx do(x) A de(x),

which induces a Poisson bracket given by

{p(x),p(y)} = 0z —y), {p@),e)} = {o=),p(y)} = 0.

For A, B € 21 we have that

. 0A 0B B 0A
4By = / dr {w(x) 5o@)  bp(x) dp(0)]|

The “mass” function

N(yp) = /dx lol?

is the generator of the gauge transformations ¢ — e %y, By the gauge invariance of the
Hamiltonian, {H, N} = 0, we conclude, at least formally, that N is a conserved quantity.
Similarly, the energy H is formally conserved.

The algebra of classical observables 2 has the following properties.

(i) A(a®) = A((a?)").
(ii) If a® € L(H'P)) and b € L(H), then
A(a®))(bp) = A((b*)®pa(p)b®p)(¢) )
(iii) If a®) and b9 are p- and ¢-particle operators, respectively, then

{A@@®),A®?)} = ipgA([a,b9)],). (4.51)

(iv) If aP) € E(Hf)), then
[A@P) (@] < a? | le] . (4.52)
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The free time evolution .
#p) = ey
is the Hamiltonian flow corresponding to the free Hamilton function A(h). We abbreviate the

free time evolution of observables A € 2 by A; := Ao ¢). Thus, A(a®), = A(agp)).
In order to define the Hamiltonian flow on all of L?(R3), we rewrite the Hartree equation
(4.49) with initial data ¢(0) = ¢ as an integral equation

p(t) = eith@—i/o ds ¢ (w x Jip(s) ) o (s) - (4.53)

Lemma 4.12. Let ¢ € L?(R3). Then (4.53) has a unique global solution ¢(-) € C(R; L?(R?)),
which depends continuously on the initial data ¢. Furthermore, ||p(t)|| = ||¢]|| for allt. Finally,

we have a Schwinger-Dyson expansion for observables: Let a®) E('H%)), v>0andt <
p(k,v). Then

Ala®) (1) = 3 A" (@®))(p)
k=0

_ f: ik At {AW,), . {A(Wy), AP} . Y () s (4.54)
2 Ak (1)
k=0 t

uniformly in the ball B, = {p € L*(R?) : [|p||?> < v}.

Proof. The well-posedness of (4.53) is a well-known result; see for instance [CG75,Zag92]. The
remaining statements follow from a “tree expansion”, which also yields an existence result. We
first use the Schwinger-Dyson expansion to construct an evolution on the space of observables.
We then show that this evolution stems from a Hamiltonian flow that satisfies the Hartree
equation (4.53).

First, we generalize our class of “observables” to functions that are not gauge invari-
ant, i.e. that correspond to bounded operators a(®?) € L(HY;HL). We set A(al@P))(p) =
<<p®q,a(q’p)<p®p>, and denote by 2 the linear hull of observables of the form A(a(qﬁp)) with
al?) € L(HE;HY).

It is convenient to introduce the abbreviations

G = {A(h),-}, D= %{A(W), 3.

Then ¢ is well-defined on 2 through (e“*A)(p) = A(e ), where A € 2. Note also that

1
Dy = e¥*De” G = S 1AW, -3

Let A € 2. We use the Schwinger-Dyson series for e(¢TP)t to define the flow S(t)A through

S(H)A = / dt Dy, --- Dy, et A
() ];) AR () ty t1

- Z/Ak( ) dt 2ik {A(Wtk)? s {A(th),At)} .. } . (4.55)
k=0 ¢

Our first task is to show convergence of (4.55) for small times.
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Let A= A(al®P)). As with (4.51) one finds, after short computation, that

1 q P
STAY), A(a@P)} = A(i > Wign (@ @1)—i) (o @ 11)Wl-p+1> . (4.56)
i=1 i=1
Thus we see that the nested Poisson brackets in (4.55) yield a “tree expansion” which may be
described as follows. Define Tt(,]g,...,tk (a®P)) recursively through
Tt(o)(a(q,p)) - agqvp)

)

q+k—1

k . k—1
Tt(,tl),...,tk(a(q’p)) = 1Py Z Wi gtk ty (Tt(,tl,...),tk,l(a(q’p)) ® ]1>P+
i=1
p+k—1

k—1)
—iP Z < t(th - (q’p))®1>Wip+k,tkP+-

Note that Tt(l:l)tk (a?P)) is an operator from H(p+k) to 'H(q+k) Moreover, (4.56) implies that
1 k
S AAWL), - {AV,) A"} ) = A(T}tl{ " (a@vp))) . (4.57)

Also, by definition, we see that for gauge-invariant observables a?) we have

k k,
Tt(t) t (a(p)) = ng, 0?..%(@(1)))-

sU1see0ll

We may use the methods of Section 4.4 to obtain the desired estimate. As shown in that
section, 7}(7];1)7__7%((1(1’)) is a sum of elementary terms, indexed by labelled ordered trees, whose
root has degree at most p + ¢, and whose other vertices have at most 3 children. From (4.39)

we find that there are
p+q (p +q+ 3/<:>

p+q+ 3k k
unlabelled trees of this kind. Proceeding exactly as in Section 4.4 we find that
24\ k/2
/ dt HT ,(a (qm)@(p%)H < <p+q+ 3k> (W“ t) lal@?) [|[|a®+R)||,
AR (D) Pt k 2

where ®P+k) ¢ ngwrk)_ Let ¢ € L%(R3) with |l¢||> < v. Then |A(a%P)(p)] < [|al®P)||||p|PT4
implies

Lo
AF(t)

QLIC {A(Wtk)7 s {A(Wt1 7p } } ‘

24\ k/2
< <p+qk+3k> (T patomprsmorase

Convergence of the Schwinger-Dyson series (4.55) for small times ¢ follows immediately.
Thus, for small times ¢, the flow S(¢) is well-defined on 2, and it is easy to check that it
satisfies the equation

t
S(H)A = A+ / ds S(s) DeCt=) 4 (4.59)
0
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for all A € 2.

In order to establish a link with the Hartree equation (4.53), we consider f € L?*(R3) and
define the function F; € 2 through F¢ (@) == (f,¢). Clearly, the mapping f — (S(t)Fy)(¢) is
antilinear and (4.58) implies that it is bounded. Thus there exists a unique vector <p( ) such
that

(SO Ff)(p) = (f,p(t))-

We now proceed to show that (S(t)A)(¢) = A(p(t)) for all A € A. By definition, this is true
for A = Fy. As a first step, we show that

S(t)(AB) = (S(t)A)(S(t)B), (4.60)

where A, B € 2A. Write

S(t)(AB) = Z /A » dt Dy, --- Dy, €“1(AB)

- Z/ dt Dtk A Dtl (AtBt) 5
AF(t)

where we used e“*(AB) = (%' A)(e“*B). We now claim that

/ dt Dy, -+~ Dy, (ABy) = Z / dt / s (Dy - Dy Ay) (Ds,, -+ Ds, By)
AF(t) Al(t m(

(4.61)
where the sum ranges over [, m > 0. This follows easily by induction on k and using Ds(AB) =
A(DsB) + (DsA)B. Then (4.60) follows immediately.

Next, we note that (4.60) implies that (S(¢)A)(¢) = A(¢(t)), whenever A is of the form
A = A(al?P)), where

o) = N "Pi|ffe--ofi)de-og|P, (4.62)

where the sum is finite, and flj,gf € L*(R?). Now each a(P) ¢ E(HS{)); HEE)) can be written
(q,p))
ne

as the weak operator limit of a sequence (ay
immediately that

n of operators of type (4.62). One sees
lim A(a{) (o) = A ™)(p(t)).
On the other hand, uniform boundedness implies that suana P )H < 00, so that

<¢®(q+k) ’ Wi1j1,tv1 U Wirjrytvr (aslqm) ® ]]'(k)) Wir+1jr+17tvr+1 e Wikjbtvk S0®(1\0+k)>

< Hagbp) H HWirjhth e Wiljl,tvl <P®(q+k)

S e W s O (p+k
‘WZT+1]T+17tUT+1 Wlk]kvtvk(p ( )H

justifies the use of dominated convergence in

Lm(S(8)A(alf))(¢) = (SE)A@®))(p).

n

We have thus shown that

(SH)A)(p) = Alp(t)), VAed. (4.63)
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Let us now return to (4.59). Setting A = Fy, we find that (4.59) implies
o) = (e + [ ds 5 (SO, (P} o)
= )+ [ s (A, (P ().

where we used (4.63). Using (4.56) we thus find

(f,0(t)) = <f,eih30>—i/0 ds (") ) © o(s), Wep(s) @ o(s)) , (4.64)

which is exactly the Hartree equation (4.53) projected onto f. We have thus shown that o(t)
as defined above solves the Hartree equation.
To show norm-conservation we abbreviate F(s) := (w*|¢(s)|?)p(s) and write, using (4.53),

le@1* = llell* = i/o ds [(F(s),e7*"p) — (e7*"p, F(s))]
+ /0 ds/O dr <eiShF(s),eith(r)>.

The last term is equal to

/ ds /8 dr [<eiShF(s),eith(7")> + <eith(r),eiShF(s)>] .
0 0

Therefore (4.53) implies that

le®)I? — ol = i /O ds (F(s), p(s)) — i /0 ds (io(s), F(s)) = 0,

since (F(s),¢(s)) € R, as can be seen by explicit calculation. Thus we can iterate the above
existence result for short times to obtain a global solution.

Furthermore, (4.64) implies that ¢(t) is weakly continuous in ¢. Since the norm of ¢(t) is
conserved, ¢(t) is strongly continuous in ¢. Similarly, the Schwinger-Dyson expansion (4.55)
implies that the map ¢ +— ¢(t) is weakly continuous for small times, uniformly in |¢|| in
compacts. Therefore, the map ¢ +— ¢(t) is weakly continuous for all times ¢, and norm-
conservation implies that it is strongly continuous. U

4.5.2 Wick quantization

In order to state our main result in a general setting, we shortly discuss how the many-body
quantum mechanics of bosons can be viewed as a quantization of the (classical) Hartree theory.
The parameter of the quantization (the analogue of A in the usual quantization of classical
theories) is 1/N. We define quantization as the linear map (/5 N ™A= 2A defined by the formal
replacement ¢(z) — an(x) and ¢(z) — ajy(x) followed by Wick ordering. In other words,

Extending the definition of (/S n to unbounded operators in the obvious way, we see that H N
is the quantization of H.
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Note that (4.6) and (4.51) imply, for A, B € 2,
-~ N1
[An.By] = “— (4B +0( 33
so that 1/N is indeed the parameter of (/\) N

4.5.3 The mean-field limit: a Egorov-type theorem

Let ¢; denote the Hamiltonian flow of the Hartree equation on L?(R?). Introduce the short-
hand notation

tA = Ao ¢y, Ae,
A = NN A o7 UNHN Aedl.
We may now state and prove our main result, which essentially says that, in the mean-field

limit n = vN — oo, time evolution and quantization commute.

Theorem 4.13. Let A € A and v > 0. Then for any € > 0 there exists a function A:(t) € A
such that

N

€,

t
sup |74 = A= (0)]| 1 5,

as well as o
~ g,
|43~ Ao | < e+ 20
Remark 4.14. The “intermediate function” A(t) is required, since the full time evolution 7°

does not leave 2 invariant.

Proof. Most of the work has already been done in the previous sections. Without loss of
generality take A = A(a®) for some p € N and o) € L(Hﬁ{’)). Assume that t < p(k,v).
Taking L = 1 in (4.48) we get

 An(a®) o Z (a®))) ‘H(”N) +0 (N) : (4.65)
+ k= +

Comparing this with (4.54) immediately yields
-~ - 1
PRv?) = [AG)], +0( )

on HSLVN), where [TtA(a(p))]  1s defined through its norm-convergent power series. This is the
statement of the theorem for short times.
The extension to all times follows from an iteration argument. We postpone the details to

the proof of Theorem 4.15 below. In its notation A(t) is given by

Ki—1 Kp—1
Z Z A km, G(km 1,0) ngho)a(m). 0
km=0

The result may also be expressed in terms of coherent states.
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Theorem 4.15. Let aP) € E(Hgf)), o € L2(R3) with ||| = 1, and T > 0. Then there exist
constants C, 3 > 0, depending only on p, T and k, such that

itHy A —i c
‘<¢®N  ltHN R (q) o itHN S0®N> B <¢(t)®p’a(p)¢(t)®p>‘ < - la®)], te0,7].

Here o(t) is the solution to the Hartree equation (4.53) with initial data .

Proof. Introduce a cutoff K € N and write (in self-explanatory notation)

K—1

?SKN(a(p)) — Ay (Fs(k,O) (a(p))) + ?iKKN(a(p)) + %Rst(a(p)) ’ (4.66)
k=0
K—1

A@P) = Y A(FFO (@) + 15 AP). (4.67)
k=0

(k,0)

To avoid cluttering the notation, from now on we drop the parentheses of the linear map Fs
We iterate (4.66) m times by applying it to its first term and get

Ki—-1 Km—1

(?S)WKN () Z Z AN( F(km,0) (m—170)...F§k170)a(p)>

k1=0 km=0
m—1Ki;—1

_i_(?s)m 1T>K1AN + Z Z Z /\s m—1— J?;KJJAAN <F8(kj70)F8(kj7170) . Fs(k1,0)a(p)>
7=1 k1=0 k;j=0

1 m—1K;—1

Kj—1
n N(?S)m 1RNs (p) Z Z Z /\s m—1— jR (Fs(kj,o) . Fs(kho)a(p)) . (468)
j:1 k1=0 k]—O

A similar expression without the third line holds for (7%)™A(a(®)).
In order to control this somewhat unpleasant expression, we abbreviate

Assume that < 1. Then (4.45) and (4.48) imply the estimates, valid on HEFN),

HFs(k’O) a(p)” < 4P)aP)| 2",

K

A (@®)] < o) 7.

|Bxs @] < (e la® | =0

Furthermore, (4.54) implies that

My < 4lla

7S K Ala
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We also need

(6™ Ry (@®)p®N) - A@@P)()| = |F N —pt]

) 1‘\1\(@(”))(@\

NP
p—1 . .
N---(N—j) N-(N—j+1)
< Z Ni+1 - N Ha(p)H
j=1
2
< Slla®)]. (4.69)

Armed with these estimates we may now complete the proof of Theorem 4.15. Suppose that
1/2 <z < 1. Then

Ki—-1 Km—1

&N A (km,0) pr(km—1,0) . p(k1,0) ()| ,®N
$ ol i)

— A<F§km70)p§km71,0) . Fs(kho)a(p))((p)‘

< =(p+ K+ +Kp,)? gm(p+EKit+Km) ”a(p)” )

==

Similarly, the second line of (4.68) on Hg_N) and its classical equivalent on B; are bounded by

m
Zij QI PHEA K1) )1 @)

j=1

Finally, the last line of (4.68) on HE,_N) is bounded by

1 s
~ Z AGAD AR A+ KG-1) ()]
j=1

Now pick m large enough that 7' < ms. Then it is easy to check that there exist a1, ..., apn,
such that setting

K; = ajlogN, j=1....m

implies that the three above expressions are all bounded by C'N~#|a(®)||, for some 3 > 0. This
remains of course true for all m’ < m. Since any time ¢ < T can be reached by at most m
iterations with 1/2 < = < 1, the claim follows. O

We conclude with a short discussion on density matrices. First we recall some standard
results; see for instance [RS80]. Let I' € £, where L' is the space of trace class operators on
some Hilbert space. Equipped with the norm ||T||; := Tr|T'|, £! is a Banach space. Its dual is
equal to L, the space of bounded operators, and the dual pairing is given by

(AT) = Tr(AT), AecL,TeLh.
Therefore,

IDJ = sup  |Te(AT)). (4.70)
AeL, || A1
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Consider an N-particle density matrix 0 < I'y € El(HSLN)) that satisfies TrI'y = 1 and is

symmetric in the sense that I'y Py = I'y. Define the p-particle marginals

I = Trper,.v T
where Tr,11 . N denotes the partial trace over the coordinates p+1,..., N. Define furthermore

PN(t) — e_itHNFNeitHN,

as well as the p-particle marginals F%) (t) of T ().
Noting that

Tr (KN(a@)) FN(t)> _

|
=
i
7N
=
N———
=
—~
Q
S
S
=0
=
I
=
—
Q
S
S
=
=
+
Q
N
=]
N———

we see that (4.70) and Theorem 4.15 imply the following result.

Corollary 4.16. Let ¢ € H with ||¢|| = 1, and let (t) be the solution of (4.53) with initial
data . Set T = (|¢){@))®N. Then, for any p € N and T > 0 there exist constants C, 3 > 0,
depending only on p, T and k, such that

[r9® - (enteon™], < +5.  tebal.

Remark 4.17. Actually it is enough for I'y to factorize asymptotically. If (I'y) yen is a sequence
of symmetric density matrices satisfying

dim T8 — @) elll, = o,

then one finds
. 1
Jim [P — e, =0, ter

This is a straightforward corollary of the proof of Theorem 4.15. By a well-known argument
(see Lemmas 5.1 and 5.3 in Chapter 5), this implies that

Jim [P0 = (e@)e@)™| =0, ter.

for all p.

4.6 The mean-field limit of a Fermi gas

In this section we consider a Fermi gas and show that its mean-field dynamics is governed by
the Hartree-Fock equation. The Hartree-Fock equation is a fundamental tool, used throughout
physics and chemistry, for describing a system consisting of a large number of fermions. Despite
its importance for both conceptual and numerical applications, many questions surrounding
it remain unsolved. One area in which significant progress has been made is the microscopic
justification of the static Hartree-Fock equation, which is known to yield the correct asymptotic
ground state energy of large atoms and molecules; see [LS77a,LS77b,Bac92,FS90,FS94, GS94].
The time-dependent Hartree-Fock equation, which is supposed to describe the dynamics of a
large Fermi system, has received less attention. The only work in which this equation is derived
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from microscopic Hamiltonian dynamics is [BGGMO03]. The Cauchy problem for the time-
dependent Hartree-Fock equation has also been studied in the literature; see [BPF74, Cha76]
and especially [Zag92], where the Cauchy problem is solved for singular interaction potentials.

A key assumption in [BGGMO3] is that the interaction potential be bounded. In this section
we extend the result of [BGGMO3] to a class of singular interaction potentials, which includes
the physically relevant Coulomb potential. We also describe how this mean-field result can be
formulated as a Egorov-type theorem.

Let us briefly sketch the main result of this section. Consider a sequence of N orthonor-
mal orbitals ¢1,...,onN, where @; is a one-particle wave function. This defines an N-particle
fermionic state through the Slater determinant

Let W (t) be the solution of the Schrédinger equation
10, Un(t) = HyUn(t), Un(0) = ¥,

where Hp is the mean-field Hamiltonian (4.1). In general, U (¢) is no longer a Slater deter-
minant for ¢ # 0. However, one expects that this holds asymptotically for large V:

Un(t) = e1(t) A Apn(t).

Here the orbitals ¢q(t),...,pn(t) are supposed to solve the Hartree-Fock equation

N N
10ppi = hpi + Z w* |0[*) i Z (w* (ip;)) @i (4.71)

Our main result (Theorem 4.24 below) is a precise formulation of this asymptotic behaviour.

This result is of some physical relevance for studying the dynamics of excited states of
electrons in large atoms or molecules in the Born-Oppenheimer approximation. Consider a
molecule consisting of K nuclei at fixed positions Ry,..., Rxg € R?, as well as N electrons. The
Hamiltonian is given (in appropriate units) by

esr Nz e
Z<A leN—RH) 2wl

i=1 1<i<j <N

Here, ey is the elementary electric charge which we rescale with IN. The electric charge of
nucleus k is ey Nz, where z1,..., zx are constants chosen so that Zszl 2z, = 1. This means
that the molecule is electrically neutral. If we choose ey = eg/v/N, for some fixed eq, the
Hamiltonian becomes

€5z 1 e?
Z( A — Z|$z0kRk|> - ¥ 7“_0%', (4.72)

— €T
i=1 1<z<j<N

One problem in the above model, as well as in the works [L.S77a,LS77b,Bac92, FS90,FS94,
GS94], is that, as N becomes large, relativistic effects should be taken into account. Indeed,
a simple argument shows that the average speed of the innermost electron of an atom with
atomic number Z behaves like Z« (in units where the speed of light ¢ = 1). Another problem
in applying the time-dependent Hartree-Fock theory to the dynamics of excited states is that
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the interaction with the radiation field is neglected. This interaction is responsible for the
relaxation of excited states to the ground state of the molecule.

A physical scenario that is quite different from the large atom or molecule described above
is an interacting Fermi gas confined to a box of fixed size. As discussed in [NS81,EESY04], the
natural scaling in this situation may be viewed as a combination of mean-field and semiclassical
scalings. This problem was first studied in [NS81,Spo81]. The authors show that the limiting
dynamics is governed by the Vlasov equation. These results were somewhat sharpened in
[EESY04], where the authors compare the Hamiltonian dynamics with the dynamics of the
Hartree equation, and derive estimates on the rate of convergence.

4.6.1 The Hartree-Fock equation

For simplicity of notation, we only consider spinless fermions in the following; the one-particle
Hilbert space is H = L?(R?). Merely cosmetic modifications extend our results to the case
of spin-s fermions for which the one-particle Hilbert space is L?(R3) @ C?**1. To fix ideas,
we consider the free Hamiltonian h := —A and a Coulomb two-body interaction potential
w(z) = k|z|~!. By the generalizations in Section 4.7 below, our results remain valid for a free
Hamiltonian of the form h = —A 4+ v and a two-body interaction potential w, where w is even
and v, w € L + L3 are both real. In particular, we may treat Hamiltonians of the form (4.72).

Some notation. It is convenient to state the time-dependent Hartree-Fock equation in
terms of an infinite sequence of orbitals ¥ = (1););en which is an element of the Hilbert space

H = *(N; L*(R?) = *(N) ® L*(R?).

To simplify notation, we set o = (z,4) and write ¥(a)) = v;(z). Furthermore, we abbreviate

/da — Z/dm, 5o — o) = Suwd(z— ).

1€EN

The scalar product on H is then given by
(U, 0"y = /da U(a)V' ().

Let a?) € £(H®P) and define a® € L£(H®P) through

a® .— L2 (yyer @ a®)
We have the identity
e = fa®. (4.73)
Furthermore,
(WP aPwePy = N (g, @ @y, aP iy, @ @ 4y,) (4.74)
11,..,0p EN

Hamiltonian formulation of the Hartree-Fock equation. The time-dependent Hartree-Fock
equation for ¥ reads

10pi = habi+ (w1 = Y (w* (Widhy)) - (4.75)

jEN jEN
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It is of interest to note that (4.75) is the Hamiltonian equation of motion of a classical Hamil-
tonian system with phase space I' := [2(N) @ H'(R3).

Define the map A from closed operators A®) on 7:[55
space, through

)

to “polynomial” functions on phase

AAPY (W) = (woP AP ger)
= /dal...dapdﬁl--.dﬁp U(ap) - U(ar)AP (a1, ap; Bry e, Bp) W(B1) - T(By),

where A(p)(al, ., 0p; B, ..., Bp) is the distribution kernel of AP We denote by 2l the linear
hull of functions of the form A(A®)), with A®) ¢ E(?jlf)).

The Hamilton function is given by
~ 1
H = A(h) + §A(W), (4.76)

where

W = W(l-E)

with (E®)(z1,22) := ®(x2,21) and W is the two-particle operator defined by multiplication
by w(zx1 — x2). Written out in terms of components, (4.76) reads

HE) = S {0 hui) + 3 S (s @y, Wy @) — {1 @ 25, W oy @)

ieN i,jEN

Using Sobolev-type inequalities, one readily sees that H is well-defined on T'.
A short calculation shows that the Hartree-Fock equation is equivalent to

10,0 = 0gH(V).
The symplectic form on I' is given by
w = i/da d¥(a) Ad¥(a),
which induces the Poisson bracket

{¥(a), ¥(B)} = id(@—p), {¥(a),¥(B)} = {¥(), ¥ (@)} = 0. (4.77)

Thus, for two observables A, B € 4,

{4, BH(¥) = i/da (5\31(4(1) (\I])é\gfa) () = 55’?@) (@)5524@)(@)) '

The Hamiltonian equation of motion on I' is the Hartree-Fock equation (4.75).

The conservation laws of the Hartree-Fock flow can be understood in terms of symmetries
of the Hamiltonian (4.76). One immediately sees that (4.76) is invariant under the rotation
Uis (U ® Lpogs))V, where U € L(I%(N)) is unitary. A one-parameter group of such unitary
transformations is generated by linear combinations of the functions Re(; , ;) and Im(¢; , 1;),
which Poisson-commute with the Hamiltonian (4.76). By Noether’s principle, it follows that
(¥i, 1) is (at least formally) conserved. The energy H is of course formally conserved as well.
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In order to solve the Hartree-Fock equation (4.75) with initial state W, we rewrite it as an
integral equation

vilt) = e M —i/o ds D ((w 1 ()P)is) = (w s (i(s)d(9))) () . (4.78)
JjeN
The Cauchy-problem for (4.78) was solved in [Zag92]. We quote the relevant results:

Lemma 4.18. Let W € H. Then (4.78) has a unique global solution ¥(-) € C(R;H). Further-
more, the quantities (1;,1);) are conserved. In particular, |[¥(t)| = || ¥/|.

A Schwinger-Dyson expansion for the Hartree-Fock equation. Our main tool is the
Schwinger-Dyson expansion for the flow of the Hartree-Fock equation. We use the notation ()¢
to denote free time evolution generated by the free Hamiltonian A(h). Explicitly,

At(¢1,ﬂ)2,...) = A(eiith¢1,eiith¢2,...) .

Lemma 4.19. Let A € A, v > 0, and U(t) be the solution of (4.78) with initial data ¥. Then,
for small times t,

AL = At(\ll)_i—/o ds %{A(W),Atfs}(\lf(s))
> 4 o o

uniformly for W e B, :={V e H : |¥|> <v}.

Proof. The proof of Lemma 4.12 applies with virtually no modifications. One uses (4.73), the
identity

AWV = AW) = A(W(1-E))7),
and ||E|| = 1. O

4.6.2 The density matrix Hartree-Fock equation

From now on, we only work with orthogonal sequence of orbitals belonging to
K= {VeH: (,¢;)=0,i#j}.

By Lemma 4.18, ¥ € K implies that ¥(¢t) € K for all ¢. To each sequence of orbitals ¥ we
assign a one-particle density matrix

yo o=y ) (]

1€N
It is easy to see that this defines a mapping from X onto the set of density matrices
D = {yeL'(H):v=>0}.

Furthermore,
lywl = [19]?.
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Conversely, one may recover ¥ from 7y, up to ordering of the orbitals, by spectral decomposi-
tion. Furthermore, (4.74) implies that

A@®)(v) = Tr(aP~aP). (4.79)
Let U(t) be a solution of (4.75) with initial data ¥ and write
(1) = ro@) -
Then a short calculation shows that
0y = [h,]+Tra W,y ®1], (4.80)

which is the Hartree-Fock equation for density matrices. As an integral equation in the inter-
action picture, this reads

t
~y(t) = eTith o ith _ i/ ds e 1=k Ty, W, 7(s) @ v(s)] lt=s)h (4.81)
0

Sometimes it is convenient to rewrite this using the shorthand
F(t) = ety (t)eith, (4.82)

Then (4.81) is equivalent to

() = y—i /O ds Tra W, 3(s) ® 7(s)] - (4.83)

Lemma 4.20. Let W(t) be the solution of (4.78). Then vy solves (4.81).

Proof. Let o) = a € £(H). From Lemma 4.19 we get

A@ W) = M@0 + [ ds {A0V). Al ¥(). (4.84)

Now (4.77) and (4.79) imply

{AOV), A@}(w) = 1A(DV,a®1])(¥)
= iTr([W,a@]l]w ®W)
= —iTr((a® 1)[W, 79 @1]) -

Thus (4.84) reads
t
Tr(avye) = Tr(acve) — i/o ds Tr((at—s ® 1) (W, vu(s) © Yu(s)])
t
= Tr(a eith'yq,e_ith) — i/ ds Tr (a e i(t=s)h Tro [W,’yq,(s) ®’Y\p(s)] ei(t_s)h) .
0

Since a € L(H) was arbitrary, this is equivalent to (4.81). O
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4.6.3 Slater determinants

The Hartree-Fock equation naturally describes the time evolution of quasi-free states [BR02].
Let w, be the quasi-free state corresponding to the one-particle state v € D. Define
’Y(p)(xh e ,.’ij; Yty 7yp) = w'Y (a*(yp) e a*(yl)a(xl) e a(xp)) )

where a*(x),a(z) are the fermionic creation and annihilation operators. The quasifreeness of
w~ means that

Y (@1, apiyns o yp) = det (V@i yg), -

In other words, 4(?) is the operator kernel of

AP — e R®) (4.85)
where

L p!P(p)_
For the following calculations it is convenient to introduce the symbol azllf;’, which is equal
to sgno if iy,...,4, are disjoint and there is a permutation o € S, such that (i1,...,i,) =
(Jo(1)s- - Jo(p)), and equal to 0 otherwise. Also, for the remainder of this section, summation

over any index appearing twice in an equation is implied.
Lemma 4.21. Let v € D with Try = 1. Then Tr~y®) < 1.

Proof. There is an orthonormal basis (¢;);en and a sequence of nonnegative numbers (\;);en
such that >, \; =1 and v =Y, Ai|¢i)(gpi|. Therefore,

AP = €J1'"J§>\i1 S A0 @ ® 0, ) (g ® - @y, |

Q1.0
This yields
le(p) _ 831...35)\1.1 o NipGiky Ok Oy 0O

i1...9 Jpkp

— Z Xip - N,

i1,...,1p disjoint
< 3 Ma, =1L 0
i1yeeip

Next, we introduce a special class of quasi-free states, described by Slater determinants.
Let N € N and take an orthonormal sequence of orbitals ®n = (¢1,...,¢on). We define the
Slater determinant

S(@y) == g1 A Aoy = VNIPY o0 goy € HY.

Note that the normalization is chosen so that [|S(®y)|| = 1. The corresponding N-particle
density matrix is

Py o= [S(@N))(S(PN)] -

One finds for the p-particle marginals

% = Tr, NIy
1
= Trpri.n N1 €iy.in€h1.dN |90i1 Q& <piN><(Pj1 Q- (ij‘
(N =p) 4
= T S [P ® @0, ) (05 @ ® g, | (4.86)
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In order to relate the sequence @y to the results of the previous sections, we define the

normalized sequence
1

\/—N(Qpl,...,@]\[,o,...).

Thus, Uy € K and ||¥ x| = 1. It is trivial to check that Wy (t) is a solution of (4.75) if and
only if ®x(t) is a solution of (4.71). Similarly, Wy (¢) is a solution of (4.78) if and only if
O (t) = (p1(t),...,on(t)) is a solution of

Uy = (4.87)

pilt) = o i — / s (eI~ s (AE 6N ei) - (49)

Next, from (4.86) we find

IN = Z“Pz 902‘ - ZW}@ 1/%

1€N
Thus (4.85) implies that
w _ L g _pt (NN L)
W = gt len @ @i )en @ ® | = W(;; . (4.89)

Thus, Slater determinants determine quasi-free states by their reduced p-particle marginals.
The normalization N—'p( ) differs slightly from the usual normalization 1 of quasi-free states,
but in the limit N — oo thls difference vanishes.

An immediate consequence of (4.89) is

(S(®n), An(a®) S(@x)) = Tr(aPyP). (4.90)
Note also that
Il = — (4.91)
INI|| = N .

This is a special case of the well-known statement (see e.g. [LLO1]) that H Tro N I‘H < N7,
for any N-particle density matrix I' 4.

4.6.4 Proof of convergence and the mean-field limit

We now turn to our main argument. We show that the Hartree-Fock time evolution is asymp-
totically (N — oo) given by the tree terms (i.e. the terms ! = 0) of the Schwinger-Dyson series
(4.20). This result is summarized in Lemma 4.23 below.

Let ¥ = (¢4)°, € K, and denote by ¥(t) the solution of the Hartree-Fock equation (4.78)
with initial data . Let y(t) = Yw(r) be the associated one-particle density matrix.

By choosing A = A(a®)), o) € E(H(_p)), in Lemma 4.19 and mimicking the proof of Lemma
4.20 one finds that

Tr(a(p)’y(t)®p) = Tr(a (») vEP) — /0 dsZTr(at )S Trpi1 [Wip+1,’y(s)®(p+1)]>. (4.92)

4This can also be inferred from (4.91) by writing T' as a linear combination of projectors.
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It is convenient to use the representation 4(t) defined in (4.82). Using the substitution a®) —
a(pt) in (4.92) we get

(o 5(0°7) = Te(ae) i [ dszTr( ) Ty 1 Wi 55504 )
0

Recall that W;; = Wi;(1 — Ey;). Also, F;; commutes with W;; and with 5(s)®®+1). Thus,

E(_p)a(p) = pla® implies

szm, ()P = By | 2P (4.93)

5Pl = Jery®) _ / ds Trpi
=1

On the other hand, using
P
DL (1 - Z Ejp+1> »)
j=1

we find

M@

P
Trpi ZWz‘pH,s,’Y(S)@(pH) E(p-l-l)] = Trpy ZszHsa ®(p+1)< Ejp+1>2(”)

i=1

<.
Il
—

M@

= Trpn Z Wipt1,57 ®(p+1) <]1 - Ejp+1> E(—p) .

<.
Il
—_

Together with (4.93) this yields

5 ()®P »® _ ~®P n® _ / ds Trpy ZWZP+13 5(s)®@+D) » P+ FR(t), (4.94)

=1

with an error term

t
Ry(t) == =i Y [ ds Trpp [W@H,s,a(s)®<p+1>Ejp+1] n®), (4.95)
1<i#j<p”?

The partial trace is most conveniently computed using operator kernels. We find

<Wip+1,s’?(3)®(p+l)Ejp+1) (9017 sy Tp13 Y1, - - 7yp+1)

Z/dzldzz LT A6 @ 0e) | Wals, wpy1; 21, 22) 7(5) (215 90) F(8) (55 Upr1) 7() (225 95)
r#£i,j

so that

Trp1 (Wip+1,s’?(3)®(p+1)Ejp+1) (T1, 5 T3 YL, Yp)

= /dZ1d22d23 TT ) @riwe) | Wi, 233 21, 22) () (215 90) () (55 23) 7(5) (225 95)
r#£i,j

= (ﬁ](S)WZ],S:)’/(S)@p) (xla cee axp; Y1y .- ayp) .
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The second term of the commutator in (4.95) is the adjoint of the first and we get

t
Ry(t) = =i ) / ds <%(8)Wijvsﬁ(8)®p—’?(8)®pWijvs%(8))E(_p)
1<izj<p 0

t
.S / ds (5(5)Wig ()P89 — 5()PDW; 7(5)) (4.96)
1<i£j<p

We proceed to show that, up to an error term, the expansion of the Hartree-Fock time-
evolution is equal to the tree terms of the microscopic quantum-mechanical evolution. Let
a®) ¢ E(H(f))). Using (4.94) we find

Tr (a(p) y(t)®P E(,p)) = Tr <a,§p) F(t)®P E(,p))
= Tr <a§p) ®p2 > / ds ZTr <[ iptl, s,ag 2 ®1 ’y(s)®(p+1) E(_”+1)>
+ Tr <a§p) Rp(t)> .

Iterating this K times yields our main expansion

Ty (agp) ’Y( ®p2 Z /Ak(t dt TI‘ (k 0)( (p))7®(p+k)2(ﬁj+k))

+ Z > RE), (4.97)

0 1<i#j<p+k

+ / dt Tr <Ft(t ; )(a(p))’?(tK)(g(erK)E(_erK))
AK(lf)

Rjj(t) = _i/ it Tr(F 0 (@) 5 (k1) Wiy, F(tig1) 200 S840
Ak+1(t)

- k,0 - k
= Wijti 75 (tet1) Ft(,tl,.)..,tk (a®) At )2 FHR £ E )) :

We now derive a bound on Rfj(t) Let us concentrate on the first term, which we rewrite
using the renaming tx11 — s as

AL
/. o | s (D (@) 5,00 Wi 362070 50 (4.98)

where At := min{t;,...,t;}. The idea is to use a tree expansion on ().

Lemma 4.22. Let aP) € E(H(f))). For small times we have the tree expansion
Tr (a®5(2)2P ) Z / dt Te(TP (P =2 ®)y (4.99)
Ak (L)

where Ti(k) is the linear operator defined by T (a?)) := o) and

p+k—1
k . ke—
T @) = 0> Wi T ) (@) 21

i=1
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Proof. Lemma 4.19 applied to A = A(d(p)) yields
()= Z / dt Te(TM (@)@ +H)
A(t r .
( Ak(t) ( g )

The claim then follows by noting that E(_p)a(p) = pla® and that Zerk Wi p+k,t, commutes

with E(_p). The convergence of the series is shown below. O

Thus (4.98) is equal to
At
Z/ afas [ ar (RGO W05 6w )y
Ak(t Ak/ )

Next, we recall from (4.44) that thl;’?_)__,tk (aP) can be written as a sum over tree graphs
Q € 9(p, k,0) of elementary terms of the form (4.33). Also, since the definition of 7}(11?__’% (alP))
is the same as the definition of F(gi;(),?..,tk (a(p)) with W replaced by W, we immediately get that
7}(11?__’% (aP)) is equal to a sum over tree graphs Q € Q(p, k,0) of elementary terms of the form

Pf Wiljlvtvl e Wirjrvtvr ( (p) ® ]]'(k l)) Wir+1jr+17tvr+1 U Wikjkytvk P* N

This implies that the series (4.99) converges for small times.
Applying the tree expansion to both Ft(,lzf{?.)..,tk (aP) and 7(s)®P+F) in (4.98), we see that
(4.98) is equal to

co ikJrk’ ,
— 1010 dt/ ds/ dt
k;zm > Qiq /A o a

QeQ(p,k,0)Q'eQ p—l—k k,0)

Tr{A alP)

e BPYH55 (5 Wy C k)5

where A, B,C are operators that depend on (Q,Q’, k,k’,t,t). A, B and C are each a prod-

uct of operators of the form W/ ,., or Wy ,, where r stands for a time variable in the set
{t1,...,tg,t1, ..., tx }. Moreover, the product ABC contains k W’s and k¥ W’s. Finally, each

time variable in ¢y, ... g, t1,...,tw appears exactly once in the product ABC.
Let ¢ € HOWPHE+K) and estimate
I = H 3 zQzQ, /A . dt / ds /A dt' Aadl”, , BPPTH3,(s )W,jscng

QeQ(p,k,0) Q" eQ( p+k k',0

< dt/ ds/ t
Z /Ot [0,8]%'

QeQ(p,k,0) Q’eQ(p+k k.0

BP(p+k) ( )WZ]SCSOH

We now perform all time integrations, starting from the left, and using at each step the Kato
smoothing estimate (4.24) as well as

/O dr | Wyl < VareZi o],
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which follows trivially from (4.24). Also, Lemma 4.18 implies that ||¥(s)|| = ||7||. Thus we find

that
) o2\ VR K2 )
<Y Y () e il

QEQ(p,k,0) Q"€Q(p+k,k',0)

Using the bound
Q(p. k,0)| < 4732,

which can be inferred from (4.41), we find

, 2t (k+1)/ /
[ < 4P 32 gp+hgok <%> (27r2) 1@ || [y 2

< 167V272t (64v2mr2t)" (32v2762t) " 0@ |1l

Let t < (2!'7x2)~!. Now Lemma 4.21 implies that [[y@®+E+R)ISPTR) )< 1 Using the
inequality Tr(AL') < [|A||||T']]1 we therefore find that (4.98) is bounded by

s 32v/2mk2t)"
167y " (32v2rk2t)" (16V21k2t)" [|alP) = ( :
;:jo( nr)" (16V2m2)" o] ] = 16T e 0 1]

The second term of Rfj (t) is equal to the complex conjugate of the first. We thus arrive at
the desired bound

32V 27kt
R0 < 2-16p1(_16ji a1 (4.100)

Therefore the last line of (4.97) is bounded by

2. 16" PN (o + k)2 (32v2mk2)
k=0

1
S P ¢
a
1 —16V27k2t |

< 4-16P P S [R7

1 1
la
1 - 16v27mk2t (1 — 32V/27k%1)°
where we used Lemma 4.4.
Next, we note that the second line of (4.97), i.e. the rest term, vanishes in the limit K — oc.
The procedure is almost identical to (in fact easier than) the above estimation of ]Rf] (t)|. The
result is

(32\/ 277/-@225)](
1 — 16V 27wk2t

la®| — o0,

FUEO) () ®(p+K)y(p+K) P
T} x < 2-1
/AK( t) at r( (@) 3(tx) - ) ‘ 0

as K — oo.
Summarizing, we have proven:

Lemma 4.23. Let aP) € E(H(f))). Then, for small times,

‘Tr<a§p) ®p2(p> ZTT( ) ®(p+k)z( +k)>‘ < ||a(p)H vl C(p, . t),

for some constant C(p, k,t).
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4.6.5 Main result

We now have all the necessary ingredients to state and prove our main result. Take some fixed
orthonormal sequence ® = (¢;);en. Denote by @y the truncated sequence ®n = (¢1,...,©nN),
and let ®x(t) be the solution of the Hartree-Fock equation (4.88) with initial data ®x. The
N-particle density matrix evolved with the Hartree-Fock dynamics is

Ty (t) == [S(@n(1))(S(@n(1))]-
The N-particle density matrix evolved with the microscopic dynamics is
In(t) = e IN|S(DN)){(S(Pn)|e V.

The p-particle marginals are defined by

Fg\l;)(t) = Trp+1___N PN(t), fg\l;)(t) = Trp+1...N fN(t) .
The one-particle density matrix satisfying (4.81) is

= (1
() = I,
(p)

The quantities vy’ (t) = E(f))’yN(t)®p and f’%) (t) are asymptotically equal: (4.89) implies that

2
r p
72 - TP @), < i (4.101)
Next, let aP) € E(H(_p)). Setting L = 1 in (4.48) yields
N Ay (a®) e v = 3Ry (G (@) + Ly (t) (4.102)
k=0
where Ly (t), corresponding to the sum of all “loop terms”, satisfies the estimate
ILNvOI S Clp &, )]la® N7, (4.103)
for small times ¢. Thus (4.90) implies for small times
Tr (KN(a<P>)rN(t)) = (S(®n), N Ay (aP)) e N 5(Py))
= Y (S(@n), A (F) (@) S(@n)) + (S(@n), L () S(@n)),
k=0

_ i Tr <Ft(k’0) (@®) %(5*“) +(S(®n), Ly (t) S(x)).
k=0

Using Lemma 4.23 and (4.91) we therefore get that, for small times,

‘Tr (agp) :Y](\I;)(t)) —Tr <KN(a(”))FN(t)) ‘ < C(Pan%t)

Since the quantum-mechanical and the Hartree-Fock time-evolutions preserve the trace norm,
we may iterate the above result, like in the proof of Theorem 4.15, to get: For all times ¢t € R
we have that

[T (a® (1)) = T (Aw(@®) () | < Clom,) | SN,

with limy o f(IN) = 0. Thus, the duality £ = (£!)* implies the following result.

la®]r.
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Theorem 4.24. Let p € N and t € R. Then
IT9 @6 -2, — 0, N —oo.
In particular, if a?) € E('H(,p)), we have
(TN G (@), An(aP) e NS (D)) — (S(@n (1), An(a?) S(@N (L)) — O,
as N — oc.

Remark 4.25. The limit N — oo of Fg\’;)(t) does not exist in ||-||;. Indeed, limN_,OOHFE\I;) ()] =0
but Tr I’%) (t) =1 (similarly for f’%) (1)).

Remark 4.26. As in Theorem 4.15, one can show that the function f is a power law: f(N) ~
N=P® with B(t) > 0 for all t. However, 3(t) — 0 as t — oo. Our bound on the rate of
convergence is therefore far from the expected optimal rate 3(¢) = 1, which we only obtain for
short times.

Remark 4.27. Although the exchange term —+ Z;VZI (w * (¢i9;)) ;j is essential for our proof,
it is not clear from our analysis whether it is of leading order as N — oco. The exchange term
is known to be of subleading order in the scaling of [NS81], and hence in that case it does not
play a role in the limiting dynamics (see [EESY04]).

4.6.6 A Egorov-type result for small times

In this section we describe how the many-body dynamics of fermions may be seen as the quan-
tization of a classical “superhamiltonian” system, whose dynamics is approximately described
by the Hartree-Fock equation.

A graded algebra of observables. We start by defining a Grassmann algebra of anticommut-
ing variables over the one-particle space H = L?(R?), and equip it with a suitable norm. For-
mally, we consider the infinite-dimensional Grassmann algebra generated by {1 (z),%(z)},crs-
As it turns out, this algebra can be made into a Banach algebra under a natural choice of
norm. This norm is most conveniently formulated by identifying elements of the Grassmann
algebra with bounded operators between L?-spaces.

Let

a = (@), en,  a® e LMD, (4.104)

be a family of bounded operators. Such objects will play the role of observables in the following.
By a slight abuse of notation we identify a»? with the family obtained by adjoining zeroes to
it.
Define
B = {a=(aP?) : aPD =0 for all but finitely many (p,q)}.

We introduce a norm on B through

lalls == > [a®?], (4.105)

p,gEN

and define B as the completion of B.
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We also introduce a multiplication on B defined by

(ab)PD) .= Z (=1)P2ta) p_(gP1.a) @ pP2a2))p_ (4.106)
=g

The seemingly odd choice of sign will soon become clear. It is now easy to check that 9B is an
associative Banach algebra with identity

1) — 20 0q0 -

Note that B bears a Z-grading, with degree map
dega®? = p—gq.

An observable is gauge invariant when its degree is equal to 0. One readily sees that
ab = (—1)desa degbp,

We now identify B with a Grassmann algebra of anticommuting variables. For f € H
define ¢ (f) € L(H;C) C B through

U(f)g = (f9) (4.107)

and ¥(f) € L(C;H) C B through B
v(f)z = fz. (4.108)

We may now consider arbitrary polynomials in the variables {4 (f),%(f) : f € H}. It is a
simple matter to check that

W) () + (9 0(f) = v()Ulg) + () v(f) = V() d(g) +d(g)d(f) = 0,

for all f,g € H. Furthermore, we have that

D(fy) - B(f)(g1) (g = PP IA@ @ L) g1 @ @ g PV (4.109)

Linear combinations of expressions of the form (4.109) are dense in 9B (in the strong operator
topology). It is often convenient to write a family a of bounded operators using the “Grassmann
generators” {t,1}. To this end we set

where 0, is Dirac’s delta mass at x. Expressions of the form (4.109) are now understood as
densely defined quadratic forms. One immediately finds

a = A(a) = Z/dml...dxpdyl...dyq
Py

X P(xy) (1) aPD (21, xps 1, yg) b(y1) - U(yy) . (4.110)

We use the notation A(a) to emphasize that the family a is represented using Grassmann
generators.
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A graded Poisson bracket. Next, we note that B carries the graded Poisson bracket

=1 T |a g g a g g
{a,b} = /d [ 6@(3:) 51/)(::3)b+ ) 6@(:5)13 , (4.111)

where a,b € B. Here we use the usual conventions for derivatives with respect to Grassmann
variables (see e.g. [Sal99], Appendix B). In terms of kernels the graded Poisson bracket can be
expressed as

{¥@). o)} =iz —y)  {v@).v0)} = {$@),¥)} = 0. (4.112)
We now list the important properties of the graded Poisson bracket.
(i) {a,0} = (~1*desadebip a}.
(ii) (—1)degbldegatdege)fy 1 c}} + cyclic permutations = 0.
(iii) {a,bc} = {a,b}c+ (—1)desadeebply ¢},
Proof. Let us start with (i):

a = i | (= dega+1 da ob
o) =ifa [( D @ s T

_ i/dx [(_1)dega deg b+degb ob da +(_1)dega deg b+degb b da ]

3y (x) 69(x) 0 (x) 09(z)

(_ )deg a+1

da b
op(x) 63)(x)

_ (_1)1+dega degb{b7 a} )

In order to show (ii), we note that the left-hand side can be written as a sum of three terms,
the first of which contains second derivatives of a, the second second derivatives of b and the
third second derivatives of ¢. Let us consider the third one. It is equal to the terms containing
second derivatives of ¢ of

(_1)degb(dega+degc){a, {b, C}} + (_1)degc(degb+dega){b, {C,CL}}

— (_1)deg b(dega-{—degc){a’ {b, C}} + (_1)degc(degb+dega)+1+degc dega{b’ {a,c}},

where (i) was used. Define the derivation Lgb := {a,b} . Thus we need to compute the terms
containing second derivatives of ¢ of

(_1)dega deg b+deg b dechaLbC o (_1)degb dechbLac .

Since we are only considering terms containing second derivatives of ¢, both derivations L, and
Ly must act only on ¢, and one finds

(_1)dega deg b+deg b dechaLbC_ (_1)dega deg b+deg b dechaLbC — 0.
We omit the straightforward proof of (iii). O
Furthermore, one finds by explicit calculation

(A0 ), A @02
_ i(—1)(p2+1)(p1+Q1)q1p2A[(a(pl’ql) ) ]]_(p2—1)) (1(q1—1) R b(p2,q2))}

_i(_1)(QI+1)(p2+q2)p1q2A|:(b(p27q2) ® ]l(pl*l)) (1@271) ® a(pl,ql)):| . (4.113)
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States. With the algebra of observables (B, ||-||a) is associated the space of states
R = (B)".
By using the standard argument of the proof that (I')* = [°° (see e.g. [RS80]), one finds that

R = {p=(PD)ygen : )P € LHD;HP), [pllon < o0},

where

Iplls = sup [|p®9|;
p,qEN

and
1p®D |, = Sup{|Tr(p(p7q)a(q7p))‘ - qlep) ¢ E(H@,H@), lal®P)|| < 1}.

Note that if p = ¢ then ||-||; is the usual trace norm. The dual action is given by

(p,a) = Z Tr(pPD @)y,

p,q€EN

We abbreviate p®?) = p(®) in the case of gauge invariant states. Next, we note that (4.109)
implies that the operator kernel of p”% may be expressed as

PPV (@, iy, ) = (0 0(W) - V(y)v(@n) - () (4.114)

There is a particular subset of gauge invariant states that is of interest for studying the
Hartree-Fock dynamics. Let v € D be a one-particle density matrix. Define the state p,

through pf(yp’q) =0if p # q and
pgp7p) = 4P (4.115)

where v(?) is defined in (4.85). One immediately finds |p |1 = ||7]1-

Hamilton function and dynamics. Let i be the one-particle Hamiltonian and w the two-
body interaction potential. We define a Hamilton function on (a dense subset of) the phase
space R through

H = A(h) + A7)

— [ e dy T has) vw) + 5 [ e dy BT v -9 b, (@110
The Hamiltonian equation of motion reads
a = {H,a},

where a € B. Instead of the “Heisenberg” evolution of a we consider the dual “Schrodinger”
evolution of states:

(p(t),a) == (p,a(t)).

The equation of motion for states reads

p q
iatp(nq)(xla"'axp;yla"'ayq) = (thi_Zhyi>p(p7q)(xla"'axp;yla"'ayq)
i=1 =1

P q
+ /du <Z w(u — x;) — Zw(u - yz)> pPTLI D (g sy, Y u) . (4.117)

i=1 i=1
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This has the form of an infinite hierarchy, which decouples over subspaces of different degree.
In order to show (4.117) we compute

{H,¥(yg) - d(y)v(ar) - d(zp)} = (Z ha; — Zhyi> V(yg) - Yy () - (ap)

+ [au (wa — ) = Y wlu- yn) P)d(yg) - Bly)b(ar) - (ap)(w).

Then (4.117) follows from (4.114) and

i0p P (@1, . zpiyn, . yg) = 10, 0 (yg) - ()Y (ar) - b(zp))
= (p,i{H,P(yq) - P(y)v(a1) - (ap) }) -

Next, we outline how to solve the equation of motion (4.117). Let us first rewrite it as

P q
i0,pP0) = Z Zp(p D py
i=1 1

=
P q
+ Z Trps1,6+1( 2p+1P(p+1’q+1)) - Z Trpi1g41 (P(erl’qH)Wqurl) .

i=1 i=1
We may now proceed exactly as with the density matrix Hartree-Fock equation (4.80), i
express it as an integral equation in the interaction picture. This yields a tree expansion for
the quantity Tr(p(p’q) (t) a(q’p)), where p(0) € R. We omit the uninteresting details. As above,
the tree expansion converges if ¢ < T, where

T = (2Y7k?)7L. (4.118)

Unfortunately, the time evolution (4.117) does not preserve the norm of p, which means that
we cannot iterate the short-time result.

From now on, we only consider gauge invariant quantities. Take some gauge invariant state
p= (,O(p) Jpen € R. For simplicity, we assume that the sequence p is finite (as is the case if p is
defined by a Slater determinant, see below). Let us denote the Hamiltonian flow on R by ¢;.
We have seen that ¢; is well-defined by its tree expansion for ¢ < T'. The solution of (4.117)
with initial data p, p(t) = ¢¢(p), satisfies the equation

prt) = / ds ZTrp+1 Wiptrs a7 (s)] (4.119)

where pP) () := el 2i it p(P) () e=12i Mt Let us take a gauge invariant observable aP?) = a(P) €
2, where
= {ae®B:aPD=0ifp+#£q}

is the set of gauge invariant observables. Thus (4.113) implies

{A@®), A®'?)} = ipgA([a®,b];). (4.120)
Next, we note that (4.119) implies

Tr(a®p® (1)) = Tr (agp)ﬁ(p) (t))

= Tr (ag )p / ds ZTr([ 2p+1s,a§ 2 ®]l] (p+1)( ))



130 4. THE MEAN-FIELD LIMIT OF A QUANTUM GAS WITH COULOMB INTERACTION

Iteration of this identity gives

Summarizing:
<a(p)o¢t,p> — <a(p),p(t)> — Tr(a(p)p(p)(t))

= ZTr(Ft(k’o)(a(p))p(p-l-k)) - <Z F&EO () | p>_
k=0 k=0

This series converges for t < T', uniformly for bounded ||a® || and ||p||;z. Therefore we get
the norm-convergent series

Aa®)og = S A(F @), (4.121)
k=0

provided that ¢t < T.

Finally, we discuss the relationship between the Hartree-Fock dynamics and the dynamics
generated by (4.117). Take a density matrix v € D and consider the state p = p, defined in
(4.115). If one chooses a sequence 7y such that |[|[yy|| — 0 as N — oo (e.g. a sequence of Slater
determinants), then Lemma 4.23 implies that (4.117) and the Hartree-Fock equation describe
the same dynamics for large N.

Quantization and a Egorov-type theorem. Next, we introduce a Wick quantization of the
above “superhamiltonian” system and formulate the mean-field limit as a Egorov-type theorem.

—

We define quantization as the linear map (-)y : A — A defined by the formal replacement
Y(z) — an(z) and ¥(z) — a’y(z) followed by Wick ordering. In other words,

Using (4.113), it is easy to see that, for A, B € 2,

~ o~ N-1 —
[An,Bn], = T{AaB}N+O(N72)'

This identifies N~! as the parameter of (/\) N-
Extending the definition of (), to unbounded operators in the obvious way, we define a
Hamiltonian Hy on F_ as the quantization of the Hamilton function H defined in (4.116).

When restricted to H(_N), NHy is equal to the mean-field Hamiltonian (4.1).
Now (4.102), (4.103) and (4.121) yield the following Egorov-type theorem.

Theorem 4.28. Let A € A and t < T, with T defined in (4.118). Then

C
< =

H (eitNﬁN EN e—itNﬁN _ (m)]v> <

HY)

for some C > 0.
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4.6.7 A comment on the Hamiltonian formulation for density matrices

In Section 4.6.1, we chose a Hamiltonian formulation of the Hartree-Fock equation (4.75) in
terms of sequences of orbitals. Alternatively, we could just as well have used a Hamiltonian
formulation in terms of density matrices. To see how the density matrix Hartree-Fock equation
(4.80) can be written as a Hamiltonian equation of motion of a classical Hamiltonian system,
consider the Hilbert space

H = L*H),
the space of Hilbert-Schmidt operators, with scalar product
(rop) = Tr(x"p).

We write the density matrix v € D as v = kk*, where k € H. The classical phase space is then
given by a Sobolev-type space of Hilbert-Schmidt operators

T = {k e H o Tr(k*(1 — A)k) < 0o} .
We define polynomial functions on r through
B(a®P) (k) := <K®p,a(p),{®p>,

where a?) € £(H®P) is understood to act by left-multiplication.
The affine space I' carries a Symplectic form defined by

w = —i/dx dy di(z,y) A dr(x,y),

where r(x,y) is the operator kernel of x. The Poisson bracket then reads

{m#(:c,y), m#(ﬂ:',y')} =0

{/-c(x, Y), R(:U', y')} = —id(x — :c')é(y — y/) .
The Hamilton function is defined by
1
H := B(h) + §B(W) .

By using Sobolev-type inequalities one readily sees that H is well-defined on . After a short

computation, one finds that the Hamiltonian equation of motion,

Oz, y) = ﬁffy) — i{H,r(z,y)},

reads
05 = hi+ Tro(Wk @ (kK)) .

It follows that v = kK™ satisfies (4.80).
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4.7 Some generalizations

In this section we generalize all results of this chapter to a larger class of interaction potentials,
and allow a weak external potential. For this we need Strichartz estimates for Lorentz spaces
from Appendix B.

For a map f : R — LP9 where LP? denotes a Lorentz space (see Appendix B), we define
the space-time norm

1/r
fllorzpe = [ [ a Hf(thp,q} |

Let us now invoke theorem B.6 with H = Ag = L?, A; = L'. We choose U (t) = e and recall
the standard estimate ||U(t)f|loo < [t]73/2||f]l1. Setting o = 3/2 and r = 2, we therefore get
from Theorems B.6, B.4, and B.5 that

2 fll popee S If1l2 s (4.122)

We are now set for proving a generalization of (4.24).

Lemma 4.29. Let w € L3 + L. Then there is a constant C = C(w) > 0, such that

1
/O lwd™ gl dt < gl

Proof. Let w = wy + wy with w; € L and ws € L%U. Then

w2 ‘PHLng < Jwie® ‘pHLng + w2 e ‘PHLng :

The first term is bounded by ||w | ze<||¢]z2. To bound the second we use Theorem B.1 and
(4.122) to get

itA

o2 € llpops S leosllzace € ol ag0e S Nuwnllzamliglze

Therefore,

Hw elta SDHLfL% < VO(W) lellre - =

Now let us assume that v,w € L + L3. Set Hy| = >" , —A;. Then the required

H
generalization of Lemma 4.9 is

Lemma 4.30. There exists a constant C = C(w,v) such that
! i 2
/ [Wij e oo™ %at < Cf|e™|?,
0
1
| Ivetmat|fa < e,
0

where M € Hgﬁ) .

Proof. The claim for V follows immediately from Lemma 4.29. The estimate for W follows
similarly by using centre of mass coordinates. O
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Finally, we briefly discuss the changes to the combinatorics arising from an external poten-
tial. We classify the elementary terms according to the numbers (k,l, m), where k is the order
of the multiple commutator, [ is the number of loops, and m is the number of V-operators.
Thus, instead of (4.18), we have the recursive definition

pklm) (@) = ilp+k—1—m—1) [WtMF(k—Ll,m) (a(p))]

tt1,.le tt1,.otk—1 1

k—1— 1i—1.m
+i<p+ m) [Wtk,F(k 1,0-1, )(a(p))]

9 byt —1

Filp+ k= 1= m) | Vi, By M D ()|

byt —1

2

1
ptk—l—m—1

: k—1,,
= 1Py Z [Wip-l—k—l—m,tk, thtl,...,t:i)l (a(p)) ® ]1] Py
i=1
: k—1,1—1,
+iPs Z [Wijvtw Ft(,tl,...,tk_:n)(a(p))]Pi
1<i<j<p+k—Il—m

p+k—l—m
+iPy Y0 Vi By i @) Py
i=1

as well as Ft(o,o,o) (aP) = agp). We also set thlzl’l”_@k(a(p)) =0 unless 0 <1 < k—m. It is again
an easy exercise to show by induction on k that

. ko k—l

(AN)F ~ ~ 1~ kod,m

S An (o) [An ), Ax(af)] ] = D037 — Aw(FET, (a9).
=0 m=0

Note that P’élzl’{ngk (a'P)) is a p + k — I — m particle operator.

The graphs of Section 4.4 have to be modified: Each vertex corresponding to a V-operator
has one edge for each direction d = a, ¢ (see Figure 4.4).

Figure 4.4: An admissible graph of type (p =4,k =7,1 =2, m = 2).

Let us first consider tree graphs, [ = 0. Take the set of trees without an external potential
as in Section 4.4. By allowing each vertex v = 1,..., k whose edges (a,2) and (¢, 2) are empty
to stand for either an interaction potential W or an external potential V', we count all trees
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with an external potential. Thus, for a given m, there are at most ( :L ) |G(p, k,0)| tree graphs

m)

contributing to Ft(,];’?f..,tk (a(p)). If I > 0 we repeat the argument in the proof Lemma 4.10, and
find that the number of graph structures contributing to Ft(lzllm%k (a®)) is bounded by

() () (2 1%) -

Putting all this together, we find that

. BN (kN [2p+ 3k
@) < (B (7)ot k-t micnse .

Using the condition p + k — 1 — m < n, it is then easy to see that all convergence estimates
remain valid with the additional factor 2*.
In summary, all of the results of this chapter hold if

v,w € L3+ L.



CHAPTER 5

The Mean-Field Limit: Singular Potentials and
Rate of Convergence

In this chapter we study the mean-field time evolution of coherent states of a Bose gas. The goal
of this chapter is twofold. First, we treat a large class of external and interaction potentials.
Second, we derive explicit bounds on the rate of convergence to the mean-field limit.

We consider a system of N identical bosons in d dimensions, described by a symmetric wave
function ¥y € P, L*(R?, dz)®V. The mean-field Hamiltonian is given by

N
1
Hy = Zhﬁ—ﬁ > wlw—xy), (5.1)
i=1 1<i<j<N

where h; denotes a one-particle Hamiltonian h (to be specified later) acting on the coordinate
xi, and w is an interaction potential. The time evolution of ¥y is governed by the N-body
Schrodinger equation

0 UN(t) = HyUn(t),  Un(0) = Typ. (5.2)

We consider factorized! initial data Wy o = QD(?N for some ¢y € L?(R%) satisfying the normal-
ization condition [[¢o[2(ray = 1. As discussed in Section 1.1.3, one expects that for large N
the wave function Wy (t) is approximately factorized in the sense that?

W) = (le®) () (5.3)

for all k£ € N, where o(t) is a solution of the Hartree equation

10p(t) = ho(t) + (wx|o®)*)e(t),  ¢(0) = . (5.4)

In order to make quantitative statements about the rate of convergence, we need a means
of measuring the error in (5.3). There are two commonly used indicators: the projection

E](\’f) - 1_ <¢®k’%(5)80®k>

"More generally, we consider initial data that factorizes asymptotically for large N, in the sense that

(cpo,fy](\%)(O)cp()) — 1 as N — oo. Here 71(\})(0) is the reduced 1-particle matrix of Uy q.

2We recall that the reduced k-particle density matrix is defined by

A() = Trprr, v [Un (D) (TN ()]

135
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and the trace norm distance
R k k ®
g\/) = H )](V) (|¢><SD|) kHl’

where we suppress the time index t to avoid cluttering the notation. It is well known (see
e.g. [LS02]) that all of these indicators are equivalent in the sense that the vanishing of either
RE\];) or E](\l;) for some k in the limit N — oo implies that limy Rg\l;/) = limy E](\];I) = 0 for
all k¥'. However, the rate of convergence may differ from one indicator to another. Thus,
when studying rates of convergence, they are not equivalent (see Section 5.1 below for a full
discussion).

In the past few years considerable progress has been made in strengthening results on the
mean-field limit in mainly two directions. First, the convergence limy R%)(t) = 0 for all ¢ has
been proven for a wide variety of one-particle Hamiltonians h and singular interaction potentials
w. As we saw in Chapter 4, the proofs for singular interaction potentials such as the Coulomb
potential are considerably more involved than for bounded interaction potentials. The first
such result was the treatment of nonrelativistic bosons with Coulomb interaction potential by
Erdés and Yau [EYO01]. In [ES07], Elgart and Schlein extended this result to the technically
more demanding case of a semirelativistic kinetic energy, h = v/1 — A and w(x) = Az|~L.
This is a critical case in the sense that the kinetic energy has the same scaling behaviour
as the Coulomb potential energy, thus requiring quite refined estimates. Another approach
was adopted by Rodnianski and Schlein in [RS07]. Using methods inspired by a semiclassical
argument of Hepp [Hep74] focusing on the dynamics of coherent states in Fock space, they
show convergence to the mean-field limit in the case h = —A and w(x) = |z| L.

The second area of recent progress in understanding the mean-field limit is deriving esti-
mates on the rate of convergence to the mean-field limit. Methods based on expansions, as used
in [Spo80] and Chapter 4, give very weak bounds on the error Rg\l,) (t), while weak compactness
arguments, as used in [EY01] and [ES07], yield no information on the rate of convergence.
From a physical point of view, where N is large but finite, it is of some interest to have tight
error bounds in order to be able to address the question whether the mean-field approximation
may be regarded as valid. The first reasonable estimates on the error were derived for the case
h = —A and w(z) = A|z|~! by Rodnianski and Schlein in their work [RS07] mentioned above.
In fact they derive an explicit estimate on the error of the form

rP @) < S ontnr

VN

for some constants C (k), C2(k) > 0. Using a novel approach inspired by Lieb-Robinson bounds,
Erdés and Schlein [ES08] further improved this estimate under the more restrictive assumption
that w is bounded and its Fourier transform integrable. Their result is

RP(e) < SLeletst,
for some constants C1,Cy, C3 > 0.

In this chapter we adopt yet another approach based on a method of Pickl [Pic]. We
strengthen and generalize many of the results listed above, by treating more singular interac-
tion potentials as well as deriving estimates on the rate of convergence. Moreover, our approach
allows for a large class of (possibly time-dependent) external potentials, which might for in-
stance describe a trap confining the particles to a small volume. We also show that if the
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solution ¢(-) of the Hartree equation satisfies a scattering condition, all of the error estimates
are uniform in time.

The outline of this chapter is as follows. Section 5.1 is devoted to a short discussion of the
indicators of convergence E](\];) and Rg\l;), in which we derive estimates relating them to each
other. In Section 5.2 we state and prove our first main result, which concerns the mean-field
limit in the case of L?-type singularities in w; see Theorem 5.5 and Corollary 5.6. In Section
5.3 we state and prove our second main result, which allows for a larger class of singularities
such as the nonrelativistic critical case h = —A and w(x) = A|z|~%; see Theorem 5.16. For an

outline of the methods underlying our proofs, see the beginnings of Sections 5.2 and 5.3.

We adopt the following conventions throughout this chapter. Except in definitions, in
statements of results and where confusion is possible, we refrain from indicating the explicit
dependence of a quantity ay(t) on the time ¢ and the particle number N. When needed, we use
the notations a(t) and al; interchangeably to denote the value of the quantity a at time ¢. To
simplify notation, we assume that ¢ > 0. Integer indices on operators denote particle number:

A E-particle operator A (i.e. an operator on 'H(k)) acting on the coordinates x;,,...,z;,, where
i1 < --- <, is denoted by A;, ;. . Also, by a slight abuse of notation, we identify k-particle
functions f(x1,...,xx) with their associated multiplication operators on H®*) . The operator

norm of the multiplication operator f is equal to, and will always be denoted by, || f||so-

5.1 Indicators of convergence

This section is devoted to a discussion, which might also be of independent interest, of quanti-

k) (k)

tative relationships between the indicators E](V and Ry’. Throughout this section we suppress
the irrelevant index N.

Take a k-particle density matrix v*) e E(H(k)) and a one-particle condensate wave function
¢ € L?. The following lemma gives the relationship between different elements of the sequence
EMW E® . where, we recall,

gk — 1 _ <<p®k’fy(k) (p®k> ) (5.5)
Lemma 5.1. Let v*) € L(H®)) satisfy
W(k) > 0, Trv(k) = 1.

Let ¢ € L? satisfy ||| = 1. Then
E® < kEW . (5.6)

Proof. Let (@Ek))ix be an orthonormal basis of H*) with @gk) = p®*. Then

<(p®k7,y(k) ¢®k> _ Z <Lp ® cI)Z(k—l)j,y(k) 0 (I)Z(k—l)> _ Z <<p 2 cI)Z(k—l) 77(1?) 0 ® (I)Z(k—1)>
i>1 i>2

= (0,70 e) = (peal ™ 1" pg el
i>2
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Therefore,

(0,7 ) — (4 k) kY

= Z <(p ® @Ek—n AW o (I)Z(k—1)>
i>2

< YN (@ el W el g el
i>2 j>1

= Y > (@ el /W el @ e V) - 3 (8] @ Pt 1M @l @ o)
izl j>1 >

= 1— < Bk=1) ~(k=1) (p®(k—1)> .

This yields
E®) < pl-1) 4 p()

and the claim follows. O

Remark 5.2. The bound in (5.6) is sharp. Indeed, let us suppose that E) < k f(k) EQ for
some function f. Then
1—(1—-a)

(k) kEW 0<a<l ko a—0 ko

WV

)

where the second inequality follows by restricting the supremum to product states fy(k) =
(|2 (1|)®* and writing o = BV,

The next lemma describes the relationship between E*®) and R*), where, we recall,
RW = |ly® — (lp) ()™, -

Lemma 5.3. Let %) € L(HW) be a density matriz and o € L? satisfy |¢|| = 1. Then

E® < RK) (5.7a)

R® < V8E® . (5.7b)
Proof. It is convenient to introduce the shorthand

p® = ()l
Thus,
R — 1 <@®k,7(k) SD®k> — Tr(p(k) _p(k)y(k)) < ||p(k)HHp(k) _7(/€)H1 = R®

which is (5.7a). In order to prove (5.7b) it is easiest to use the identity

[p® —4®, = 2||p® — 4®

valid for any one-dimensional projector p*) and nonnegative density matrix v*). This was first
observed by Seiringer; see [RS07]. For the convenience of the reader we recall the proof of (5.8).
Let (An)nen be the sequence of eigenvalues of the trace class operator A := ~®) — pk) - Since
p*) is a rank one projection, A has at most one negative eigenvalue, say Ag. Also, TrA =0
implies that > A, = 0. Thus, > |A\,| = 2|Ao|, which is (5.8).

, (5.8)
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Now (5.8) yields

RE = |[p) —4®||, = 2|)p® —4®| < 2 \/Tr(p(k) )2
Then (5.7b) follows from
Tr(p(k) _ ,Y(k))2 - 1_ 2Tr(p(k)fy(k)) + Tr(f),(/’ﬂ))2 < BE® Tr(p(k)fy(k)) +1 = 2%

Alternatively, one may prove (5.7b) (with a slightly worse constant) without (5.8) by using
the Cauchy-Schwarz inequality for Hilbert-Schmidt operators. O

Remark 5.4. Up to constant factors the bounds (5.7) are sharp, as the following examples show.
Here we drop the irrelevant index k. Consider first

SOBRSICT

where 0 < a < 1. As above we set p := |p)(p|. One finds

E =1-(p,7¢) = a, R =|p-7l = 2a,

so that (5.7a) is sharp up to a constant factor.
It is not hard to see that if v and p commute then (5.7b) can be replaced with the stronger
bound R < E. In order to show that in general (5.7b) is sharp up to a constant factor, consider

() e (.

where 0 < a < 1. One readily sees that « is a density matrix (in fact, a one-dimensional
projector). A short calculation yields

E=1-{p,7p) =a
as well as
v =p), = Va.
Using
Iva=p), = |lv—p+p—p|, < 2llp—7lh
we therefore find
Vi _ VB

g — >—_
R=lp=ql > 5 = 5,

as desired.

5.2 Convergence for L2-type singularities

This section is devoted to the case w € L% + L°°.
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5.2.1 Outline and main result

Our method relies on controlling the quantity

an(t) = By (t). (5.9)
To this end, we derive an estimate of the form
an(t) < An(t) + Bn(t) an(t), (5.10)
which, by Grénwall’s lemma (See Appendix C), implies
an(t) < an(0) elo BN /Ot An(s) el BN ds. (5.11)

In order to show (5.10), we differentiate an(t) and note that all terms arising from the
one-particle Hamiltonian vanish. We control the remaining terms by introducing the time-
dependent orthogonal projections

p(t) = le@®)e®],  q(t) == 1—-p(t).

We then partition 1 = p(t) + ¢(t) appropriately and use the following heuristics for controlling
the terms that arise in this manner. Factors p(t) are used to control singularities of w by
exploiting the smoothness of the Hartree wave function ¢(t). Factors ¢(t) are expected to
yield something small, i.e. proportional to ay(t), in accordance with the identity an(t) =
(UN (), 1 () ¥n(D))-

For the following it is convenient to rewrite the Hamiltonian (5.1) as

N
1
Hy = Zhi—l—ﬁ S owy = HY+HY, (5.12)
i=1 1<i<j<N
where W;; := w(z; — ;). We may now list our assumptions.

(A1) The one-particle Hamiltonian h is self-adjoint and bounded from below. Without loss of
generality we assume that h > 0. We define the Hilbert space? Xy = Q(HR,) as the
form domain of H]({, with norm

1Wllxy s= (1 + HR) 20,
(A2) The Hamiltonian (5.12) is self-adjoint and bounded from below. We also assume that
Q(HN) Cc Xn.

(A3) The interaction potential w is a real and even function satisfying w € LP' + LP2 where
2 <p1 < p2 <00

(A4) The solution ¢(-) of (5.4) satisfies
o(-) € C(R; X1 N L) N CYR; X7),

where 2 < g2 < g1 < oo are defined through

1,1 i =1,2 (5.13)
- = —+ —, 1=1,2. )
2 pioa

Here X} denotes the dual space of X7, i.e. the closure of L? under the norm ||| Xy =

I(L+h)~1 2]

3Note that, as a form, HY is closable (see [RS75], Theorem X.23), so that X is indeed a Hilbert space.
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We now state our main result.

Theorem 5.5. Let o € Q(Hy) satisfy ||Unol| = 1, and o € X1 N LT satisfy ||¢ol = 1.
Assume that Assumptions (A1) — (A4) hold. Then

an(t) < <aN<o>+_) Fey

where

t
o(t) = 32lw|Ler 1 Lr2 /0 ds (le(s)llg + lle(s)llge) -
We may combine this result with the observations of Section 5.1.

Corollary 5.6. Let the sequence ¥y € Q(Hn), N € N, satisfy the assumptions of Theorem
5.5 as well as

1
EP0) < <.
Then we have

EQ(®) S %e(ﬁ“’, RV < 1/%e¢<t>/z,

Remark 5.7. Corollary 5.6 implies that we can control the condensation of k = o(/N) particles.

Remark 5.8. Assumption (A3) allows for singularities in w up to, but not including, the type
|z|~3/2 in three dimensions. In the next section we treat a larger class of interaction potentials.

Remark 5.9. Assumption (A4) is typically verified by solving the Hartree equation in a Sobolev
space of high index (see e.g. Section 5.2.2). Instead of requiring a global-in-time solution, it is
enough to have a local-in-time solution on [0,T") for some 7" > 0.

Remark 5.10. If sup, ¢(t) < oo, or in other words if ||¢(t)|lq and ||¢(t)]l4 are integrable over
R, then all estimates are uniform in time. This describes a scattering regime where the time
evolution is asymptotically free for large times. Such an integrability condition requires large
exponents ¢;, which translates to small exponents p;, i.e. an interaction potential with strong
decay.

Remark 5.11. The result easily extends to time-dependent one-particle Hamiltonians h = h(t).
Replace Assumptions (A1) and (A2) with

(A1’) The Hamiltonian h(t) is self-adjoint and bounded from below. We assume that there
is an operator hg > 0 that such that 0 < h(t) < hg for all t. Define the Hilbert space
Xy = Q(X;(ho);) as in (Al).

(A2’) The Hamiltonian Hy(t) is self-adjoint and bounded from below. We assume that the
form-domain Q(Hy(t)) C Xy for all . We also assume that the N-body propagator
Un(t,s), defined by

10:Un(t,s) = Hn(t)Un(t, s), Un(s,s)=1,
exists and satisfies Un(t,0)Un o € Q(Hp(t)) for all t.

It is then straightforward that Theorem 5.5 holds with the same proof.
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Remark 5.12. In some cases (see e.g. Section 5.2.2 below) it is convenient to modify the as-
sumptions as follows. Replace Assumptions (A3) and (A4) with

(A3’) The interaction potential w is a real and even function satisfying
lw? IoP|l.. < K llel, (5.14)
for some constant K > 0. Without loss of generality we assume that K > 1.
(A4’) The solution ¢(-) of (5.4) satisfies

o(-) € C(R; X1)NCYR; X7).

Then Theorem 5.5 and Corollary 5.6 hold with

t
o) = 32K [ ds el
The proof remains virtually unchanged. One replaces (5.33) with (5.14), as well as (5.29) with

Jw=ol?], < 2K ol

which is an easy consequence of (5.14).

5.2.2 Examples

We list two examples of systems satisfying the assumptions of Theorem 5.5.

Particles in a trap. Consider nonrelativistic particles in R confined by a strong trapping
potential. The particles interact by means of the Coulomb potential: w(z) = A|z|~!, where
A € R. The one-particle Hamiltonian is of the form h = —A + v, where v is a measurable
function on R3. Decompose v into its positive and negative parts: v = vy — v_, where
vy,v_ > 0. We assume that v, € L{ and that v_ is —A-form bounded with relative bound

loc
less than one, i.e. there are constants 0 < a < 1 and 0 < b < oo such that

(p,v-p) < alp, —Ap) +blp, ). (5.15)

Thus h + b1 is positive. Moreover, we claim that h is essentially self-adjoint on C2°(R3). This
follows by density and the fact that the equation (h + (b + 1)1)¢ = f has a unique solution
o € {p € L? : hp € L*} for each f € L?. In order to show this, define the Hilbert space
Hp :=D((h+ (b+ 1)]1)1/2) with scalar product (f,g)n := (f,(h+ (b+1)1)g); see Theorem
X.23 in [RS75]. Then the map g — (f,g) is in Hj, so that Riesz’s representation theorem
implies there is a unique ¢ € Hj, such that (g, f) = (g,¢)n for all g € Hy. The claim now
follows from the density of Hj, in L?.

It is now easy to see that Assumptions (A1) and (A2) hold with the one-particle Hamiltonian
h + c1 for some ¢ > 0. Let us assume without loss of generality that ¢ = 0. Next, we verify
Assumptions (A3’) and (A4’) (see Remark 5.12). We find

)\2
[ 1]l = sup /dy mlso(y)l2 < (o, —Ap) S (o, ko) + (0,0) = llelk,

where the second step follows from Hardy’s inequality and translation invariance of A, and the
third step is a simple consequence of (5.15). This proves Assumption (A3’).
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Next, take ¢g € X;. By standard methods (see e.g. the presentation of [Len07]) one finds
that Assumption (A4’) holds. Moreover, the mass |¢(¢)||?> and the energy

B4(0) = |(puhe) + 5 [ dody wlo — (o) Pt

t

are conserved under time evolution. Using the identity |z|~! < ]].{|$|<6}6|$|_2 + 1{\x\>5}5_1 and
Hardy’s inequality one sees that

le@®l%, S EB2@) + lle®l?,

and therefore [|¢(t)||x, < C for all t. We conclude: Theorem 5.5 holds with ¢(¢t) = Ct. This
example generalizes the results of [EYO01], [RS07], and Chapter 4.

More generally, the preceding discussion holds for interaction potentials w € L3 + L. This

follows from the following lemma by setting f = w?.

Lemma 5.13. For d = 3 we have that
[ @@ < €Sl b, -0,

Proof. Let f* be the symmetric-decreasing rearrangement of f, defined by

f*(x) = /0 dt 1{\x\<Rt}7

where Ry is defined through Q4 R{ := |[{z : |f(x)| > t}| and Qg is the volume of the unit ball
in d dimensions. See [LLO1] for more details. First, we claim that

[H(x) < CH’Q';’/’;” : (5.16)

Indeed, by definition of the weak LP-norm, we have

[l

Qde = Hx s f ()] >tH S 17

from which we get

F) = [ ar < [Tar ool
— ; {lz|<R:} ; {\x\<||f||£7/$§z;1/dtfp/d} < Qy |x|d/p ,

as claimed.
Thus, using Theorem 3.4 and Remark 3.3(v) in [LLO1], we find

/MVMW@F</MﬂwWWWﬂ=/MﬂwwWW

< C dM<C =AY < C —-A
< Clfllon [ de5 = < Clflaate”s =207 < Cllfllyzule, ~A¢),

where we used (5.16) with d = 3 and p = 3/2, Hardy’s inequality, and the fact that rearrange-
ment decreases kinetic energy (Lemma 7.17 in [LLO1)). O
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A boson star. Consider semirelativistic particles in R? whose one-particle Hamiltonian is
given by h = /1 — A. The particles interact by means of a Coulomb potential: w(x) = \|z|~!.
We impose the condition A > —4/7. This condition is necessary for both the stability of the
N-body problem (i.e. Assumption (A2)) and the global well-posedness of the Hartree equation.
See [LY87,Len07] for details. It is well known that Assumptions (A1) and (A2) hold in this
case.

In order to show Assumption (A4) we need some regularity of o(-). To this end, let s > 1
and take pg € H®. Theorem 3 of [Len07] implies that (5.4) has a unique global solution in H*.
Therefore Sobolev’s inequality implies that Assumption (A4) holds with

Thus ¢; > 6, and Assumption (A3) holds with appropriately chosen values of pi,ps. We
conclude: Theorem 5.5 holds for some continuous function ¢(¢). This example generalizes the
result of [ES07].

On may in fact derive an explicit upper bound on ¢(t) as follows. Assume that s < 3/2. In
order to get an estimate on |¢(t)/4,, we note that Lemma 3 of [Len07] yields the bound

t
le(@as < ||s00||Hs+/0 ds [l(s)1[371/2 ()l -

As in the previous example, conservation of energy implies that [|¢(s)||7,, < C. Thus
Gronwall’s lemma yields

le)llms < lleollms e

Therefore Sobolev’s inequality and interpolation imply that Theorem 5.5 holds with ¢(t) =
C1e“2t. The obtained bound is far from optimal. This deficiency is a manifestation of the fact
that it is in general very hard to derive sharp estimates on the growth of high Sobolev norms
of solutions of nonlinear Schrédinger equations.

5.2.3 Proof of Theorem 5.5, part I: a family of projectors

Define the time-dependent projectors

Write
L= (p+aq) (o~ +an) (5.17)

and define Py, for k = 0,..., N, as the term obtained by multiplying out (5.17) and selecting
all summands containing k factors ¢. In other words,

N
P, = Z Hp;*“iqgi . (5.18)
ac{0,1}N . i=1
2iai=k
If k#{0,...,N} we set P, = 0. It is easy to see that the following properties hold:

(i) Py is an orthogonal projector,

(i) PeP = 6Py,
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(iii) S, P = 1.

Next, for any function f : {0,..., N} — C we define the operator
F =" flk)Py. (5.19)
k

It follows immediately that R -
f9 =1y,

and that fcommutes with p; and P,. We shall often make use of the functions

We have the relation
1 1 1 ~
NZ%‘ = N%Z%Pk = Nngk = m. (5.20)
7 7
Thus, by symmetry of ¥, we get

a = (U, ql) = (I,m7). (5.21)

The correspondence g1 ~ m of (5.20) yields the following useful bounds.

Lemma 5.14. For any nonnegative function f:{0,..., N} — [0,00) we have
~ N .
(U, f12P) < N 1<‘I’,fm2‘1’> : (5.23)

Proof. The proof of (5.22) is an immediate consequence of (5.20). In order to prove (5.23) we
write, using symmetry of ¥ as well as (5.20),

<‘I’7J?Q1Q2‘I’> = mz<\ﬂ,fqiqj\ﬂ>
i#j

1 —~

< mzw,fqiqm = (¥ fm*y),

.3
which is the claim. O
Next, we introduce the shift operation 7,,, n € Z, defined on functions f through
(tnf)(k) == f(k+mn). (5.24)
Its usefulness for our purposes is encapsulated by the following lemma.

Lemma 5.15. Let r > 1 and A be an operator on H"). Let Q;, i = 1,2, be two projectors of
the form

Qi = #1 #r,
where each # stands for either p or q. Then

Q1AL fQr = QiTufAr Q2

where n = no — nq and n; is the number of factors q in Q;.
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Proof. Define

N
Pl = Z H P gl

ac{0, 1}V i=r+1

2 ai=k
Then,
Qif =D f(R)QiPx = > fk)QiPf_,, = > fk+n)QiFf.
k k k
The claim follows from the fact that P commutes with A; . O

5.2.4 Proof of Theorem 5.5, part II: a bound on &

Let us abbreviate
W% = w |go|2.

From Assumptions (A3) and (A4) we find W¥ € L™ (see (5.29) below). Then i0,p =
(h+W*%)p, where h + W¥ € L£(X7; X7). Thus, for any ¢ € X; independent of ¢ we have

10(,pv) = (@, [h+W?,plih).

On the other hand, it is easy to see from Assumptions (A3) and (A4) that m¥ € Q(H).
Combining these observations, and noting that ¥ € Q(H) C X by Assumption (A2), we see
that « is differentiable in ¢ with derivative

& = KV, [H - H?,m|¥),
where H? := >~ .(h; + W/). Thus,
1 I
a = i<\1!, [NZWU—ZWf : m}\I’>

i<j i

By symmetry of U and m we get
& = %(xy, [(N =)Wy — NWY — NWS,m]0). (5.25)

In order to estimate the right-hand side, we introduce

1 = (p1+q)p2+q)

on both sides of the commutator in (5.25). Of the sixteen resulting terms only three different
types survive:

%<‘I’,p1p2 (N —=1)Wiy — NWY — NWS, i) qip2 V) (I)
W qp [(N = )Wio = NWY — NWS, ] a1 (i
%(‘I’,mm (N —1)Wiy — NWY — NWY ] q1q2¥) (1) .

Indeed, Lemma 5.15 implies that terms with the same number of factors ¢ on the left and on
the right vanish. What remains is

& = 2(I) 4+ 2(IT) + (III) + complex conjugate .
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The remainder of the proof consists in estimating each term.

Term (I). First, we remark that
paWiapa = paWy . (5.26)

This is easiest to see using operator kernels (we drop the trivial indices x3,ys, ..., 2N, yN):

(p2Wiaps) (@1, 2231, y2) = / 0z p(22) (=) wlar — 2) 61 — 1) 9(=) B(y2)

= o(22) B(y2) (1 — 1) (w * [@|*) (1) -

Therefore,

I = %(‘I’,pmz[(N—1)Wf—NWf’ﬁ]CJ1p2\I’> = _71<‘1’,mp2[Wf’ﬁ]Q1p2\I'>-

Using Lemma 5.15 we find

—i P —i
I = 7<\I/,p1p2Wf"(m—T_1m)q1p2\I/> = ﬁ(maplpzwa1p2\I’>-
This gives
1 1 )
|(I)| < WHW“)HOO = ﬁHw*I@I Hoo
By Assumption (A3), we may write
w=w® +w?®,  Ww® e [P (5.27)

By Young’s inequality, ' '

[w® x 0P| o < Nw@plel?

where 71,79 are defined through

1 2
1= —4—. (5.28)
Dpi T

Therefore,

2
[ 1ol < NewWllpallll?, + Il llellF, < (0@ llpy + 10 ) (lelley + llolla)”

Taking the infimum over all decompositions (5.27) yields

2
Weloo = [Jwlol|l < llwllzerszea (lollry + lele)” (5.29)
Note that Assumptions (A3) and (A4) imply
2 << q, (5.30)

so that the right-hand side of (5.29) is finite. Summarizing,

1

2
(D] < grpllwlorsre (el + llellr) (5.31)

Term (II). Applying Lemma 5.15 to (II) yields

(In) = %(\I’,qlm((N — DWiz = NWF) (i — 71m) 1429

i N -1
= (W — Wy — WY )\
2< ) C]1p2< N 12 2 >Q1Q2 >,
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so that
1 1
()] < §|<‘I’,Q1P2W12Q1Q2‘1’>| + §‘<‘I’,Q1P2W§7Q1Q2‘I’>‘ : (5.32)

The second term of (5.32) is bounded by
1 ® 2 1 2
IVl ln@I° < S llwllze oz (el + llollr)” e,

where we used the bound (5.29) as well as (5.21).
The first term of (5.32) is bounded using Cauchy-Schwarz by

1 1
5\/<‘I’,Q1P2W122p2Q1‘I’>\/ (V,q1q2V) = 5\/(‘1’,@112?2 (w? * |@|?) P21 V) V(¥ , 12 V) .

This follows by applying (5.26) to W?2. Thus we get the bound

1 1
Py < o2, = Say/u? ¢ o2,

We now proceed as above. Using the decomposition (5.27) we get

lw® 10l < 20D 5 [ + 2] (@) o] -
Then Young’s inequality gives

@™ o, <l

2 2
2 gl
which implies that
2
Jw? * o] o < 2lwlZo e (lollgr + llllgs) - (5.33)

Putting all of this together we get

1 2
)] < Sl [ V2(lella + Ille) + (el + lell)?] o

Term (III). The final term (III) is equal to
i . i o
§<‘1’,P1p2[(N —DWig, m]q1g2¥) = §<‘1’,P1p2(N — D)Wig(m —7—om)q1¢2¥)
N-—-1
N

(U, p1p2Wi2q142%)

=1

where we used Lemma 5.15. Next, we note that, on the range of ¢, the operator n=' is

well-defined and bounded. Thus (III) is equal to

N -1 P .
i— (U, pipoWio i 'qige¥) = i

N -1
N

(U, p1p2 Ton Wia i 'q1go¥)
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where we used Lemma 5.15 again. We now use Cauchy-Schwarz to get

|AI)| < (W pripa 7270 Wh Tl pipa W)/ (¥, 21020

= (U pi 7 (w2 % |9f2), T pip U)W, - 1o )
< I v Pl Il | )

= I+ ol g ) va

I ooy gy (%) + 2 v

I ol s 2ot ).

Using the estimate (5.33) we get finally

N 1
)] < 23wl (el + el 727 (@ 5 )-

Conclusion of the proof. We have shown that the estimate (5.10) holds with

N

N

By(t) = 2wl s [(le®)ly + Io@)lrs)* + 6@l + le(®)le)]

An(t) = BNT“).

Using L?-norm conservation ||¢(t)|| = 1 and interpolation we find [|¢(t)[|2 < [|¢(t)/lq,- Thus,

By(t) < 16]wllzer+Lea (le®)llg + o)z -

The claim now follows from the Grénwall estimate (5.11).

5.3 Convergence for stronger singularities

In this section we extend the results of the Section 5.2 to more singular interaction potentials.
We consider the case w € LP° + L°° where

1 1 1

w2 + 7 (5.34)
For example in three dimensions py = 6/5, which corresponds to singularities up to, but not
including, the type |ﬂ:|_5/ 2. Of course, there are other restrictions on the interaction potential
which ensure the stability of the N-body Hamiltonian and the well-posedness of the Hartree
equation. In practice, it is often these latter restrictions that determine the class of allowed
singularities.

In the words of [RS75] (p. 169), it is “venerable physical folklore” that an N-body Hamil-

tonian of the form (5.12), with h = —A and w(x) = |2|=¢ for ¢ < 2, produces reasonable
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quantum dynamics in three dimensions. Mathematically, this means that the such a Hamil-
tonian is self-adjoint; this is a well-known result (see e.g. [RS75]). The corresponding Hartree
equation is known to be globally well-posed (see [GV80]). This section answers (affirmatively)
the question whether, in the case of such singular interaction potentials, the mean-field limit
of the N-body dynamics is governed by the Hartree equation.

5.3.1 Outline and main result

As in Section 5.2, we need to control expressions of the form [[w? * |¢|?||oo. The situation is

considerably more involved when w?

is not locally integrable. An important step in dealing
with such potentials in our proof is to express w as the divergence of a vector field £ € L2.
This approach requires the control of not only a = ||g1¥||? but also ||V1q1¥||?, which arises
from integrating by parts in expressions containing the factor V- £. As it turns out, [, defined

through
Bn(t) = (Un,nUy)

(5.35)

t )

does the trick. This follows from an estimate exploiting conservation of energy (see Lemma
5.21 below). The inequality m < n and the representation (5.21) yield

a < 3. (5.36)
We consider a Hamiltonian of the form (5.12) and make the following assumptions.
(B1) The one-particle Hamiltonian h is self-adjoint and bounded from below. Without loss of

generality we assume that h > 0. We also assume that there are constants ki, ko > 0
such that

as an inequality of forms on H®.

(B2) The Hamiltonian (5.12) is self-adjoint and bounded from below. We also assume that
Q(Hy) C Xy, where Xy is defined as in Assumption (Al).

(B3) There is a constant k3 € (0,1) such that
0 < (1 — Hg)(h1 + h2) + Wio,
as an inequality of forms on H®.

(B4) The interaction potential w is a real and even function satisfying w € LP + L*°, where
Po<p<2

(B5) The solution ¢(-) of (1.26) satisfies
p() € CR; X NL®)NCHR; L?),
where X7 := Q(h?) C L? is equipped with the norm

el == [|(1+n%)2.
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Next, define the microscopic energy per particle as

1
Ex(t) = ~ N, Hy U,

as well as the Hartree energy

B0 = [(uhio + 5 [ oty wlo — et Pletl]

t

By spectral calculus, E}{’[(t) is independent of t. Also, invoking Assumption (B5) to differentiate
E¥(t) with respect to ¢ shows that E¥(t) is conserved as well. Summarizing,

Ex(t) = EX(0),  E®(t) = E®(0), teR.
We may now state the main result of this section.

Theorem 5.16. Let Vg € Q(Hy) and assume that Assumptions (B1) — (B5) hold. Then there
1 a constant K, depending only on d, h, w and p, such that

Bn(t) < (BN(O) + Ex — E¥ + %) efe®

where
p/po—1

~ 2p/po—p/2—1

(5.37)

and
o) = [ as (1+1e)gnin )

Remark 5.17. We have convergence to the mean-field limit whenever limy E}{’, = E¥ and
limy An(0) = 0. For instance if we start in a fully factorized state, ¥ g = wg@N, then By (0) =0
and

1
Ey - E? = N (P0 @0, Wizpo @ o)
so that the Theorem 5.16 yields

1
EY(1) < Br(t) S 770,

and the analogue of Corollary 5.6 holds.
Remark 5.18. The following graph shows the dependence of 1 on p for d = 3, i.e. pg = 6/5.

0.5 T T T

04 .

03 | 1

02| 1

01| 1

1.2 1.4 1.6 1.8 2
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Remark 5.19. Theorem 5.16 remains valid for a large class of time-dependent one-particle
Hamiltonians h(t). See Section 5.3.5 below for a full discussion.

Remark 5.20. In three dimensions Assumption (B1) and Sobolev’s inequality imply that ||¢]|ec S
[l x2, so that Assumption (B5) is equivalent to ¢ € C(R; X2)NCHR; L?).

5.3.2 Example: nonrelativistic particles with interaction potential of critical type

Consider nonrelativistic particles in R? with one-particle Hamiltonian » = —A. The interaction
potential is given by w(x) = A|z|~2. This corresponds to a critical interaction potential in the
sense that the kinetic and potential energies have the same scaling behaviour. We require that
A > —1/2, which ensures that the N-body Hamiltonian is stable and the Hartree equation has
global solutions. To see this, recall Hardy’s inequality in three dimensions,

(p. 12l 70) < Afp,—Agp). (5.38)
One easily infers that Assumptions (B1) — (B3) hold. Moreover, Assumption (B4) holds for
any p < 3/2.

In order to verify Assumption (B5) we refer to [GV80], where local well-posedness is proven.
Global existence follows by standard methods using conservation of the mass ||¢||?, conservation
of the energy E¥, and Hardy’s inequality (5.38). Together they yield an a-priori bound on
[l x,, from which an a-priori bound for |¢|[x2 may be inferred; see [GV80] for details.

We conclude: For any 1 < 1/3 there is a continuous function ¢(¢) such that Theorem 5.16
holds.

5.3.3 Proof of Theorem 5.16, part I: an energy estimate

In the first step of our proof we exploit conservation of energy to derive an estimate on ||V1q1 ¥||.

Lemma 5.21. Assume that Assumptions (B1) — (B5) hold. Then
1
2 7 2
IDanlP B = B2+ (14 Doligore) (7 )
Proof. Write 1
E? = (p,he) + 5{p. W¥p), (5.39)

as well as
N -1

v

(U, Wi 0). (5.40)
Inserting
1 = pip2+ (1 —pip2)
in front of every ¥ in (5.40) and multiplying everything out yields
(¥, (1 —pip2)hi (1 — pip2)¥)
= EY — (¥, p1pohipip2 V)

N -1
- — (U W, g
oN ( P12 Wiap1p2 V)
— (U (1 — p1p2)hap1p2¥) — (¥, p1pahi (1 — p1p2) V)
N -1 N -1
- ——(¥ (1 — Uy — —— (U 1-— g
5 (U, (1 — p1p2) Wizp1p2 V) 5N (U, p1paWia(1 — p1p2) V)
N-1

W@’, (1 — p1p2)Wia(1 — p1p2) 7).
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We want to find an upper bound for the left-hand side.

153

In order to control the last term

on the right-hand side for negative interaction potentials, we need to use some of the kinetic
energy on the left-hand side. To this end, we split the left-hand side by multiplying it with

1 = ks + (1 — k3). Thus, using (5.39), we get

k3(¥, (1 = pip2)hi (1 — p1p2) V)
= EY —FE¥
— (¥, p1p2hip1p2¥) + (@, he)
- E(‘I’,lewuplpz% + 1(@, W?y)
2N 2

— (W, (1 = pip2)hap1p2¥) — (¥, pipohi (1 — p1p2) V)

N -1 N
- W@’ (1 — p1p2)Wiap1p2¥) — —(‘I/ p1p2Wia(1 — p1p2)¥)
N -1
- W(‘L (1 — p1p2)Wia(1 — pip2)¥) — (1 — k3){¥, (1 — p1p2)ha (1 — p1p2) V).

(5.41)

The rest of the proof consists in estimating each line on the right-hand side of (5.41) separately.

There is nothing to be done with the first line.

Line 6. The last line of (5.41) is equal to

N -1
- —<‘I’ (T —pip2)Wia(1 —Plpz)‘1’> -

1
2N 2
N -1

N

2N

where in the last step we used Assumption (B3).

Line 2. The second line on the right-hand side of (5.41) is bounded in absolute value by

(@, he) = (¥, prpahipip2¥)| = (@, he) (¥, (1 — p1p2) V)|
= (0, h)|(¥, (q1p2 + P1g2 + 01G2) V)|

3a (e, hy)
3B{p,hp),

where in the last step we used (5.36).

Line 3. The third line on the right-hand side of (5.41) is bounded in absolute value by

2N

N

N-1 1 N_1
S, W) — —<‘1’,P1P2W12P1p2‘1’>‘ = §|<SD,W¢SD>‘ ‘1 - T(‘I’,P1P2‘I’>'
1
5”W¢\\w‘<‘1’7 (q1p2 + p1g2 + Q1qQ)\If> +

3 1
< 2wl (a+ )

3 1
< S|we — ).

==

(1 — k3)(¥, (1 = p1p2)(h1 + h2)(L — p1p2) V)

——<‘I’ s (L= p1p2) [(1 = k) (h1 + ha) + Wiz] (1 — p1p2)‘1’> < 0,

(U, p1p2¥)
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As in (5.29), one finds that

W < llwllpryroellolfange -

Line 4. The fourth line on the right-hand side of (5.41) is bounded in absolute value by

(U, (1 = prp2)hapip2®)| = [(¥, (qp2 + p1g2 + q1q2)hap1p2 V)|
= (¥, q1hipipa¥)|
= (O, 222 hypipa )|
= (U, g7 Y2 hy 7t pipa 0|

where in the last step we used Lemma 5.15. Using Cauchy-Schwarz, we thus get

(W, (1 = pip2)ipipa¥)| < \/<\P7Q1ﬁ*1‘1’> \/<‘I’,plp2 7' h3 ' pipa W)

— \/(\If,ﬁ\Il>\/<gp,h2ap>\/<\P,T/ﬁp1p2q’>7

where in the second step we used Lemma 5.14. Using

(k) = T3 < (k) +

|<‘I’a(1—p1p2)h1p1p2@>| < \/B\/(go,h2g0>\/(\11,ﬁ\11>—i—L
\/<s0,i“b2s0>\/3<\/3+L

we find

N1/4

5

<2 <so,h2so><ﬁ+ %)

Line 5. Finally, we turn our attention to the fifth line on the right-hand side of (5.41), which
is bounded in absolute value by

(U, p1paWia(1 = p1ip2)¥)| = (¥, p1paWia(p1ge + qip2 + 1g2¥)| < 2(a) + (b)),
where
(a) = |[(¥,p1paWiaqip2¥)|, (b) == [(¥,p1p2Wi2q1¢2%)] .
One finds, using (5.26), Lemma 5.15 and Lemma 5.14,
(a) = (¥, pipaWyq V)|
(¥, p1paWY nl/2p-12 aV)|
= (¥, pipo YA ST aV)|

< WPl (2, 7R E) /(071 g, 0)
1
< HW“"HOO\/<\IJ,ﬁ\I/>+J—N\/<\I/,mp>
1
< 2wl ().
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The estimation of (b) requires a little more effort. We start by splitting
w = w® 4w w®) e 1P w(>®) e L.
This yields (b) < (b)® + (b)) in self-explanatory notation. Let us first concentrate on (b))
) = (U, pipaW 5 q1ga0)|
= |<‘I’,P1PQW1(§O)ﬁﬁfl n1q2?)|
= (U, pipe T WS 7 qrga )|

< WO oo (0 202 W) /(0,772 1)

2
< '™ loo /ot - Ve

2
< (c0) i B
< 2o (94 2)

Let us now consider (b)(p ). In order to deal with the singularities in w(®)| we write it as the
divergence of a vector field &,

wP) = V.¢. (5.42)

This is nothing but a problem of electrostatics, which is solved by
x
— O s w® ’
$T O

with some constant C' depending on d. By the Hardy-Littlewood-Sobolev inequality, we find

1 1 1
I€llg < Hw(p)Hp’ 5 = ;—g (5.43)

Thus if p > pp then g > 2. Denote by X;2 multiplication by £(z1 — x2). For the following it is
convenient to write V - & = VPP, where a summation over p = 1,...,d is implied.
Recalling Lemma 5.15, we therefore get

(b)® = K‘I’,ppoWg)ﬁﬁ_lqu‘Pﬂ
= (U, pipe o W 7 qr1go W)
= (¥, p1p2 7o (VIXP) 120 ' q1qe )| .
Integrating by parts yields
(0P < (ViR pipe¥, X0 q1geW) | + [(Tnpipe ¥, X5 VE A o W)] . (5.44)

Let us begin by estimating the first term. Recalling that p = |¢)(p|, we find that the first term
on the right-hand side of (5.44) is equal to

(XL p2 (VPP an U, 0 Lo W) | < \/<(Vpp)1?£ﬁ U, pa X0 X0 p2(Vop1an ) [ g ¥ ||

Vel &2 IVl el |a qig ||

2
S llella lell 2z lelxy/ o+ 5 Ve,

N
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where we used Young’s inequality, Assumption (B1), and Lemma 5.14. Recalling that 5 < «,
we conclude that the first term on the right-hand side of (5.44) is bounded by

1
il (8+ 37 )

Next, we estimate the second term on the right-hand side of (5.44). It is equal to

(X pip2Tan U, ViR g W)| < \/<?£ﬁ U pipe Xopipe Tn V) [ Vi~ g 0|

< /el € I @) [ ViR qigo ¥ ||
2 A_
< |€llg llellpznze g/ o+ N Hvl n! Q1Q2‘I’H .

We estimate HV1 nt qlqg\IJH by introducing 1 = p; + ¢; on the left. The term arising from pq
is bounded by

|P1Via " || = ||premin ! Vi ¥
< \/<V1Q1\I}7QQ?1%72 Vi ¥)
Lo
= <V1Q1‘I’ N1 iZQ% i V1Q1‘1’>
| &
< <V1Q1‘I’ N ZQZ' i V1Q1‘I’>
i=1
= \/<V1q1\11,ﬁ27'1/\n72 Vi)
< Vi .

The term arising from ¢; in the above splitting is dealt with in exactly the same way. Thus we
have proven that the second term on the right-hand side of (5.44) is bounded by

1
CH“PHLQHLOO B+ N HV1q1\I/H .

Summarizing, we have

1 1
O 5 ety (9 37) + bellanney 5+ 7 91001

Conclusion of the proof. Putting all the estimates of the right-hand side of (5.41) together, we
find

(¥, (1 = pip2)hi (1 — pip2)¥)
1
S B -5 4 (14 lelfgns) (4

1
o — vl . 4
7o) +lellzosey 5+ 5 Vil 6.15)
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Next, from 1 — p1p2 = p1g2 + q1 we deduce

IVhia @] = |[Vii(L = pip2)¥ — Vip1g2®|| < [|VRa (L = pip2) ¥ + [V hiprg2 ¥ -

Now, recalling that p = |¢){(p|, we find

IVhipi@2¥]| < Vi lllle®]l < llellx /B

Therefore, )
Vi@ P[* < [V (L = pip2)¥|” + o], -

Plugging in (5.45) yields

1

[V e | < EW_E¢+(1+||¢||§(§W)<6+\/N

1
)+ el 8+ 1 9102,
Next, we observe that Assumption (B1) implies

IVig¥| < [[Vhia | + /8,

so that we get

1 1
[Vhae| < E“J—EH(HHM&%W)(Mﬁ) +llelzenze /B + 5 V@ ¥

Now we claim that

1
IWhiao|* < BY = B + (1 + llel ¥z <ﬂ + \/—N> : (5.46)

This follows from the general estimate
2> < C(R+ax) = 2 < 20R+C%*?,
which itself follows from the elementary inequality
C(R+azx) < CR+ %C’Qa2 + %xQ.

The claim of the Lemma now follows from (5.46) by using Assumption (B1). O

5.3.4 Proof of Theorem 5.16, part II: a bound on [3
We start exactly as in Section 5.2. Assumptions (B1) — (B5) imply that § is differentiable in ¢
with derivative

i

B = (U,[(N—1)Wi — NWY — NWy 7] T)

2
= 2(I) 4+ 2(II) + (III) + complex conjugate, (5.47)
where
i ~
@) = (¥, pip2[(N — 1)W1 — NWY — NWY | qip2¥)

2
(1) = %<‘I’,Q1P2 (N —1)Wiy — NWY — NW5 0] q1g27 ),
i

(II) := §<‘1’,p1P2 (N = 1)Wiz — NWY — NWY | q1g2V ) .



158 5. THE MEAN-FIELD LIMIT: SINGULAR POTENTIALS AND RATE OF CONVERGENCE

Term (I). Using (5.26) we find

2‘(1)‘ = |<\I’,p1p2[(N— 1)W12 —NWf—NWf,ﬁ]qlPQ\IIM
(P, p1p2 [ WY, 0] q1p2 ¥)|
= (¥, WY (A — 710) 12 ¥)

)

where we used Lemma 5.15. Define

VN .
k) = N(nk) = (r-n)(k)) = ———— < n Y k), k=1,....,N. (548
W) = N(o(k) = (ram)(®) = =T < 7 ) (5.48)
Thus,
1 o
(] = N|<‘I’7P1P2W1 Aaqip2¥)|
1
< T v [ee) \Ij 02 \II
Wl (0, 72 1)
1 _
< I eley (W, 2724, 0)
1
S o Ielans
by (5.22).

Term (II). Using Lemma 5.15 we find

2((I)] = (¥, qup2[(N — 1)Wia — NWS 7| q1g2 V)| (5.49)
N -1 N

= '<‘I’ ) mm(TWu - Wf) MQ1qQ\I’>‘ (5.50)

< (0, qip2Wis ﬂQ1Q2‘I’>‘J+ {<‘I’,Q1P2W§0ﬁqw2‘1’>‘l- (5.51)

=:(a) =: (b)

One immediately finds

(b)

N

IW#loo llar W[/ (¥, 72q1929) S [l Farpoe B

In (a) we split

w = w? 4w, w? e P w®) e 1>,

w
with a resulting splitting (a) < (a)® + (a)®). The easy part is
(2)%) < ™ol ¥ 5 5.

In order to deal with (a) ) we write w® =V - ¢ as the divergence of a vector field &, exactly
as in the proof of Lemma 5.21; see (5.42) and the remarks after it. We integrate by parts to
find

(a)! (U, q1p2(VIX )12 i qrg2 V)|

) _ ‘
< (V@2 , X0 i quq2 V)| + [{qup2 ¥, XP, VI i qiqe )| - (5.52)
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The first term of (5.52) is equal to

(XD V¥ A qge®)| < \J(V5a¥, po X0, X0pa Vi) /(¥ 72 12T
< VIE Pl V1019 /(2,772 g1go0)
N -
VI TP 90| g (0 720)

<
S 1ellg el 2nzoe V101 %] v/
S Va2 el zznze + B llellz2nse

where in the second step we used (5.48), in the third Lemma 5.14, and in the last (5.36),
Young’s inequality, and (5.43). The second term of (5.52) is equal to

(ap2¥, X0y (p1 + 1) Vi 12 V) |
< [ap2¥, X5p Tia Vi V)| + [(ap2 ¥, Xihq A Vi P)|, (5.53)

where we used Lemma 5.15. We estimate the first term of (5.53). The second term is dealt
with in exactly the same way. We find

(p1 X a2V, 71 Vi ¥)| < \/<‘I’,Q1P2X122P2Q1‘1’> \/<V1Q1‘1’,Q2 i Vi)

< VIE <ol ¥l (V11 ¥, 772 4>V 11 %)
N

1 .
S Ellg el zenres vV N1 Z (Vign 0,72 ¢;V1iq1 )
i=2

N
1 .
S lelrzac=V/B N1 Z (Vi ¥, 72 g;Viq1 )
i=1

N o~
= H@HL20LOO\/E\/H<V1Q1\I’,H_2 n2vVig )
S H@HL%LOO\/EHVMNI’H
< Blelzar= + Vit Y| el r2npe -

In summary, we have proven that

[ID] S Blielrznzs + Vi@l loll z2n e -

Term (III). Using Lemma 5.15 we find
2] = (N = D), p1p2 [Wi2, 1] 12V = (N — 1)|(¥, p1paWia (7 — T_2n) q1g29)| -

Defining

VN

= — Y < n k), k=2,...,N, 5.54
NN =) (k) (5.54)

v(k) == N(n(k) — (1—on)(k))

we have
2|/(I)| < [V, p1paWi2 U q1g2V)|
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As usual we start by splitting
S RS SN (O DS NS J
with the induced splitting (IIT) = (III)® + (I11)°®). Thus, using Lemma 5.15, we find
21| = [(W, pipaW s 52125 grgoW)|
= (U, pipon'/? Wi a1 Uq1gaV)|

[0 o /(0 77 W) (W, 7152 1)

\/r\/ U, 73 g1g0)
v s

< B+ —
\/N
where in the fifth step we used Lemma 5.14.
In order to estimate (IH)(p ) we introduce a splitting of w® into “singular” and “regular”
parts,

N

N

N

w?) = Pl P2 = P 1w |>a} + w® L 1w |<a} - (5.55)

where a is a positive (N-dependent) constant we choose later. For future reference we record
the estimates

o ® 1l

[ ®2)]|2

al=P/Po ||p®) Hg/po ’ (5.56a)

<
< a2 |lw@) P2 (5.56b)

The proof of (5.56) is elementary; for instance (5.56a) follows from
Hw(pv”Hzg — /dm ‘w(p)‘p {w(P)‘PO*p ]]'{|w(1’)|>a}
< apop/dx ‘w(p){p Lo |sa) < apop/d;c ‘w(p)‘p‘
Let us start with (IIN)"Y. As in (5.42), we use the representation
w?l) = v €.
Then (5.43) and (5.56a) imply that
Il S Nw®Vpy S a'P/re. (5.57)

Integrating by parts, we find

2| PV = [(W, pipeWHY D g1g20)]
(W, p1pa(VIXTy) U q1q2®)|
< [(VIppe¥, X000 g2 W) + [(p1p2 ¥, X0,V D g )| . (5.58)
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Using ||Vp|| = ||V¢|| and Lemma 5.14 we find that the first term of (5.58) is bounded by

A

\/(prl‘I’,P2X1ngf2P2V‘fP1‘I’> \/(‘1’,32611Q2‘1’> S VelHellsollEll2 Ve
Vel ol aP/P0 /B
IVl [l (B8 + a®~2P/P0) |

NN

where in the second step we used the estimate (5.57). Next, using Lemma 5.15, we find that
the second term of (5.58) is equal to

[(p1p2¥ , X0y (p1 + )V D ug2 V)|
< 2V, X0op1 71 Vi@ W) | + | (p1p2 ¥, X a1 U Viqig2 V)| -

We estimate the first term (the second is dealt with in exactly the same way):

|(p1p2¥, X0op1 71 Vig1ga¥)| < \/<\I’7P1P2X122p1p2\11> \/<V1Q1\P7T/1\V2 Vi)

N
1 .
< /P2 XEyp2|l mZ<V1Q1\D7n_2%V1Q1\P>
=2
< lEllzllellooy | 77— Z(Vuh\l’ n2q;Viq1 )
<a ‘p/”"HwHoo\/ ViV, Vig )
< leplloo (a7 720170 +HV1611‘I’H )-

Summarizing,

A®] $ gl (Bllellx, + V122 + a2/ gl x, )

Finally, we estimate

I ®2 = (O, pipaWE? 0 q100)| = (T, pipeWE? 5 (D + xP)q12W)|,  (5.59)
where

is some partition of the unity to be chosen later. The need for this partitioning will soon become
clear. In order to bound the term with x(!), we note that the operator norm of plngl(Q’Q)qlc_IQ

on the full space L? (RdN ) is much larger than on its symmetric subspace. Thus, as a first step,

we symmetrize the operator p1p2W1(§ ’2)q1q2 in coordinate 2. We get the bound
2 ~ 2 o~
(0 pipaW 5 oW qge®)| = —— (0, S pipW? qiga xV 7 1 0
N =1 =2
1 al —
~ 2 -2
S N1 17 ¥ || Z <‘1’,P1Pz‘W1(f Jq1g: X Q1QjW1(§) )Pjpl‘l’>-

1,j=2
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Using

we find

where
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Hﬁfh\I’H < |t <1

1

|<\I/,p1p2W1(§’2)ﬁX(l)qqu\IJM S NZo1 A+ B,
A= Z <\I/,p1p,~W1(f’2)q1in(1) qg‘Wl(f’Q)pjpl\I/>,
2<iZj<N
N —_—
Bi=3 (¥ W g1 x O W pipyw).
i—2

The easy part is

N
B < Z(‘I’,Plpi(Wl(f’Q))2piP1‘I’>

(2

[|
N

[ (w22 5 || (W, prps¥)

N
NE

Il
N

7
< (N =Dl lw®23
< Na* P lell% .

Let us therefore concentrate on

A=Y (\I/,plpin(f’z)qwix(”X(”qg‘Wl(f’z)pjpl\@
2<iAT<N

= Z (¥, prpigj 2xV Wl(f’z)le(f’z) Tox qipi; V)
2<iAJSN
= Al + A2 )

with A = Ay + A, arising from the splitting ¢; = 1 — p;. We start with

|A1]

<

<

Z (¥, p1pig; Tax M Wl(fz)Wl(fz) ToxV qip;p1 )|
2<iAI KN

(5.60)

S Wiy mox D WD W2 WD WD 5D gy 0|

2<iAI<N
> (W, max® g;pipi] w2 ‘Wl(f’z) [p1pig; Tax (D )
2<iAISN

by Cauchy-Schwarz and symmetry of W. Here /- is any complex square root.
In order to estimate this we claim that, for ¢ # j,

L e R R T

Indeed, by (5.26), we have

(5.61)

P1pz’{W1(i ’2)HW1(§)’2)‘P12% = plpi‘Wff’Q)‘pi‘ij’z){pl = pipi (Jw®?] « |90|2)1{W1(j’2){p1-
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The operator pl(‘w(p’2)| * \4,0\2)1 ‘Wl(f’z) ‘pl is equal to f; p1, where

flz;) = / dey o) (|02  [f?) (1) 0P (21 — )| p(a1)

Thus, :
1o < [[0®2] 5 0P|, -

from which (5.61) follows immediately.
Using (5.61), we get

A< S 2] el raxDar v
2<i# <N

< N |3 llellten e (¥ m2x® @)
< —_—

N2 |l 72np00 (¥, 72x M 7* ) .
Now let us choose
XDk) = Lyansy (5.62)

for some § € (0,1). Then
(roxMyn? < N0

implies , Vs
[Ail S llellzenpe N7

Similarly, we find

Aol < 30 (g rax D pip Wi oW pip; oD 0|
2<iAI<N
<D e (v D )
2<iAI<N

-4
< N2|lell72npe N

~

-5
= |l zanpN*"°.

Thus we have proven
-5
Al S llell7znpe N7

Going back to (5.60), we see that
2) ~ M _ _ -
K\I”plmwg’ DX 012P)| < el2ene N2 + o)l N2 a! 7P/

P,2)

What remains is to estimate is the term of (IH)( containing x®,

N
5 1 TR
‘<\Il,p1p2W1(2’2)yx(2) a1¥)| = N—1‘<\II’ E P1P¢W1(f’2) g x@ /2 Vl/QQl‘I’>‘
i—2

N
1 R — _
< m“”m ¥ | S (O, WPV a10i X 0 a1 WP pipi ).
i =2
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Using
[P | < VAT = V3
we find /B
|<‘I’,P1PQW1(§’2)3X(2) n¥)| < N_le/A—i—B, (5.63)
where
A= ) (W pip WP g1, X(2)9QjW1(f’2)pjp1\I’>,
2<iA <N
N —_—
B = Z<‘I’,P1PiW1(f’2)Q1% X(Q)ﬁwl(f’z)z?iplq’>-
=2
Since
XP (k) = Lgponi-s
we find

Thus, ||q1q; x® 7| < N%? and we get

N
2)\ 2 2
B < N2N (0 pipi (Wi pipn ) < N2 | (wl2) s ol
=2
< N2 w®P el S N2 a7 ll3
by (5.56b).
Next, using Lemma 5.15, we find
A = Z <\I/ 7p1pinW1(g)’2) X(2) /1)1/2 q1 X(2) 31/2 Wl(;)’Q)qipjpl\I/>
2<iA SN
= Y (Wpipigy rox@ P WP Wi mx @ 50t gipipy 0)
2<iA SN
= A1+ Ay,

where, as above, the splitting A = A + Ay arises from writing g; = 1 — py. Thus,
Al <Y (8 pipig; rox @ P WP WD 1y @) 5t gip iy 0|
2<i#i <N
= Y (W, pipigy rox® 2w WO W WD 1y @ 502 i 0|
2<i#i <N
< Z (U, qjT2x? vt/ plpi‘Wl(f’z)HWff’z)‘piP1 X 7y 4;V),
2<i#J SN

by Cauchy-Schwarz and symmetry of ¥. Using (5.61) we get

Ar] < N2 |[w®? | o2 (¥, 720 g 0)
< Nzllw(’”?)lli ol 72np00 (¥, 7 F)
< N2 ||l FenreB-
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Similarly,

Aol <Y (W, pigy rox @ 2 p WP p WP py myx @ 50t gip )|

2<i#j <N
< Y w s P (T, B T)
2<i#j <N

< NP ol o pe (¥, 70 0)
< N2 ¢lens= 0

Plugging all this back into (5.63), we find that
(025D 9X® 1029)| S Bl Ensm + I6loo) + llloca® PN
Summarizing:
A ®2| S (14 lplFange) (8 + a7 N1 N7O/2 4 N1 21002)
from which we deduce

1IDP| < lloo|[Vigi ¥ |2
+ (L4 Illxings) (8 + P N1 N70/2 4 N=Y210/2 4 g2/ )

Let us set @ = ay = NS and optimize in § and ¢. This yields the relations

_ _ O gefio2
ce-p+s =1, -5 =x(1-2).

which imply
§ p/po—1

2 2p/po—p/2—-1’

with § < 1. Thus,
(@] S @l V10192 + (1 + lellxanze) (8+N7)
where n = 6/2 satisfies (5.37).

Conclusion of the proof. We have shown that

B < lelliznreIVian® I + (1 + llx,nze) (B +N7").

Using Lemma 5.21 we find

. 1
55 (1 el ) (5 + Y = B2+ 57 ) (5.60)

The claim then follows from the Grénwall estimate (5.11).
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5.3.5 A remark on time-dependent external potentials

Theorem 5.16 can be extended to time-dependent external potentials h(¢) without too much
sweat. The only complication is that energy is no longer conserved. We overcome this problem
by observing that, while the energies EV(¢) and E¥(t) exhibit large variations in ¢, their
difference remains small. In the following we estimate the quantity EY (t)— E¥(t) by controlling
its time derivative.

We need the following assumptions, which replace Assumptions (B1) — (B3).

(B1’) The Hamiltonian h(t) is self-adjoint and bounded from below. We assume that there is
an operator hy > 0 that such that 0 < h(t) < hg for all ¢. We define the Hilbert space
Xy = Q(X;(ho)i) as in (A1), and the space X7 = Q(h?) as in (B5) using hg. We also

assume that there are time-independent constants k1, ko > 0 such that
-A < K h(t) + Ko

for all ¢.

We make the following assumptions on the differentiability of h(¢). The map t —
(1, h(t)y) is continuously differentiable for all ¢ € Xj, with derivative (¢, h(t))) for
some self-adjoint operator h(t). Moreover, we assume that the quantities

(o), he(®), @+ A1)~ h(t) (1 + h(t) 2|
are continuous and finite for all ¢.

(B2’) The Hamiltonian Hy (¢) is self-adjoint and bounded from below. We assume that Q(Hy(t)) C
Xy for all £. We also assume that the N-body propagator Uy (¢, s), defined by

10,Un(t,s) = HN(t)Un(t, s), Un(s,s) =1,
exists and satisfies Un(t,0)Un o € Q(Hn(t)) for all t.
(B3’) There is a time-independent constant 3 € (0,1) such that
0 < (1= n3)(hi(t) + ha(t)) + Wia
for all t.

Theorem 5.22. Assume that Assumptions (B1°) — (B3’), (B4), and (B5) hold. Then there is a
continuous nonnegative function ¢, independent of N and ¥y o, such that

B (t) < 60 (v0) + BXO) - B0 + 57 ).

with n defined in (5.37).

Proof. We start by deriving an upper bound on the energy difference £(t) := EY(t) — E%(t).
Assumptions (B1’) and (B2’) and the fundamental theorem of calculus imply

5@=5@+Am«mwM@mm—@@ﬁ@ﬂw)

=:G(s)
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By inserting 1 = p1(s) + ¢1(s) on both sides of h;(s) we get (omitting the time argument s)
G = (W, p1inp1¥) = (@, he) + 2Re(V, prhng1¥) + (¥, 1 V). (5.65)
The first two terms of (5.65) are equal to
({2, p1%) = 1) {0, he) = alp.he) < Bl(p,he)l.
The third term of (5.65) is bounded, using Lemmas 5.14 and 5.15, by

2 (W, prhy PR )| = 2|(hapy n' /2, a2 av)|

<\ ER2 0 prizp R W) [ 2 0|
< Ve i) (., mmw) (v a1 o)
. 1
< /e, h2e)] 6+\/—Nf,
) L)
< Vit ¢>|(ﬁ+m .

The last term of (5.65) is equal to

(U, q1(1+h)2(@+0) " 2hy (14 b)) V21 + h) V2 T)
< ||@+m) V2R R) V2| [+ b)Y 2w

Thus, using Assumption (B1’) we conclude that

1 2
6t < c(50 + == + I e (5:66)
for all ¢. Here, and in the following, C'(¢) denotes some continuous nonnegative function that
does not depend on V.

Next, we observe that, under Assumptions (B1’) — (B3’), the proof of Lemma 5.21 remains
valid for time-dependent one-particle Hamiltonians. Thus, (5.46) implies

A1 ()Y 2 (1) (1)

< €0+ (14 1ol0lBgn) (500 + )

Plugging this into (5.66) yields

Gl < ) (ﬁ(t) 4 %N +5(t)> .
Therefore, .
£() < £(0) + /0 ds C/(s) <B(s)+€(s)+\/—1ﬁ>, (5.67)

Next, we observe that, under Assumptions (B1’) — (B3’), the derivation of the estimate
(5.64) in the proof of Theorem 5.16 remains valid for time-dependent one-particle Hamiltonians.
Therefore,

() < B0) + /0 ds C(s) <B(s)+5(s)+%>. (5.68)
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Applying Gronwall’s lemma (See Appendix C) to the sum of (5.67) and (5.68) yields

Bt)+E@1) < (B(0) +£(0)) efgc—i—%/ dsC(s)efgC.

0

Plugging this back into (5.68) yields

8 < C( (ﬁ(O) L) + i) ,

which is the claim.



APPENDIX A

A Short Review of Cluster Expansions

In this appendix we give a summary of cluster expansions. We first give an overview of the
algebraic setting underlying cluster expansions, and, in a second part, deal with the convergence
of cluster expansions. In this appendix only we use lowercase letters z,y,... instead of the
usual uppercase letters X,Y,... to denote polymers. Uppercase letters X,Y,... are reserved
for sets of polymers.

Some definitions. Let X be a finite set and denote by &?(X) the set of partitions of X; a
partition of X is a set of nonempty disjoint subsets of X whose union is equal to X. We use
the symbol W to denote disjoint union. We abbreviate N,, := {1,... ,n}.

A graph G is a pair (V(G), E(G)). Here V(G) is a finite set of vertices; E(G), the set of
edges, is a set of unordered pairs of vertices {x,y}, where x,y € V(G). An edge e € E(G) is
incident to a vertex x € V(G) if x € e. Two edges e, e’ € E(G) are adjacent if e e # (.
A graph G is connected if, for any two points z,y € V(G), there exists a sequence of edges
€1,...,en such that e; is incident to x, e, is incident to y, and e; and e;11 are adjacent for
i=1,...,n—1. Denote by G(X) the set of graphs on the set of vertices V(G) = X. Denote
by G.(X) C G(X) the subset of connected graphs.

A.1 The algebra of cluster expansions

In this section we describe the algebra of cluster expansions, without worrying about conver-
gence of formal power series.

A.1.1 The connected part of an n-point function

Let X be an arbitrary set of polymers whose elements we denote by z. Let X — f(X) be a
function of the finite nonempty subsets X C X. Thus, f can also be viewed as a symmetric
function of a collection of polymers: f(z1,...,2,) = f(X) for X = {z1,...,2,}. To each
function f we assign the connected part of f, denoted by f.. It is defined recursively through

fx)y = > I[ rm.
Pe#(X)Y€EP

For example,
fel@) = flx),  felz,y) = fla,y) = f2)f(y).

In order to get an explicit formula for f., we extend the definition of f by setting f(() := 0.
Next, introduce the multiplication

(fixfo)(X) == > [(X1)fa(Xa).

XiwXo=X

169
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It is easy to see that the set of functions f(X) is an associative, commutative algebra with
multiplication *. It has a unity 1 defined by

LX) = {1 if X =0,

0 otherwise.

Since f.()) = 0, the formal power series exp, f. is well-defined, and we find

(exp. )(X) = 1(X) + 30 2 f24(0)

k>1

= 1(X)+ Z ST flXa) e felX)

k>1 T X W WX =X

—10+Y Y I A

k21 Pe®:|P|=kYEP
= 1(X) + f(X).
By inversion of formal power series, we get the explicit (“Mdbius inversion”) formula

fe(X) = log, (1 + f)(X)
_ (_1)k71 *k
=D — /"X

k>1

= S - Y ) A
k>1 X W WX =X

= > PP = T )
Pe2(X) YeP

For example,
fe(w,y,2) = f(z,y,2) = f(2,9)f(2) = f(y,2) f(x) = f(z,2) f(y) + 2f (@) f (y) f (2) -

A.1.2 The graph expansion
Let us now assume that f is generated by graphs, i.e.
fX) = > 2(6),
Geg(X)

for some weight function z satisfying z(G1 U G2) = z(G1)z(G2) whenever V(G1) NV (G2) = 0.
Here G1 UG denotes the graph whose set of vertices is G1 UG2 and set of edges E(G1)UE(G2).
For instance we may take

= > J[ww I <@,

GeG(X) z€X {z,y}€E(G)

for some complex functions w(z) and ((z,y) = ((y, x).

Now we claim that
fo(X) = Y 2(G).
GeGe(X)
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Indeed, let us verify the definition of f.:

2 Ilrm= > 11 > =& = > =0,

PecP(X)YeP PeP(X)YEP GeG.(Y) GeG(X)

where the last step follows by decomposing G € G(X) into its connected components, as well
as the factorization property of z.

A.1.3 Moments, cumulants, and generating functions

Let A = (A\z)zex and consider a generating function x () defined on the set
{A : Ay =0 for all by finitely many x € X}.

The generating function x(\) defines a function (“moment”) f, (X) through

Fo(x) = <H 2 )><<A>

zeX

We use the natural convention f,(0) = x(0).
Next, let us take two generating functions, y; and ys. The moment corresponding to their
product is given by

leXQ(X) = <H O )XI(A)X2(>‘)

zeX

a6 65 ER (0 Sl

= Z le(Xl)fXQ(X2)

X1wXo=X

- (fX1 * fXQ)(X)

Therefore the mapping x + f, is a homomorphism of associative commutative algebras. In
particular, if x(0) = 0 and hence fy () = 0, we find

A=0

A=0

fexpx = CXP, fx-

Also, f1 = 1. This implies that

€XPy fx = 1+ fexprl s

from which we deduce

fx = (fexpx—l)c-
We may rewrite this as

(fx)e = fiog(14y) -

Here is a typical example. Let (F,),ex be a family of random variables and set

x(A\) = E[ezzex)‘xe} —1.
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Thus, x generates the moments

[~

zeX

and

Xc(A) = IOgE[erEXAxe}

generates the corresponding cumulants (fy)e.

A.1.4 The cluster expansion

Now let us assume that the set X is a measure space (X, F, i), with some complex measure p.
Let f(X) be a function on the finite subsets of X. Consider the partition function

::1+Z /duwl dp(xn) f(z1, ... z0),

n>1

understood as a formal power series!. We assume that all integrals are absolutely convergent.
For I C N finite denote by x; the set {x; : i € I}. Then we find

Z = 1+Z Z /du 1‘1 :U'(xn) ch(xf)

n>1 " Pep(N,) Iep
S +Z Z > /du (1) - dpan) [T felzr)
231" k>l Pep(Ny): Iep
|P|=k

QUI

||:ja~

SEED S D TD DR K IICO BRI

SRS AL AN
T #0Ve

k
- 1+Z Z 2. ﬁ ZH/dM(SEl)"'du(wml)fc(ﬂh,--.,xmz)
=1

n>1 T k>1 'm1+---+mk:n:
me =1/

k
Z /du $1 (xm)fc(xh e axm)>

m>1

= 1+Z%<

k>1
= exp(Z /du (x1) (xm)fc(ml,...,xm)> .
m21

Thus we obtain a formal power series expansion for log Z.

A.2 Convergence of cluster expansions

We now prove a general estimate that implies the absolute convergence of the cluster expansion,
and can also be used to easily prove the existence of the thermodynamic limits of the pressure
and correlation functions, as well as exponential decay of correlations in various lattice models.

'For simplicity of notation, the parameter of the formal power series is absorbed into .
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Let ((z,y) be a complex function that is symmetric in its arguments. We also assume that
1+ ¢(z,y) < 1.

Let us choose f of the form

fla,.m) = ] 0+ C(ay)

so that

= 1-1-2 /du (1) du(xy,) Z H C(xi, ;).

n>1 GeG(Ny) {i,j}€E(G)

We have proven that
log Z = Z /d,u x1) - dp(xy,) Z H C(mi,xj)
n>1 Gegc(Nn) {ZJ}EE
as a formal power series. We often use the shorthand
(a1, .. x,) = Z H C(z4,25) .
GeGe(Nn) {i,j}EE(G)

A very convenient way to show the convergence of the cluster expansion is the Kotecky-
Preiss criterion. Assume that there exists a nonnegative function a on X, such that

/ Al (v) ¢z, 0)] @ < alz). (A1)

For lattice polymer models, where polymers x are subsets of some lattice L, one usually
takes a(z) = a|z| for some a > 0, where |z| denotes the cardinality of the set x. What follows
is a heuristic argument justifying this choice as essentially the only possible one. The measure
1 is given by a weighted counting measure:

[ dut@) @) = 3 wl@ola).
for some weights x(x) € C. The function ¢ is a “hard-core” repulsion of polymers, given by

Cloy) = {—1 ifaxny#0

0 otherwise .

We use the shorthand x ~ y to denote x Ny # (). The Kotecky-Preiss condition reads

Y lw(y)e® < a().

Yoox

The rough idea of the argument is

D lw@)le® =~ 3> Jwy)e”™ = Clal,

y»>r lex yo¢l



174 A. A SHORT REVIEW OF CLUSTER EXPANSIONS

where £ € L denotes a lattice point. Here, and throughout the argument, we assume translation
invariance. Let us be a little more precise:

Y lw@)le® = 3w} = Cla,

Yy>x lex

which shows that a(z) > C|z|. On the other hand, one typically has |w(z)| ~ ¢~ ¢1*l. Thus, if

Z|w(y)| V) Z e~ Clyl gaw)

Yyxr Yyoxr

is to be finite, we have to have a(z) < C|z|.
Next, we address the convergence of the cluster expansion. The following theorem gives a
bound sufficient for all practical purposes.

Theorem A.1 (Convergence of the cluster expansion). Assume that (A.1) holds. Then we have
1
S (x1)
1 +Z T / Alpl(w2) -+~ dlpl(wn) o1, z)| < @),

Proof. We follow the clever and elegant proof of [Uel04]. Let N € N and define

N
Ry(on) = 1430 = [dlen) (o) o)l (A2
n=2

Clearly, it is enough to show that Ky (z1) < e®®1) for all N and ;. We show this by induction
on N. Note first that, assuming Ky (z1) < e®1) we get for all x

N 1 n
> [l - dulen) SN oG o)
n=1 i=1

N

1
= 3 gy [ e o) Koot o)

/ Al (1) |G (s a1)| v (an)

< [l fote ol e
s alz), (A.3)

by the Kotecky-Preiss criterion (A.1).

Clearly, the claim is correct for N = 1. The idea of the induction step is as follows. Recall
that ¢ is a sum over connected graphs G. We remove the vertex 1 from each graph G. What
remains is a graph that is in general no longer connected. We decompose this graph into its
connected components, and apply the induction hypothesis on each connected component.

Let us focus on the sum over connected graphs G in

N

KNm):HZﬁ / () - dlpl@a) | S T Clnm)|.  (A4)
n=2 '

G€EGe(Nn) {i,j}EE(G)
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Call G’ the graph obtained from G by removing the vertex 1. Decomposing G’ into its connected
components yields a partition {2,...,n} = [ W --- W I, as well as a set of connected graphs
G1,...,Gy satistying Gy € G.(I}) for [ =1,...,k and @ =Gy U --- UGy.

The sum over connected graphs G can thus be rewritten as a sum over partitions Iy & --- @
I, = {2,...,n}, followed by a sum over connected subgraphs G; € G.(I;) within each partition
1;, followed by a sum, for each [ = 1, ..., k, over nonempty subsets J; C I; of vertices connected
to 1. This gives

Z H C(wi’xj)

G€Ge(Nn) {i,j}€E(G)

E}ji, > 1f[< SOOI <<mi,mj>H<<m1,xi>>.

LYWl ={2,...,n €Gc() 0 CI {i,j}E(GY) i€J;

Next, note that

Yo Tl ¢@e) = [0+ ¢ena) 1.

0#£J,CI; i€J; iel}

A repeated application of
n n—1
[[a+e) -1 = <H(1+ai) —1)(1+an)+an,
i=1 i=1
combined with the estimate |1 + ((z;,z;)| < 1, yields

Yo I < D i)l

DAJ,CI i€, 1€];

Therefore,

Z H C(wi’xj)

G€Ge(Nn) {i,j}€E(G)

S

Z H C(wivxj)

G1€Gc(Ih) {4,5}€E(GY)

= Z ) H(\w((:vi)iezlﬂ Z|C($1,xi)|> ,

k>1 IlLJ W= {2 n} =1 i€l;

Z\C(%Jﬁ)\) :

i€l

Next, recall that there are — 2= partitions I & - - - W I, = {2,...,n} such that |I;| = m; for

mql-my!

[ =1,...k. Inserting all this into (A.4) and changing variable names yields

INSEEES 3 3 D >

n=2k>1 mi,...,mi =1
mi+-+mp=n—1

x H( /d|M| y1) - - dlpl(ym, ) 1@0(y1,-..,yml){ZIC(:vl,ym) :
i=1
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Relaxing the constraint on mq +---+mp < N —1tom; < N —1forl=1,...,k yields

1 k N-1 1 m
Kn(a) < 1+ZHH<Z ) ) \so<y1,...,ym>|Z\cm,yi)\)
m=1 1=1

k=1 =1

< ea(xl) ’

where in the last step we used the induction assumption Kn_1(z1) < e21) as well as (A.3).



APPENDIX B

Tools from Harmonic Analysis

B.1 Common LP-inequalities on R?

Name Conditions Statement
0<p,qg,r <0
Holder [ £l < 1l lgll
r . p 4qg
Interpolation (or 0<p,gr<o0
log-convexity) of 1 6 1-9¢ 0<0< £l < Hng”f”;_G
LP-norms rop q =
I<p,gr<oo
Young Ll 1 glle < 11l
r p q
1<p,qg,r<oo
Generalized Young 14 1 _ 1 n 1 £ * gllr < Cpgll fllpllgllgw
r p q
1<p,qr<oco
Weak Young 14 11 n 1 £ * gllrw < Cpgll fllpwllgllgw
r p q
1<pg<oo, 0<A<d
Hardy-Littlewood- / |f()llg(y)|
1 1 A dedy ———= < C
Sobolev g2, 14A T dy lz — y» padll fllpllgllq
p o q d
Generalized Hardy 0<s< g (f ,|z|7%) < Csalf,(=A)°f)
d
l<p<oo, 0<s<—
Sobolev embedding 1 1 s 1l < Cpsalll VI fllp
P p d

177
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Remarks

(i)

(i)

(iii)

Any condition in the above table that is expressed by an equality is clearly necessary, as
can be seen by considering the scaling f — R)f, where (R)f)(x) := f(Ax).

Sharp constants are known for many of listed inequalities; see [LLO1] for more details.
Of particular interest is the sharp constant for the generalized Hardy inequality [Her77],

([ T((d—25)/4) \?
Cod = (25F((d+2s)/4)> ' (B-1)

The weak LP space, denoted by L%, is defined for 0 < p < oo as the space of functions f
satisfying

1w = iugtpl{lfl >t} < oo, (B.2)
>

where |{|f| > t}| denotes the Lebesgue measure of the set of x € R? satisfying | f(z)| > t.
Note that ||-|[p,w is not a norm (however, as we shall soon see, if 1 < p < oo then ||-||,
is equivalent to a norm). The definition of |-||,., implies that ||Rxfllp.w = AP fllp.w,
so that |||lp. and |||, have the same scaling behaviour. The space L%, consists of
functions whose LP-norm diverges at most logarithmically. This follows from the “layer
cake representation” (a direct consequence of Fubini’s theorem)

1flE = /0 at ptrL[{|f] > t}]. (B.3)

Generally, one has

1l = 1[fllpw

i.e. LP C L%,. This follows by taking the supremum over ¢ in

T / o [fP 1y > 211>t}

The standard example for f € LE, \ LP is f(z) = |z|~%/P.

The Hardy-Littlewood-Sobolev inequality is an immediate consequence of the generalized
Young inequality and the Holder inequality. Similarly, the Sobolev embedding may be
easily derived from the generalized Young inequality. Indeed, note that for 0 < s < d we
have

Cd,s
‘x’d—s

VI f = «f,
as the Fourier transform of |k|™* is Cd78|:c|5_d. The generalized Young inequality yields
therefore

VI fllpe < Cpsall fllp s

, s and d satisfying the conditions of the Sobolev embedding.

*

with p, p
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(v) An immediate consequence of the log-convexity of LP-norms and the Sobolev embedding
is the Gagliardo-Nirenberg inequality. Assume that

1l <p<g< oo and 0 < s <

T

Choose 0 € [0, 1] such that
s
T

RS
=

Then
1fllg < CosalfFIL P IVELIS < Cpsa (11 + NIV Fllp) -

In particular, W*P C L% with continuous injection for all ¢ € [p, p*].

B.2 Lorentz spaces and real interpolation

Lorentz spaces are Banach spaces that interpolate between LP and L%,. We refer to [BL76] for
a thorough discussion. Recall first from (B.3) that

% ¢ 1/p
1fll, = pl/”(/o - PRI t}|> = p"P |t [{| ] >t}|1/pHLp(R+,dt/t)-

Similarly, we get from (B.2) that

1l = NE 1AL > 817 e s ey

This motivates the following definition. For 0 < p < oo and 0 < ¢ < oo define the Lorentz
space LP4(R? dz) = L9 through

1fllp.g = 2" (e[ {1f1 > t}‘l/pHLq(R+,dt/t)' (B.4)

By definition we have
PP = [P, P> = [P, (B.5)

Although |||, 4 is in general only a quasi-norm (the triangle inequality fails), for p > 1 it is
equivalent to a norm; see Theorem B.2.

Several important properties of LP-spaces have counterparts for LP>¢-spaces. In the following
we denote by p’ the conjugate exponent of p, defined by 1/p’ +1/p = 1.

Theorem B.1 (Hélder’s inequality for Lorentz spaces). Let 0 < p,p1,p2 < 00 and 0 < q,q1,q2 <

oo satisfy

1 1 1 1 1 1
- = — + —, - = —+ —.
b p1 b2 q q1 q2

Then we have
HngILq < Cpipangr g HprhmHngquz .

Proof. See [O’N63]. O

Theorem B.2 (Dual characterization of LP9). Let 1 < p < oo and 1 < q < co. Then there
exist constants Cq,Cy > 0 such that

Cullfllpg < p{\ [ fg‘ Nl < 1} < Collflla-
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Proof. See [Tao06]. O

In particular, LP? is a normed space for 1 < p < co. Thus the weak LP-space is a normed
space if p > 1.

In order to discuss further results related to the Lorentz spaces, it is useful to introduce the
real interpolation method (see [BL76] for details). For 1 < ¢ < oo and 0 < 6 < 1 we define the
real interpolation functor (-, -)g 4 as follows. Let Ag and A; be two Banach spaces contained in
some larger topological vector space A. Define the real interpolation norm

Ha’”(A07A1)9,q = HtieK(t’a)HLq(RJﬁ,dt/t)’
where

K(t, a) = inf 1(HGOHAO —i—tHalHAl) .

a=ap+a

Define (Ag, A1)gq as the space of a € A such that [la[/(a,,4,),, < 0. Then (Ag, A1)gq is a
Banach space.

Theorem B.3 (The dual of an interpolation space). Let AgNA; be dense in Ay and Ay. Assume
that 1 < g< oo and 0 <0 < 1. Then

(oA, = (A5.47),,
Proof. See [BL76]. O

Theorem B.4 (Interpolation of Lorentz spaces). Let 0 < pg,p1,q0,q1,9 < 00 and py # pi.
Write 1/p = (1 —0)/po + 0/p1, where 0 < 0 < 1. Then

(meqo’Lm,ql)eq — P9

Proof. See [BL76]. O
In particular, we get the alternative definition of Lorentz spaces by interpolation:
LP = (LP°,LPY)g,,
where 0 < pg,p1 < 00, pg # p1, and 1/p = (1 —0)/po+ 6/py for 0 <0 < 1.
Theorem B.5 (Dual of LP*9). Let 1 < p < 0o and 1 < g < co. Then
(Lp,q)* — Ipd
Proof. A simple application of Theorems B.3 and B.4. U

Strichartz estimates yield bounds on space-time norms by exploiting the dispersive nature
of time evolution. A version suitable for our needs is the following theorem. For f: R — A,
where A is a Banach space, introduce the space-time norm

[ fllzra = HHf(t)HAHLP(R,dt) :
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Theorem B.6. Let o > 0, H be a Hilbert space and Ay, Ay be Banach spaces. Suppose that for
each time t we have an operator U(t) : H — Aj satisfying

U cogay S 1,
[U@B)U() | c(ay;ary S [E—5]77.

Denote by Ay the interpolation space (Ao, A1)g2, where 0 < 0 < 1. Assume that 2 < r = %
and (r,0,0) # (2,1,1). Then we have

U@ fllzrag < Ifllx -

Proof. See [KT98|. O
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APPENDIX C

Gronwall-Type Inequalities

In this appendix we collect some Gronwall-type inequalities, which are useful in various situa-
tions where one needs to control time-dependent quantities.

Theorem C.1. Let 5(t) > 0. If

u(t) < a(t)—i—/o B(s)u(s)ds

then t t
u(t) < a(t)+/ a(s)ﬁ(s)eﬁﬁds = a(O)ef"tﬁ—F/ o'z(s)efstﬁds.
0

0

Moreover, if
ut) < aft) + 6(t) u(t)
then

Proof. Define

0
Thus
t
b(t) < e hBa(t)B(t).
The first claim follows by integration. The rest follows by integration by parts. U

The second statement is a special case of a more general principle.

Theorem C.2. Let X € C'(R%R). Assume that u(t) satisfies
at) < X(u(t),t).

Denote by v the solution of

Then u(t) < v(t) fort in the common domain of u and v.

183



184 C. GRONWALL-TYPE INEQUALITIES

Proof. Note that the assumption on X guarantees that © = X (v, t) has a unique local solution.
Denote by ¢' the solution map on R. Let a(u,t) be defined through ¢'(a(u,t)) = u. By
the standard theory of ordinary differential equations, a € C'(R?;R). Thus, differentiating
a(v(t),t) = v(0) yields

Oua(v,t) X (v,t) + da(v,t) =0.

Combining this with the assumption on u, we get

d
— <
dt@(U(t),t) ~ 07

which implies a(u(t),t) < a(u(0),0) = a(v(t),t). Since the map u +— a(u,t) is clearly monotone
increasing (the solutions of an ordinary differential equation do not cross), the claim follows. [

Sometimes the assumption of the previous theorem is too strong. An important example
is the differential inequality

i < Va, u0) = 0. (C.1)

One would therefore like to have a Gronwall-type estimate for situations where the local unique-
ness of solutions to the corresponding differential equation breaks down. For example, the
following theorem yields: (C.1) implies u(t) < ¢2/4.

Theorem C.3. Let u — fs(u) be a continuous, positive, increasing function for each s. If u
satisfies

u(t) < a(t)+/0 fs(u(s))ds,

then
u(t) < x(t),

where x(t) is the largest solution of the equation

w®=a®+4ﬁmwﬁ-

Proof. Define the map u +— ®[u] through

B[ul(t) = alt)+ /0 Fuu(s)) ds.

Thus, u < ®[u] and, since f is increasing,

@M@ga@+fﬂmwm@,

Thus, the sequence ®"[u] is increasing and hence has a pointwise limit w, = lim,, ®"[u] with
values in [0, co]. Also, monotone convergence implies that

Ou,] = @[lim @"[u]} = lim " [®[u)] = u.,

n—00 n—oo

i.e. u, satisfies .
w(®) = alt)+ [ fulun(s)) ds.
0
The claim follows. O
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