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Exercises for Stochastic Processes

1. (a) Let C'(u, A) denote the Cauchy distribution with location parameter p and scaling
parameter A, i.e. the absolutely continuous probabilty distribution with density func-
tion given by
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Let X < C(0,A1) and YV < C'(0, A\2) be independent random variables. Show that
X+Y 4 C(0, A1 + A2).

(Hint: You may use without proof that the characteristic function of C'(0, \) is given
by p s e7IP})

(b) Consider the following family of maps on R (equipped with the Borel-o-algebra):
Fo(x, A) = 64(A),
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Show that (P;);>o is a normal transition function.

2. Let N, be a Poisson process (Ny = 0) with intensity parameter A\ and let (X,,),en be a
sequence of i. i. d. random variables, which are absolutely continuous with some density
function g and independent of N. Consider the compound Poisson process with starting
point x € Z :

Ny
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(a) Show that Y is a Markov process.

(b) Compute P, f(x) := E[f(xz + Y;)] for measurable bounded f. Show that P,f can be
written as e f for some operator A depending on \ and ¢ (the operator e is given
by the exponential series in the operator tA).



3. (a) Consider the state space £ = {0, 1}. Show that (p;);>¢ given by
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where 0 < a,b < 1, is a normal transition function.

(b) Consider a finite state, discrete-time Markov chain with transition matrix P. The

corresponding transition function py is given by p(x,y) = Paﬁy (k-th power of P,
PY = Id). Show that
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is a normal transition function.

Deadline: Tuesday, 20.11.2018. Hand in in groups, please!



