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ABSTRACT. The HVZ theorem is proven for the pseudorelativistic N-
electron Jansen-Hess operator (2 < N < Z) which acts on the spinor
Hilbert space A(H;(R?) ® C*)Y where A denotes antisymmetrization
with respect to particle exchange. This 'no pair’ operator results from
the decoupling of the electron and positron degrees of freedom up to
second order in the central potential strength v = Ze2.
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INTRODUCTION

We consider N interacting electrons in a central Coulomb field generated by
a point nucleus of charge number Z which is infinitely heavy and located at
the origin. For stationary electrons where the radiation field and pair creation
can be neglected, the N 4 1 particle system is described by the Coulomb-Dirac
operator, introduced by Sucher [23]. The Jansen-Hess operator used in the
present work, which acts on the positive spectral subspace of N free electrons,
is derived from the Coulomb-Dirac operator by applying a unitary transforma-
tion scheme [12, 13] which is equivalent to the Douglas-Kroll transformation
scheme [6]. The transformed operator is represented as an infinite series of
operators which do not couple the electron and positron degrees of freedom.
For N = 1, each successive term in this series is of increasing order in the
strength ~ of the central field. The series has been shown to be convergent
for subcritical potential strength (v < v. = 0.3775, corresponding to Z < 52
[21]). For N > 1 the expansion parameter is e?, which comprises the central
field strength Ze? and the strength e? of the electron-electron interaction. A
numerical investigation of the cases N = 1, Z — 1 and Z across the periodic
table has revealed [27] that the ground-state energy of an N-electron system is
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498 D. H. JAKUBASSA- AMUNDSEN

already quite well represented if the series is truncated after the second-order
term. This approximation defines the Jansen-Hess operator (see (3.1) below).
In the present work we provide the localization of the essential spectrum of this
operator. Recently [14] we have proven the HVZ theorem (which dates back
to Hunziker [10], van Winter [26] and Zhislin [28] for the Schrédinger opera-
tor and to Lewis, Siedentop and Vugalter [16] for the scalar pseudorelativistic
Hamiltonian) for the two-particle Brown-Ravenhall operator [2] which is the
first-order term in the above mentioned series of operators. Now we extend
this proof successively to the multiparticle Brown-Ravenhall operator (section
1), to the two-electron Jansen-Hess operator (section 2) and finally to the N-
electron Jansen-Hess operator. We closely follow the earlier work [14] where
the details can be found. A quite different proof of the HVZ theorem for the
multiparticle Brown-Ravenhall operator is presently under investigation [18].

1 MULTIPARTICLE BROWN-RAVENHALL CASE

For N electrons of mass m in a central field, generated by a point nucleus
which is infinitely heavy and fixed at the origin, the Brown-Ravenhall operator
is given by (in relativistic units, h = ¢ =1)

N N
HPE = A v QDD + v®y 4+ 3 vy AL (1.1)
k=1 k>1=1

where D(()k) = oz(’f)p,C + %) m is the free Dirac operator of electron k, V*) =
—~/xy, is the central potential with strength v = Ze?, and V*) = 2 /|x;, — x|
is the electron-electron interaction, e? ~ 1/137.04 being the fine structure

constant and z; = |xi| the distance of electron k£ from the origin. Further,

AL N = As_l) -AY (as shorthand for ® A(k)) is the (tensor) product of the

single-particle projectors AS_) (1 + D (k) /Ep,) onto the positive spectral
subspace of D(()k). HBE acts in the Hilbert space A(L2(R3) ® C*)V, and is
well-defined in the form sense and positive on A(Hy/2(R?) @ CH)N for v <
YBR = ﬁ ~ 0.906 (see (1.10) below). For the multi-nucleus case the
Brown-Ravenhall operator was shown to be positive if v < 0.65 [9].

An equivalent operator, which is defined in a reduced spinor space by means
of (¢, HPR 1) = (9, AP ) with ¢y € Ay n(A(H,2(R?) @ CH)N) and
¢ € A(Hy2(R?) @ C*)V, is [7]

N N
WPR = 3™ 460y + 3 o, (1.2)
k=1 k>l=1

.. . Ep, +m 1/2
Explicitly, with Ay := A(py) = ( o > and Gy, := oW pyg(pr),
Pk
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g(pi) = 2E,, (Ep, + m))_1/27 one has [14]

1 1
TH) = E;Dk = 1/pi+m2, bgg = —v (Ak—Ak + Gk—Gk)
T Ty

62 62
2 2

+ GrLA,; _c GrA;, + GGy _“

Ixx — x| Ixx — x|

U(kl) = AkAl

GGl

Let us consider the two-cluster decompositions {C4;,Ca;} of the N-electron
atom, obtained by moving electron j far away from the atom or by separating
the nucleus from all electrons. Denote by C1; the cluster located near the origin
(containing the nucleus), while Cy; contains either one electron (j = 1,...,N)
or all electrons (j = 0). Correspondingly, h®% is split into

RBE =T + a; + 1y, j=0,1,...,N, (1.4)

N
with T:= > T®) | while a; denotes the interaction of the particles located all

k=1

in cluster Cy; or all in Cy;. The remainder 7; collects the interactions between
particles sitting in different clusters and is supposed to vanish when Cy; is
moved to infinity.

Define for j € {0,1,..., N}

Yo := mininf o(T + a;). (1.5)
j

Then we have

THEOREM 1 (HVZ THEOREM FOR THE MULTIPARTICLE BROWN-RAVENHALL
OPERATOR).

Let hBE be the Brown-Ravenhall operator for N > 2 electrons in a central field
of strength v < ypr = ﬁ, and let (1.4) be its two-cluster decompositions.

Then the essential spectrum of hBE is given by
Oess(WPR) = [2g, 00). (1.6)

In fact, the assertion (1.6) holds even in a more general case. For K > 2

introduce K-cluster decompositions d := {C1,...,Ck} of the N + 1 particles,

and split K% = T 4 a4 + 74 accordingly (where T + a4 describes the infinitely

separated clusters while r4 comprises all interactions between particles sitting
in two different clusters). Let

Y, := min inf o(T . 1.7

1= min inf o(T'+ aq) (1.7)

Then oess(hBE) = [81,00) with ¥; = %y. This result, known from the

Schrodinger case [20, p.122], relies on the fact that the electron-electron inter-

action is repulsive (V) > 0 respective v(*") > 0) and can be proved as follows.
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First consider K-cluster decompositions of the form #Cy = N +1— (K — 1)
and #C; =1, i =2,..,K (i.e. one ion and K — 1 separated electrons).
For any j € {1,..., N} we use for the two-cluster decompositions the notation
T +a; = hB% +TU) where the subscript on hP% denotes the number of
electrons in the central field, and assume (1.6) to hold. Then

inf o(RET) < inf oess(RER) < info(REE, +TW))

= info(REE)) + m. (1.8)

By induction (corresponding to successive removal of an electron) we get
info(hJ%,) < info(hB%, ) + N'm, 0< N <N -1 (1.9)

Since for a K-cluster decomposition of this specific form one has T + aq =
ht g1y TT O+ +THE=D it follows that inf o (T+aa) = inf o (hZR 1)+
(K —1)m >info(hRE ) +m > .

Assume now cluster decompositions d with #C; = N +1 — (K — 1) fixed
(K €{3,...,N}) but where #C; > 1 for at least one i > 1. Then T + a4 is in-
creased by (nonnegative) electron-electron interaction terms v*) as compared
to the K-cluster decompositions considered above, such that inf o(T + ag) is
higher (or equal) than for the case #C; = 1, i = 2,..., K. Therefore, cluster
decompositions with #C; > 1 (for some ¢ > 1) do not contribute to X1, such
that, together with (1.9), ¥; = ¥ is proven.

Let us embark on the proof of Theorem 1. The required lemmata will bear the
same numbers as in [14].

We say that an operator O is %—bounded if O is bounded by & with some
constant ¢ > 0.

(a) In order to prove the 'hard part’ of the HVZ theorem, o..s(hB%) C
[$0, 00), we start by noting that the potential of h®% is T-form bounded with
form bound ¢ < 1if y < ygr. With ¢4 € A Ny A(Hq2(R?)®C*)N, this follows
from the estimates [4, 25, 13] (using that V*) < 0 and V¥ > 0),

N 2
(Zv<k>+ 3 V’f”) < > ;TR(M,EI)I ¥+)

k>1=1 k>1=1

N-—1 ¢2
- 2 (T
2 pn (g, Tapy)

N

(Zv(k)+ Z V(kl)) vy > _7% (Vs Ep, ¥4) (1.10)
k

k>1=1 =1

= 1 (¢, Toy)

TYBR
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N—1 ¢? }

such that ¢ := max{%%R, S5 555} ¢ <1 requires ¥ < 7pr for all physical

values of N (N < 250). From (1.10), hB% >0 for v < ypg.
In order to establish Persson’s theorem (proven in [5] for Schrodinger operators
and termed Lemma 2 in [14]),

inf oo (RPR) = lim in{ (0, kPR ) (1.11)

if o € A(CS(R3N\Bg(0)) ® C*V) where Br(0) C R3*YN is a ball of radius R
centered at the origin, we need the fact that the Weyl sequence ¢,, for a A in
the essential spectrum of KB can be chosen such that it is supported outside
a ball B, (0):

LEMMA 1. Let hBE =T +V, let V be relatively form bounded with respect to
T. Then X\ € 0css(RPR) iff there exists a sequence of functions
on € A(CE(R3M\B,,(0)) @ C*N) with ||, || = 1 such that

[(RBE —X) pn|| — 0 as n — oo. (1.12)

If such ¢,, exist they form a Weyl sequence because ¢,, converge weakly to zero
[14]. For the proof of the converse direction, let A € o.ss(hP) be characterized
by a Weyl sequence ¥, € A(C°(R3) @ CH)N, |4, = 1, with ¥, = 0 and
|(RBE =X, || — 0asn — oco. Let x = (x1,...,xx5) € R*N be the coordinates
of the N electrons and define a smooth symmetric auxiliary function y, €
C§°(R3N) mapping to [0, 1] by means of

X 1, z<n
XO(E) o { 0, =z>2n (1.13)

where x = |x| = \/a% + ... + 2% . Then we set x,(x) := 1 —xo(x/n) and claim
that a subsequence of the sequence ¢,, := ¥, xn € A(C(R3M\B,(0)) @ C2V)
satisfies the requirements of Lemma 1.

In order to show that ||[(hBT — X)p,|| = |Ixa(ABE — N)tby, + [RPE x0]n] — 0
for n — oo, we have to estimate the single-particle contributions ||[T%), xo]¢y ||
and H[ng,XO]wnH. With bglf,)l of the form Bkin where By € {Ag, Gy} is
a bounded multiplication operator in momentum space, we have to consider
commutators of the type pi[Bx, xo] which are multiplied by bounded operators.
These commutators are shown to be %—bounded in the same way as for N =
2 [14], by working in momentum space and introducing the N-dimensional
Fourier transform (marked by a hat) of the Schwartz function o,

R 1 —ipx X )
(Xo(n)> (p) = (27T)3N/2/RSN dx e P Xo(ﬁ) = n*N Xo(P17, ..., PNT),

(1.14)
where p = (p1,...,Pn), and by using the mean value theorem to estimate
the difference |By(py) — Br(pw)| respective |T*) (py,) — T (pys)|. The two-
particle contributions ||[u*?), xo] 1, || can, according to the representation (1.3)
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of v*)  also be split into single-particle commutators py [By, xo] multiplied by
bounded operators. Their estimate as well as the remaining parts of the proof
of Lemma 1 for N > 2 (in particular the normalizability of ¢,, for sufficiently
large n which relies on the relative form boundedness of the total potential)
can be mimicked from the case of N = 2.

Our aim is a generalization of the localization formula of Lewis et al [16] to
the operator hP%.  We introduce the Ruelle-Simon [22] partition of unity
(¢;)j=0,..N € C>(R3*N) which is subordinate to the two-cluster decomposi-
tions (1.4). It is defined on the unit sphere in R*¥ and has the following
properties (see e.g. [5, p.33], [24])

N
qu? =1, $j(Ax) = ¢j(x) forz=1 and A >1,
=0

supp ¢; N R3*\ By (0) C {x € R*"\B1(0) : |x) — x| > Cz for all k € Oy
(1.15)
and [ € Cy;, and z, > Cx for all k € Cy;}, j=0,1,...,N

where C' is a constant and it is again assumed that the nucleus belongs to
cluster C;. Then we have

LEMMA 3. Let hBE =T+ a; +1j, (¢j)j=o,. N be the Ruelle-Simon partition
of unity and ¢ € A(CS(R*N\Br(0)) ® C2N) with R > 1. Then, with some
constant c,

(@50, 050 < = lloll? j=0,.,N. (1.16)

c
R
There are two possibilities. r; may (a) consist of terms bg}f,i for some k£ € Cyy,
or (b) of terms v*) with particles k and [ in different clusters. For the proof, all
summands of r; are estimated separately. For each summand of r; (to a given
cluster decomposition j), a specific smooth auxiliary function y mapping to
[0,1] is introduced which is unity on the support of ¢;¢, such that ¢;ox = @;¢.
In case (a) we have supp ¢;¢0 C R3N\Bg(0) N {z; > Cx}, i.e. 2, > CR.
Therefore we define the (single-particle) function

Xk) L { 0, zp < CR/2

Xi( 1 2,>CR (1.17)

With bglf,)l of the form BkﬁBk we have to consider

(¢35 Bz Br xx09) = (00, B 7= X Br ;%) +(j, Bi 7= [Br, 1= xx] ¢5¢).-
The first term is uniformly 2/R-bounded by the choice (1.17) of x, whereas
the second term can be estimated in momentum space as in the two-electron
case (respective in the proof of Lemma 1).

In case (b) we have supp ¢;¢0 C R3N\Bg(0) N {|xx —x;| > Cx}, ie. |[xp—x| >
CR. Accordingly, we take

(Xk_xl)._ 0, |Xk—Xl| < CR/2
XM\ o 1, |xx—x| > CR

(1.18)

DOCUMENTA MATHEMATICA 10 (2005) 497-525



N-ELECTRON HVZ THEOREM 503

With the representation (1.3) of v(*!) we have to estimate commutators of the
type pk[Bi B, 1 — xxi]- The proof of their uniform 1/R-boundedness can be
copied from the two-electron case.

The second ingredient of the localization formula is an estimate for the com-
mutator of ¢; with hP%:

LEMMA 4. Let hBE from (1.2) and (¢;)j=0,.. N be the Ruelle-Simon partition
of unity. Then for ¢ € A(C§(R*N\Bg(0 )) N) and R > 2 one has

N c
@  1Z e lalol < gl
(b) (@0 B2 9l < Dol (1.19)
© 1@ ™.800) < % llel

where ¢ 1s a generic constant.

Item (a) is proven in [16]. For items (b) and (¢) we define the smooth auxiliary
N-particle function y mapping to [0, 1],

x, [0, z<R/2
X(g) = { . z>R (1.20)
Then ¢ = ¢jox on suppy, and therefore (¢;o, [b(k),gZ)J] p) =

(@, [bgljr)l, ®;X]¢). The L-estimate, claimed in (1.19), relies on the scal-
ing property ¢;(x)x(%) = (b](R/z) x(%) which holds for R > 2 since supp x
(and hence supp ¢;x) is outside Bg/2(0). Thus, working in coordinate space
and using the mean value theorem, we get the estimate

(@5 X)(X1y oy Xy ooy XN) — (05 X) (X1s oy Xy wos XN)| < [xp — X %) (1.21)
(only the k-th coordinate in the second entry of the Lh.s. is primed). Since
(1.21) holds for arbitrary k € {1, ..., N}, the proof of (b) and (c) can be carried
out in the same way as done in the two-electron case, by estimating the kernel
of By € {Ak, G} in coordinate space by ¢/|x), —x},|® (using asymptotic analy-
sis [19]) and subsequently proving the uniform %—boundedness of [Bg, ¢;x] i
respective [By, ¢;x]

|xk x|
With Lemmata 3 and 4 we obtain the desired localization formula for hBE,

N
(0, hPRo) =3 (d50,(T + a;) ¢0)
j=0
N N
+ Y (B, i0) — D (b0, [WPF, 5] ) (1.22)
7=0 3=0
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N
= (¢50. (T +a;) bje0) + O(}%) lel?
§=0

for R > 2. From Persson’s theorem (1.11) and the definition (1.5) of Xy we
therefore get

N

iﬂawdﬁm)=lgﬁwg£1 (B0, (T + a3) dj¢)
=0

N
> %) (659, 050) = Do (1.23)
i=0

which proves the inclusion o.4s(hBT) C [Zg, 00).

(b)  We now turn to the ’easy part’ of the proof where we have to verify
[$0,00) C 0ess(RBE).

We start by showing that for every j € {0,1,..., N}, o(T + a;) is continuous,
ie. for any A € [info(T + a;),00) one has A € o(T + a;). If the cluster Cy;
consists of a single electron j, then T+ a; = TU) + hRE, where hB%, does
not contain any interaction with electron j. The continuity of O'(T(j) + B
then follows from the continuity of o(7)) in the same way as for N = 2.

In the case j = 0 where Cs; contains NNV electrons, the total momentum pg of

N

Cy; is well-defined and commutes with its Hamiltonian hg :=T+ ) v =
E>l=1

T + ag. This follows from the absence of any central potential in hg and from

the symmetry of v(*9)

1 1

[(_ivxk_ivxz)? m]ﬂ’(x) = (_ivXk_iVxl)( ¢(X) = 0¢(X) =0.

(1.24)
Thus the eigenfunctions to hg can be chosen as eigenfunctions of pg. For py > 0
the associated center of mass energy of Cy; is continuous. Therefore, inf o(hg)
is attained for pg = 0 and o(hg) is continuous.
Let X € [£p,00). We have ¥ = inf o(T'+a;) for a specific j € {0,..., N}. Then
X € o(T + aj), i.e. there exists a defining sequence ¢, (x) € C§°(R3Y) @ C2N
with ||n|| =1 and |[(T +a; — A) ¢g]| — 0 for n — cc.
Assume that ! electrons belong to cluster Cs; which we will enumerate by
N —1+1,..,N, and follow [10] to define the unitary translation operator T,
by means of

Xk — %]

Ta w(xlv"'va) = w(xla“'aXNflvaflJrl —a,.., XN _a) (125)

with |a| = @ and let a; := (a, ...,a) € R3. Hence cluster Cy; moves to infinity
as a — 0.
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Let 1/1,({1) := Tayp, and Az/i,(la) be the antisymmetric function constructed from
(. We claim that A" is a defining sequence for A € o(hBE). Tt is
sufficient (as shown below) to prove that wﬁf) has this property. We have

trivially ||1/)7(la)|| = ||¢n|| and we have to show that ||(hBE — )) d}f{l)H — 0 for
n — oo and a suitably large a. We have
I(RPE = 2) e < T +aj =2 92l + iy ¢Vl (1.26)

T commutes with T, because T is a multiplication operator in momentum
space. Since the central potentials contained in a; are not affected by T},
(because T, does not act on the particle coordinates of cluster C;), we also
have [Ta,a;] = 0. In fact, assuming e.g. that electrons k and [ are in cluster
C5; and using the representation (1.3) for v*) we have with 7T, = 1 and
By, B, € {Ak, Gk},

~ 1 ~ - 1 -
T:ByB, ———— ByBTa = ByB/T, ——— Ta ByB,

Ixx — x| * xp — x
L BiBi = BiBi—— BB (1.27)
|xx +a— (x; +a)] koL = Pk l|xk—xl| koL '

such that [Ty, v*Y] = 0. Then, given some € > 0, the first term of (1.26) reduces
to

= ByDB

[(T+a; =) Tagnll = [Ta (T+a;—=A) onll < [|Tall [(THa; =) ¢nll < €/2
(1.28)
if n > Ny for Ny sufficiently large.
For the second term in (1.26) we note that r; consists of terms bﬂi{ with k ¢ Cy;
and terms v**) with k € C;, k' € Cy, i # i’. Moreover, since a; does not
contain any intercluster interactions, we can choose ¢,, = gogn) ~g0g") as a product
of functions (¢§") € O R3W-D g C2N-D), gpén) € C°(R¥ @ C#)) each of
which describing the electrons in cluster Ci; respective Cy;. Let supp %(n) C
Br, (0) for a suitable R;.
Consider \|b§’j,)l¢£“)|| with & € Cy;. We have supp Tagoén) C Bg,(a;). Let a >
2R,. Forall k' € Cyj, on the support of Tagoé") we have Ry > |xp—a| > a—xp
and thus x > a—Rs. Therefore we can write supp TaLpén) C R3Z\B|al |-Rr,(0) N
{zr» > a— Ry YK € C}. Assume we can prove

LEMMA 5. Let p € C*(Q) ® C¥ with Q = {x = (x1,...,x;) € R : x; >
RVYi=1,..,1} and R> 1. Then fork € {1,...,1} and some constant c,

k C
b6 el < 7 lell (1.20)

Since bglf,)l acts only on Tagaén) we obtain

n 2c
ITag” | < = (130)

k n k n C
165 Tanll = 164”1 i Tapt” | < ——-
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because the Lpl(-n) are normalized. As a consequence, for any k € Cy;, the Lh.s.
of (1.30) can be made smaller than ¢/4l for sufficiently large a.

For the proof of Lemma 5 or, equivalently, of |(¢, bglf,)bgo)| < Elelllloll  for
all ¢ € (Cg°(R?) ® C%)!, we note that the basic difference to the respective
assertion for IV = 2 lies in the possible multiparticle nature of ¢ and . How-
ever, the property of the domain  of ¢ allows for the introduction of the
(single-particle) smooth auxiliary function (mapping to [0, 1]),

(1.31)

(ﬁ)i 0, zx < R/2
MROT1UL a>R

such that ¢y = ¢. Then the proof can be copied from the two-electron case.
For the two-particle interaction contained in 7;, one has

LEMMA 6. Let zp,(f) = Tapn = Ta <p§")¢§”) as defined above. Then for all
¢ € (C&(R3) @ C?)N and a > 4R,

€0
—2R

(@, 0 )p{)] < o llell Nl (1.32)
with some positive constants cy and R, provided particles k and k' belong to
two different clusters.

For the proof of Lemma 6, we need again a suitable auxiliary function x.
Let k' € Cy;, k € Cy;. We have supp oM™ c B, (0) x Bg,(0) and
supp Tagpgn)goén) C Bg,(0) X Br,(a;). Hence z;» < Ry and x; > a— Ry. So the
inter-electron separation can be estimated by |x;—x/| > xp—xzr > a—Ra—R;.
Let R := max{Ry, R2} and @ := a — 2R. Define
X — Xp/ 0, |xr—xp| <a/2
Xk ( P ) = { 1, |xp—xp| >a (1.33)
Then xgi is unity on the support of 1/J£La)7 such that xpr %a) = w%a). With
this function, the proof of Lemma 6 is done exactly as in the two-electron case.
Collecting results, we obtain for n > Ny and a > 4R sufficiently large

2c
IREF =2 9] < (T +a; = A) onll + 11—

+ N2 o) < e (1.34)
where N is the total number of two-electron intercluster interactions. This
proves that A € o(hBE). Since A € [Xg, 00) was chosen arbitrarily, we there-
fore have [2g,00) C o(hPf), indicating that o(hP%) has to be continuous in
[$o,00). Consequently, [2g,00) C 0ess(hPH) which completes the proof of
Theorem 1.
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We are left to show that the defining sequence for A can be chosen to

be antisymmetric. We write ApS” = ¢; 30 sign(o) ) where i) =
cEP

¢7(1a) (Xo(1), -+ Xo(n)) With P the permutation group of the numbers 1,..., N,

and ¢; is a normalization constant. Since AP is symmetric upon particle

exchange we have

BT = 2) AP < er Y RPE =N 0] = e (o) [(h5F = X))l
<" (1.35)

By (1.34) this can be made smaller than € since the number #o of permutations
is finite.

It remains to prove that Awﬁl is normalizable. Without restriction we can
assume in the factorization ¢,, = (1) <p£t ) that <p( and 5053) are antisymmetric,
such that o can be restricted to the permutation of coordinates relating to
different clusters. We claim that scalar products of the form

(‘Pgn)(xh "'7XN—l) ‘Pgn) (XN—l+1 -4, "'7XN_a)a gogn) (XO'(l)? "'7X0'(Nfl)) (136)

-5 (Xo(N=141) = @, s Xo(N) — @) )

where 3k € {1,....N —{} and ¥ € {N =1 +1,...,N} such that (k) € {N —
l+1,...,N} and o(k') € {1,..., N — I}, can be made arbitrarily small for a

suitably large a. In fact, since 24,y < Ry on supp (p( ™ and IXo (k) —al < Ry

on suppgagn), we have [ dxg(k,)gog )(..., Xo(k)> ) Lpg )(...,xa(k/) —a,..) =0 if
R3
a > Ry + Ry. Thus we get
ARSI = > (@, ) (1.37)

ceP

since all cross terms vanish for sufficiently large a. This guarantees the nor-
malizability of Ayp{®.

2 THE TWO-ELECTRON JANSEN-HESS OPERATOR

The Jansen-Hess operator includes the terms which are quadratic in the fine
structure constant e?. We restrict ourselves in this section to the two-electron
ion and write the Jansen-Hess operator H®) in the following form [11]

2
H® = HPR + A, <Z By + C(12)> App (2.1)
k=1

B(k):V_2 S 1_M ALNRI() 1_M 1
2m 87'['2 Tk Epk 10,m 10,m Epk o
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0,m

o 1
V1(k) = 27r2/ dt e tFre — o7t
0 Lk

where HPE is the Brown-Ravenhall operator from (1.1) indexed by 2 (for N =
2), Apo= A(j)Af) and Vl((i)m is a bounded single-particle integral operator.
The two-particle second-order contribution C*?) is given by

2

1 = N (VD AW R m A v a2) (2.2)
k=1
1 [ 1 1
B =5 / n p® v
- +1in Dy +1n

and AW =1 — Agf). Also Fo(k) is a bounded single-particle integral operator.
In the same way as for the Brown-Ravenhall operator, an equivalent operator
h(?) acting on the reduced spinor space A(Ly(R?) ® C?)?2, can be defined,

2
R = hER 4 300 4 12 (2.3)
k=1
with
(k) 1 m
o = A—V A — G—2 Py A — a4 — v 4
2m 8 k 10m k kxk Epk 10 k kxk Epk 10,m**k
(2.4)
1 1 ok )pk 1 m
- - h.
+kak ViomGr L E, 10.m o 10 mGk + h.c.

where Ay, Gy are defined below (1.2) and h.c. means Hermitean conjugate
(such that bg’fz is a symmetric operator). Note that, due to the presence of the
projector AS{C) in (2.1), bgfg contains only even powers in o*). In a similar
way, ¢(1?) is derived from C'(*2). The particle mass m is assumed to be nonzero
throughout (for m = 0, the spectrum of the single-particle Jansen-Hess opera-
tor is absolutely continuous with infimum zero [11]).

For potential strength v < 0.89 (slightly smaller than vgr), it was shown
[13] that the total potential of H(? (and hence also of h(?)) is relatively
form bounded (with form bound smaller than 1) with respect to the kinetic
energy operator. Therefore, h(?) is well-defined in the form sense and is a self-
adjoint operator by means of the Friedrichs extension of the restriction of k()
to A(C§°(R?) @ C?)2. The above form boundedness guarantees the existence
of a > 0 such that h(® + p > 0 for v < 0.89. If v < 0.825, one can even
choose p =0 [13].

Let us introduce the operator h( by means of h(?) = = : h® 4 ¢(12) and define
in analogy to (1.4) the two-cluster decompositions of R for j=0,1,2,

h(2) =T+ a; + 1 (25)
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as well as
Yo := mininf o(T + a;). (2.6)
j

The aim of this section is to prove

THEOREM 2 (HVZ THEOREM FOR THE TWO-ELECTRON JANSEN-HESS OPER-
ATOR).
2 -
Let h® = (T(k)—i—bglz—l—béﬁi) +0(12) 402 = 42 1-c02) be the two-electron
k=1

Jansen-Hess operator with potential strength v < 0.66 (Z < 90). Let (2.5) be
the two-cluster decompositions of h® and %o from (2.6). Then the essential
spectrum of h\?) is given by

Oess(h?) = [Zg,00). (2.7)

(12)

We start by noting that the two-particle second-order potential ¢ does not

change the essential spectrum of h(? :

PROPOSITION 1. Let h® = h® 412 pe the two-electron Jansen-Hess operator
with potential strength v < 0.66. Then one has

Oess(h?) = 0ogs(h?). (2.8)
Proof. 3
The proof is performed for the equivalent operator H® =: H® 4+
Ay 2CUDA L .
The resolvent difference
Ry:= (H® + )™ — (H® 4+ )~ (2.9)

is bounded for y > 0 since H® as well as H?) are positive for v < 0.825 which
exceeds the critical 7 of Proposition 1. We will show that R, is compact.
Then, following the argumentation of [7], one can use Lemma 3 of [20, p.111]
together with the strong spectral mapping theorem ([20, p.109]) to prove that
the essential spectra of H® and H® coincide.

2
Let Ty := Ay Y DS Ay, which is a positive operator (for m # 0) on
k=1

the positive spectral subspace A} 2 A(Hi(R?) ® C*)2. (The negative spectral
subspace is disregarded throughout because H?) = 0 on that subspace.) With
the help of the second resolvent identity, one decomposes I, into

R, = —(HP + )7 Ay 2o CMP Ay g (H® )~ (2.10)
== [(HO + ) @+ )] {(To+ )7 AL COD AL (Ty+ )

: {(To + ) (H® 4 p)H
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One can show (see [11, proof b) of Theorem II.1 with T replaced by Tp]) that
for v < 0.66, the two operators in square brackets are bounded. This relies
on the relative boundedness of the total potential of H® (respective H®?))
with respect to Tp, with (operator) bound less than one for m = 0 ([11];
Appendix B). Due to scaling (for ;= 0), the boundedness of the operators in
square brackets holds for all m. The operator in curly brackets is shown to be
compact. To this aim it is written as

(To+ 1) "My s CUPIAy o (Ty + ) (2.11)

= (To+ ) N T+ p) Ay 2Wa Ay o (T + p) (To + p) 7

with Wy = (T 4 ) *CO2(T + u)~'. According to Herbst [8], Wy is de-
composed into Ws,, + R, where (Wa,)nen is a sequence of Hilbert-Schmidt
operators satisfying ||Wa,, — Wa|| — 0 for n — co. It follows that Wy, is com-
pact such that also W5 is compact (see e.g. [15, I11.4.2,V.2.4]). Wy, is defined
by regularizing the Coulomb potential by means of % e~ " and by introducing
convergence generating functions e”“? in momentum space, where € := % >0
is a small quantity. Details of the proof are found in [11]. The adjacent factors
of Wy in (2.11) are easily seen to be bounded for y = 0. Since Ay o = A%,
commutes with 7', one has e.g. Ay 2TTy " = (Ay 2TAy )Ty =TTy ! = 1.
Therefore, the operator in curly brackets and hence R, is proven to be compact
for p = 0. O

Proof of Theorem 2.  With Proposition 1 at hand, it remains to prove the
HVZ theorem for the operator h(?, which in fact holds for all ¥ < vg5p.

We proceed along the same lines as done in the proof of the HVZ theorem for
the Brown-Ravenhall operator. It is thus only necessary to extend Lemmata
1,34 and 5 to the operator h(?) which is obtained from AP% by including
the single-particle second-order potentials bgf,)l, k =1,2. We start with the

lemmata required for the 'hard part’ of the proof.

a) In the formulation of Lemma 1 we simply replace hf by h(2) throughout
(and take N = 2).

In order to prove [|[A), xo]¥n|l < £ |¢n] with v, € ACS(R?) ® C?)? a
Weyl sequence for A € 0.4(h(?) and xo from (1.13) with x = (x;,X3), we
have to show in addition to the Brown-Ravenhall case,

(6, 150, 0] Ya)| < = (@]l 19ba] (2.12)

¢
n
for all ¢ € C§°(R®) ® C*. Due to the symmetry property of ¥, the same

bound holds also for [bgﬁb, Xo]. The operator b;}l defined in (2.4) is a sum of
terms of the structure B(pl)iB,\(pl) V1(01,)mBu(p1) where B(p1) € {A1,G1}

like for bgi,)q whereas By (p1), B.(p1) € {1, ”;;1"1

, Eipl’ A1,G1} are all analytic,
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bounded multiplication operators in momentum space. We pick for the sake of
demonstration the second term of (2.4) and decompose

1 U(l)pl (1) 1 0'(1)P1 (1)
Gy — VO Ay yo] = [Gh. =T Piyh 4
Gy 1 By, 10,m41 Xo] [G1, X0] 1 1 By, 10,m4*1
1 U(l)Pl (1) 1 oWp, (1)
+G : vi) A+ @ 21 Vi Xol A
Yo P E, Xo] ViomA1 Lo B, 21 [Vig m» Xo]
1 U(l)pl (1) 1
+G VI = 1 [AL, . 2.13
Vo By, PViomy 1 [A1, Xo] (2.13)

We will show that the commutators (including the factor p; ) are 1-bounded and
the adjacent factors bounded. The latter is trivial (since also Tipr 18 bounded,

- =2, see e.g. [8]) except for the operator plv(l) L in the last term.
T1P1, 10,m p,

The boundedness of this operator is readily proved by invoking its kernel in
momentum space. From (2.1) we have

1 tEp1 ”

Ioa Vi 1l = 22 [t ety
<2 [ dre B p et < 4 (29
0 T

where [ dte'Pr1 =1/E, has been used.

0
The commutators py [A1, xo] and p; [G1, xo] have already been dealt with in

(
the context of the Brown-Ravenhall operator. p; [Tz, x0] is of the same

type, because for any B, one has the estimate |Bx(p1) — Ba(p})| = |p1 —
P1l Ve, Ba(€)| < |p1 — pi] T15; from the mean value theorem, where £ is

some point between p; and p’. For the commutator with Vl(ol’)m

we have

~ 1
[V 10,m> XO] = 27? / dt py [eftEpl s XO] — ¢ tFn
0 X1

e 1
+ 2772/ dt py e Err — [e7tEr1 ). (2.15)
0 1

The proof of its %—boundedness proceeds with the help of the Lieb and Yau
formula [17], derived from the Schwarz inequality (see also [14, Lemma 7]), in
momentum space. Explicitly, in the estimate

Gl < ([ ap o) 1t ) ([, @' o 700 ))% (2.16)

where O := py [le,ma Xo] and ke its kernel, one has to show that the integrals
I and J obey
f(p)

f(p) =
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fp) _ ¢
J(p') = / dp |ko(p, P’ < = (2.17
(") » ko (p, ')l o) = )
with some constant ¢ (independent of p,p’) for a suitably chosen nonnegative
convergence generating function f.
We use the two-dimensional (N = 2) Fourier transform (1.14) of xo and the

momentum representation of ?11 to write for the first term in (2.15),

00 /\1 .
([ dtprleErr, xo]—e Eri ) (p1, P2) =/6dqdp’2k1(p17pz,q, P5)$(q, Ph)
R

—€
0 z1
k1(p1, P2, 4, Py) = ! L10 ”G/Mdt/ dp} Xo(n(p1—p}),n(P2—P5))
1 1, P2, yM2) - (271_)3 27{'2 1 0 RS 1 0 1 1/ 2 2
(2.18)
_ 1
. eitEpl —e tEp/l - eftEq
( ) P —al?

From the mean value theorem we get

3

7E/ —
e ' E_‘ < |p1 —pi|te"Fe (2.19)
3

le”Fr — e | = |py — pf| [te” e

with & = Apj +(1—A)p1 for some A € [0, 1]. We have to show that the integral
over the modulus of the kernel of (2.18), with a suitable convergence generating
function f, is 1-bounded. We choose f(p) = p and make the substitution
yi:=n(p; — p}) for p,, i =1,2. Then

I(pl’pQ) = /]RG dqdp/Q |k1(p17p27q3 p/2)| ];((pgl))

1 e N
< p1/ dt/ dq/ dy1 dyz [Xo(y1,¥2)| (2.20)
(2’/T) s 0 R3 R6

YLy e ! _emtEs DL
n la — (p1 — y1/n)| q

The t-integral can be carried out, [ dtte=(PetFd) = (E; + E,)7% with £ =
0

p1 — %}’L Define q; := p; — y1/n and consider

1 1 1
S = p2/ dq - ) 2.21
Ml ¢ (Bt By (2.21)

Estimating the last factor by ELS . % and performing the angular integration,

one obtains

sl L [T, lere
0

p? = _ 3 4! P1
=g E q q9—q

= T .
P1—y1/7| \/(P1 — Ay1)2 4 m?2
(2.22)
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Insertion into (2.20) gives

1 1 .
I(p1,p2) < (a2 E/RG dy1dyz [Xo(y1,¥2)| %1

c
g o y h < (2.23)
Pr=y/m \/(pl —ay)2+m2
because the singularity at y; = np; is integrable and the integral is finite
for all p; > 0 due to Yo € S(RY). Since the kernel k; is not symmetric in

P1,q, the estimate of J(q,p4) := [ dp1dp2|k1(p1, P2, q, Ph)] Jf((;l)) is needed
R6

too. The -boundedness of J(q, p) can be shown along the same lines, using
(B + Ey)~2 < € 72 with ¢ == p/ + A(p1 — P)).
We still have to estimate the second term in (2.15). Its kernel is

1 1

(o)
6 —tE
_ dt P1
(2m)3 272 prm /0 ¢

k2(p1, P2, 4, Py) =

]- ~ —tE_, _
/ dp} ——— Xo(n(p} —a),n(p2 — ph)) (e~ 7 — e o). (2.24)
R3 \Pl - p1|

With (2.19) the ¢-integral can be carried out as before. Making the substitution
y1:=n(p] —q), y2:=n(p2 — p,) for q and p), respectively, one gets with
the choice f(p) = Pz,

Fprp2) = [ dadph a(pr.pa.pt)| L (1) (2.25)
RS f(q)
1
1 Y1 1 pi

1
< —pl/ d}’1d}’2|f(o(Y1,Y2)|/dp/ = :
2m)in " g s [P1—Pi? 1 (Bp+Ep)? [pi—|s

- _1
with € :== Aq+ (1—A\)p} =p} — %yl. We estimate (E, —|—E£~)_2 <p*E

Then the integral over p} reduces to

~ 1 1 1

S = pl/ dp} 1 3" (2.26)
R [Pr—Pi? p - L[z [(p] - 2y1)? + m?]1

Even when the two singularities coincide (for y; = np1), they are integrable.

Since the integrand behaves like p,fQ for pj — oo, S is finite for all 0 < p; <

oo. It remains to estimate S for p; — oco. We substitute p;x := p} — p1, such

that with e,, := p1/p1,

o 7/ dx 1 1
Re 70 |x+ep, — 2|3 [(X+ep1—%,,13’1)2+7§—§]%

d 1
x =7 as p; — oo. (2.27)

N = -
re 22 X+ ey |2

DOCUMENTA MATHEMATICA 10 (2005) 497-525



514 D. H. JAKUBASSA- AMUNDSEN

Therefore, I is l-bounded for all p; > 0. It is easy to prove that also

1
J(q,ph) f dp1dps |k2(P1, P2, 4, Ph)| 41 is L-bounded, using the estimate

Pi

M

(Ep, + Elq+/\(prq)|)_2 < pl :

Collecting results, this shows the I-boundedness of p; [Vl(ol,)mv Xo]. With the
same tools, the %—boundedness of the commutator of x¢ with the remaining
contributions from (2.4) to bg% is established.

The second item of Lemma 1, the normalizability of the sequence ¢, := (1 —
X0)®n, follows immediately from the proof concerning the Brown-Ravenhall
operator, because of the relative form boundedness of the total potential of
h® with form bound smaller than one for v < vz ( see [13] and Lemma 7).

b) In the formulation of Lemma 3, the only change is again the replacement of
hBR with A (and N = 2).

We consider the case j = 1 where ry = b(l) +b
in addition to the Brown-Ravenhall case that

c
(Gr0.85m 010)| < 7 lell® (2.28)

provided ¢ € A(CS(R%\Br(0)) ® C*) and R > 1.

We note that every summand of bg}l in (2.4) is of the form By in or W1 %131
where B; is a bounded multiplication operator in momentum space, while W;
is a bounded integral operator. For operators of the first type we take the
smooth auxiliary function x1(%) from (1.17) which is unity on the support of
¢1p and decompose

(1)

5 + 112 and we have to show

1 1 1
(X1¢1<P,le—1W1 d1p) = (P19, Bixa x—1W1 d19) + (D190, [x1, B1] o W1 ¢10).

(2.29)
Since supp x1 C R*\Bcg/2(0) we have

1 2
|(B1¢1%X1I—1W1¢1<P)\ < ﬁ/égx1d><2|(31¢150)(x17x2)| X11(Wig19)(x1, x2)|

< o= 1Bl 1) gl < < ol (2:30)

For the second contribution to (2.29), we have to estimate [X1,0,B1]p1  with
X1,0 :== 1 — x1 in momentum space. Since By € {A;,G1} we use the relation
(@, [x1,0, Bilp1 )| = |(#,p1[B1, x1,0] )| (for suitable 3,4)), the uniform %-
boundedness of which has already been proven in the context of the Brown-
Ravenhall case. The second operator, W1 31 is treated in the same way,

using W1 -Bixi ¢1p = Wiz-x1B1 </51<P + W1 - [B1,x1] o1
In the case 7 = 0 we have r¢ = Z (b(k) + b(k)) and since supp ¢g requires

k=1
x1 > Cx as well as 29 > Cx, x = (X1,X2), the auxiliary function can be
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taken from (1.17) for k = 1 or kK = 2. The further proof of the lemma is
identical to the one for j = 1.

¢) Lemma 4 (formulated for 2(® in place of hBR) which is needed for the
localization formula, has to be supplemented with the following estimate

(@) (65, s @31 )] < 5 el (2.31)

for p € A(C§°(R®\B(0)) ® C*) and R > 2.

The proof is carried out in coordinate space as are the proofs of the Brown-
Ravenhall items of Lemma 4. We split the commutator in the same way as in
the proof of Lemma 1. In order to show how to proceed, we pick again the
second term of (2.4), take k = 1 and decompose

1 o 1 oM
G, — 22t Vigo AL 6] = [Gr, 5] — - P1 Vioh, Ar
T D1 T P1
1 oWp, 1) 1 oWp, e
Gy — V. A Gy — — - — |V 1A 2.32
+ 1x1[ E,, 5] Vigm A1 + Lo B, zy $1[ 10.ms @31 A1 (2.32)
1 oWp; @) 1
e A b
+ Gy o B, Viom ®1 xl[ 1, 95]

We have to prove the 5-boundedness of the commutators (including the factor
%) and to assure the boundedness of the adjacent operators. The commutators
with G; and A; have already been dealt with in the Brown-Ravenhall case. As
concerns [%;pl, d)j}%’ we have to show that its kernel obeys the estimate

¢ (2.33)

1 (x1,x))] <

k - -
ooy = B xP

with some constant c¢. When dealing with the Brown-Ravenhall operator,
we have shown the corresponding estimate for the kernel of the operator
aWMpig(p1) with g(p1) = [2(pF +m? +m+/p? + m? )]=2. Replacing g(p1) with
(p? + m2)_% does neither change the analyticity property of the kernel nor its
behaviour as |x; — x| tends to 0 or infinity, from which (2.33) is established
[14].

For the further proof of the %—boundedness of the commutator, we can sub-
stitute ¢; with ¢;x where x(3%) is defined in (1.20) with x = (x1,%2) (see
the discussion below (1.20)). Thus we can use the estimate (1.21) (for k =1
and N = 2) derived from the mean value theorem and mimic the proof of the
two-electron Brown-Ravenhall case.

For the treatment of the remaining commutator, [Vl(ol’)m7 o X]%, we set 9 1=
¢;x and decompose
1 1 1 1
Viom ] — = Vigm =] (2.34)
I il
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> 1 1 o0 1 1
— 27T2/ dt [eftEpl , ,lpj] - eftEpl — ¥ 271'2/ dt eftEpl - [eftEplij] -
0 Z1 T1 0 xq T

The kernel of e~*Fr1 in coordinate space is given by [17]

. . t m?

]{;e—tEpl (Xl,X/l,t) = k'e—tEpl (X,t) =

where K is a modified Bessel function of the second kind and % := x; — x].
Making use of the analyticity of K»(z) for z > 0 and its behaviour K»(z) ~ %
for 2 — 0 and K3(z) ~ \/5z e™* for z — oo [1, p.377] we have

|K2(2)] < — (2.36)

and therefore we can estimate k& .—tBp; Dy the corresponding kernel for m = 0,

N ~ t C1 ¥ ~

|k/’e—tEp1 (X, t)l < ﬁ m = C ke*t:ln (X,t). (237)
Thus we obtain for the kernel of the second contribution to (2.34), using (2.37)
and (1.21),

So = (2.38)

o0
/0 dt ke*tEm %[e*”fpl abi] L (X17Y1> X2)

En

/Oodt/ dx’Lm—zK(m (x —X’)Q—i—t?)i
0 Re L 2m2 (% —x4)2 412 2 ! ! x)
m2

t 1 ’
o e a2 ) L ) )|
2 [ 1 1 1 1 Co
< 4 tzdt/ dx] — —|xi—y1] —-
- 7T4/0 e [0k —x4)2 22w (%) —ya)2 22 g iy
With the help of the estimate € _y1)2+t2]2

1 1

be carried out,

1 1 .
< 3 =y the t-integral can

> t 1
dt = . 2.
/o o P+ 8~ 2 =P (2:39)

According to the Lieb and Yau formula (2.16) in coordinate space, the %—
boundedness of Sy integrated over yi, respectively over x;, with a suitably
chosen convergence generating function f, has to be shown (in analogy to
(2.17)).

With the choice f(z) = z* and (2.39) we have

f(z1)
f(yl)
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¢ 1 1 1 1 A
< —= dx’i—/ dy1—4~—1. 2.40
) S e R B L o (240)

With the substitutions y; =: )z and then x} =: 1€ the two integrals separate
such that (with e, := x/x)

¢ d 1 d 1 C
i) < 7 / > ~ / ” <2 )

rs ST ey, — &J? s 21T |ey —z)?

if 0 < o < 2 [3]. In the same way it is shown that J(y1) := [ dx1 So z—z <&
R3 !

for 1 < o < 3. Thus a = 3/2 assures the 1/R-boundedness of I and J. The
first contribution to (2.34) is treated along the same lines. This proves the

1/R-boundedness of [Vl((i%, ;]
1 0'(1>P1

Finally the boundedness of the two operators occurring in (2.32), BT
P1

1
w1'

and i Vl(oly)mxl, has to be shown. We use the fact that for any bounded op-
erator O, I—ll Ox; = % [O,21] + O, such that for the first operator, only
the boundedness of mll [”;)pl
(2.33) to write

,x1] has to be established. We use the estimate

k| o (x1,%))]

Ep,y

ﬁ[ ’El]

1 c 1

— kgy, (x1,%7) - (21 —2))| <

. (2.42)

Ep; 1 |X1 - X,1|2
and with the choice f(z) = 2%/2, (2.42) multiplied by f(z1)/f (") and inte-
grated over dx/, respective multiplied by f(«})/f(x1) and integrated over dx;,
is finite. This proves the desired boundedness.

1)

Concerning the operator ;—1‘/1(0%1:1 we decompose

1 o 1 1
SV = 2 [T Lt Lt et
1 0 71 1

o0
In the second contribution the t-integral can be carried out, [ dt % e 2 =
0

ﬁ which is a bounded operator. For the first contribution, we can again
r1
use the estimate (2.36) for the Bessel function together with the estimate for

the t-dependence, resulting in (2.39), such that

So =

oo
/ dt k’ie—tEpl L[e_”Epl ’Il]<X1,y1)
0 ’ 1

Tl

< 1 t m? 1
dt — dx, — —————— K —x)24+12) —
/0 T /Rs *1 272 |x; —x|[2+t2 2(my /(a1 —3)* +£2) )

1
(2.44)
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t m?

" K I _y)2 42 o
272 (x| —y1)2 + £2 2(my/ (%) —y1)2 + ) (y1 — 1)
1 1 1 1

S 60 — dX/

w1 Jps = xq 2 @ X —yaf?
With a = 3/2, in the same way as shown in the step from (2.40) to (2.41), one
obtains I(x;) := [ dy; Soz—i <c and J(y;) := [ dx; SoZ < c. Thus the
R3 ! R3 1

1 :
boundedness of - () 2y is shown.

In the remaining contributions to [bgl,,{,qux] the terms not treated so far
are [El,gbjx}x—ll, the %—boundedness of which follows from the estimate
P1

|kEnL (x1,x7)| <e¢/|x1 —x}|® (which is proven in the same way as the corre-
pP1

sponding Brown-Ravenhall estimate for g(p;) := 75 (Ep, + \/E2 +mE, )™
in place of m/E,, [14]). The boundedness of the additional term - -™-x

z1 Ep,

(respective -L[#, z1]) follows from (2.42) formulated for Em .
1 P1 Epy

This completes the proof of Lemma 4.

We now turn to the ’easy part’ of the HVZ theorem, where we have to assure
that [Zo,00) C 0ess(h?)). We use the method of proof applied to the multi-
particle Brown-Ravenhall operator (see section 1 (b)). The proof of continuity
of o(T'+a;) for j € {0, ..., N} with a; from (2.5) does not depend on the choice
of the single-particle potential and hence also holds true for the Jansen-Hess
operator. With T, from (1.25) for N = 2 and ¢,, € C§°(R®) ® C* a defin-
ing sequence for A € (T + a;) we have (according to (1.26)) to show that
I Tan|| < € for n and a sufficiently large, where r; now includes the terms

b with k ¢ C;.

d) Lemma 5 has therefore to be supplemented with the conjecture
J
k Cc
1B el < % llel (2.45)

where ¢ € C5°(Q2) ® C? with Q = {x = (x1,...,x) € R¥ : 2, > RVi =
1,..,1}, R>1and k € {1,...,1} where [ is the number of electrons in cluster
C5;. The domain §2 allows for the introduction of the auxiliary function x from
(1.31) which is unity on the support of ¢.

As discussed in the proof of Lemma 3, bg:,)l consists (for k = 1) of terms like
Wlx—llBl (and its Hermitean conjugate), such that the idea of (2.29) can be

used,
1 1 1
(6. W1 = Bio)l < [(Who, —xBie)l + |(W1¢’H [, Bil@)l. (2.46)

Therefore, the proof of Lemma 3 establishes the validity of (2.45), too.
Thus the proof of Theorem 2 is complete. O
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We remark that the two-particle potentials of h(® coincide with those of hBE
and hence are nonnegative. Therefore, as demonstrated in section 1 (below
(1.9)), 7 = 0 (corresponding to the cluster decomposition where the nucleus is
separated from all electrons) can be omitted in the determination of Xg. Thus
the infimum of the essential spectrum of h(?) is given by the first ionization
threshold (i.e. the infimum of the spectrum of the operator describing an ion
with one electron less) increased by the electron’s rest energy m.

3 THE MULTIPARTICLE JANSEN-HESS OPERATOR
Let

N N
HY = HPR + Ao v Q0BG + > ¢y A,y (3.1)
k=1 k>1=1

N
= A + Ay Y. CPALy
k>l=1

with HB® from (1.1) and the second-order potentials from (2.1) and (2.2).
According to section 1, the proofs of the required lemmata to assure the HVZ
theorem for ffj(\?) are easily generalized to the N-electron case (with the ex-
ception of Lemma 1). For Lemma 1 to hold, we have to establish the form
boundedness of the total potential Wy of f{](\?) with respect to the multiparticle
kinetic energy Tp. We can prove (see Appendix A)

LEMMA 7. Let I}](\?) = Ty + Wo be (as defined in (3.1) with Ty :=

N

Ay N Y D(()k) Ay n) the N-electron Jansen-Hess operator without the second-
k=1

order two-electron interaction terms, acting on A(H1(R3) @ C*)N. Then Wy is

relatively form bounded with respect to the kinetic energy operator Ty,

|<’(/}7W01/)>| S Cc1 (’ll}aTO w) + C11 (1/}7'(/J> (32)
with ¢1 < 1 for v < ypg irrespective of the electron number N (for N < Z ).

We remark that the relative form boundedness of the total potential
Wy = H](VQ) — Ty holds only for a smaller critical . Using the estimate
N

(%4, ) ; 1 C*y )| < 7€ NoL (4 Togp) with ¢y = Ay nep [13], we found
N < 0.454 (Z < 62) for N = Z.

The proof of Lemma 1 for the N-electron operator fI](\?) is then done in the
same way as for the Brown-Ravenhall operator in section 1 (using the estimates
for the second-order single-particle interaction from section 2 (a)).

For the proof of Proposition 1 formulated for the N-electron case we note
that the resolvent Ry, := (HI(\?) +p)~t - (}NI](\?) + p)~1 can be written as a
finite sum of compact operators of the type (2.10). In place of Ws, we have

DOCUMENTA MATHEMATICA 10 (2005) 497-525



520 D. H. JAKUBASSA- AMUNDSEN

Wit i= (T + p) 'O (T + p1)~' with the N-particle kinetic energy T. Since,
however, (T + p)~! < (T™ +TW 4+ 1)~ the compactness proof for Wy, can
be copied from the N = 2 case. In addition, we have to assure the relative
operator boundedness of the total potential of HI(\?):

LEMMA 8. Let H(z) =: Ty + Wy be the N-electron Jansen-Hess operator. For
v < y1 the total potential Wy is bounded by the kinetic energy operator,

Wo ol < co [Tod| (3.3)
with ¢g < 1. For N=2Z (and m=0), v =0.285 (Z < 39).

The proof is given in Appendix B. A consequence of this proof is the relative
boundedness of the total potential of fil(\?) (with bound < 1) for v < ;. We
note that the critical potential strength may well be improved by using more
refined techniques for the estimate of Wy in the case of large INV.

Collecting results, we have shown that the HVZ theorem holds also for the N-
electron Jansen-Hess operator, provided « is below a critical potential strength
(v<0.285if N=2).

APPENDIX A (PROOF OF LEMMA 7)

When showing the relative form boundedness of the potential Wg, we can dis-
regard the projectors Ay y in (1. 1) and (3.1). In fact, define the potential

W by fIJ(\,) Ty + Wy = Ay N(Z D ) 4 W) AL n. Assume we prove for

Yy =Ay vt € Ay Nv(A(H(R?) ® (C4) ) an N-particle function in the posi-
tive spectral subspace and T' = E, + ... + E,,

(@, W) < e (g, Ty) + Cr (Yy,4) (A1)
with constants ¢; < 1 and C7; > 0. Then we get
(0, Wo) = (Y, AL NWAL N ) = (i, Wiy ). (A.2)

Noting that (¢4, T¢1) = (Yy, Z Do ¢+) = (,Toy) and ||Ay Ny <

Ayl < 1] becanse el = AP+ AP =1, Lemmna 7 i
verified with the help of (A.1).
In order to show (A. 1) we start by estimating from below. We use V(*) >

0, (%4, VW) < 2= (o, By by ) (for v < ypr; [4, 13]) as well as

- 'YBR
(4, BSby) > —mdoy? (o, 1by) (for v < 4/7) with do == 8 +12v/2 [3, 13].
Then

N N
(Y, Wepy) > — Z Uiy By thy) — mdo® > (¥4, 404)
B =1 k=1
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- - (4, Trpy) — mdoNY? (4, 1py). (A.3)
YBR

For the estimate from above we use (¢, (V*) + Bé’j,{)@) < m(doy? +
349) (4, py) for v < 4/m [3], [11, Lemma I1.8] as well as (¢4, VD) <

ﬁTZR (Y4, Ep¢y) (for v < vpgr) which is an immediate consequence of the

estimate of V(). Then

- 3 N-1 €
(Y, Wpy) < m(doy” + NN (W4, 94) + —5— - (V. Tpy) (A4)
such that (A.1) holds with ¢; := max{-L-, ¥-1 e }. For N < Z, one has
TYBR YBR
¢1 = = which is smaller than one if v < vpg.

YBR
ApPPENDIX B (PROOF OF LEMMA 8)

For the proof of the relative boundedness of the total potential Wy, let H](\?) =
N

To+Wo =t Apx N (DD Dék) + W)A; ny where W denotes the total potential
k=1

from (3.1). Assume that

N
IWerll < coll > DSVl = co lITll (B.1)
k=1

with ¢4 = Ay y¢. Then

N
k
IWoll = [As WAL el < [As w [ W] < co | D DEP 0y
k=1

N
= oo [|Ay v D DAL NIl = o | Tovl (B.2)
k=1

since Ay y = A%y commutes with D(()k).
In order to verify (B.1) we set W& .= V(%) 4 Béﬁz and estimate

N N N N
Wil < IS WOy 4+ 1S vE g w23 Mg |+ 2 S oy

k=1 k>l=1 k>l=1 k>l=1
(B.3)

where according to (2.2), CS™ = V(kl)A(f)FO(l) and Cékl) = Fél)A(f)V(kl) =

Cékl)*, and the antisymmetry of ¢ with respect to particle exchange was used
to reduce the four contributions to C*) to two.

N
From [11] it follows that || 3> W®y, || < \/co |Te| with ¢, = (37+27%)?
k=1

and |V, || < /Gy [|Epotby | with ¢, := 4e*. Likewise, using [AY] = 1
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and [|Fy" || < 2(Z = 1) [11], ome has [[C8V v || < /e | By AV FVw )| <
Ve |FV 1 Bp b | < Ve [|Epotby |l and the same estimate for |C{™ 4|,
with ¢ := (%(%2 —1))2¢, (for m = 0). For the cross terms V DV E) (1 £ ")
we substitute y; := x; — x; and y; := x; — x, for x; and x;/, respectively, and
get

N 2
’ e —
(s, VEDY R ) = /RsN( H dxp) dyy dyy Eer("‘?yl + X, Yr + Xz, )

k/=1
k! AL,

2
(&
'E¢+(---,YJ+X1€,YV+Xk,-~-)- (B.4)

Keeping for the moment x; fixed and using the Fourier representation with
respect to y; and yy (setting o1 (yi, yrr) := Yy (-0 Y1 + Xp, Y1/ + X5 -02))s

1 1 / 1 ~ /
— LPr) = 55 | dpf ———5 1P, B.5
(,er)Pupr) = 55 /Rg P oy —prp P (PP (B.5)

the Lieb and Yau formula (2.16) with the convergence generating function
f(p) = p/? gives
e? e?

dy dyy — @, — ¢
Ui +y1/ *

< 464/ dpidpr |6+ (i, pr) > o (B.6)
R6 RS

such that, using p < E,,

|(1,[1+, V(kl)v(kl )1/}+)| < (¢+7plpl/¢+) < ¢y (w+7Ep1Epl/w+)' The same es-

timate holds for V)V () with distinct indices. The symmetry of ¢, with
N(N-1)

N
respect to particle exchange and )’ 1 = —5— then leads to the result
E>I=1

N
_ N(N-1
|30 VOO <, max{ At [HEGH - U T 1%
>l=
The remaining contribution to (B.3) can partly be reduced to the estimate of

VD Let k, 1, k', be distinct indices and set ¢ := AV Fél)ll)+. Then we obtain

N k)
for the cross terms of ( Y. Cy )2,
k>1=1

(CFOyp, CF Dy )| = (AP gy, VEI Y ED N EDy )

= (o1, VFOVED )| < e, (01, prpier) (1, prpi v ) 2. (B.7)
Since l # k', p commutes with A(_l)Fél) such that

1 1
(v, prpwer) = lloepr) 2l = IAYEL (mepr) 204 )12
!
< FI? W prpirds)- (B.8)
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N
The cross terms of ( > C’IEM))2 have the same estimate. In fact,
k>1=1

kl k'l l l 4 4 K
(0, CF D)) = [y, VIIAD FD FOAD VD))

= (e, VEIVED o) < ey BV (s prepird)- (B.9)

If any two indices coincide, we use for simplicity a weaker estimate, e.g.

kl I kl I - 1
(G0, O Do)l < NG 0 I G | < Gl < Eap 1T |
(B.10)

and similarly for C’t(zkl).

N N ay
Counting terms in the sum . 21: 1C¢§kl) . Zl: 1C’((1’C ") we have N(Z\;_l) square
>l= IS =
terms, $N(N — 1)(N — 2)(N — 3) terms with four distinct indices and N (N —
1)(N — 2) terms where two of the four indices agree (while the other two are
distinct). For all terms of the last type, the estimate (B.10) is used whereas

N
for the other terms we proceed as in the case of ( 3. V()2 This leads to
k>l=1

N
I3 o? < o max Yt DY)

k>1=1

T |

+és (N = 1)(N =2) [Ty > (B.11)

Inserting our results into (B.3) we find ||[W4 || < co||T%4 || with

oim Vi + e maxE L IO gy

N-1 (N-=-2)(N -
+4\/65\/max{ 5 ,( {4( 3)}+(N—1)(N—2).
For N = Z we get ¢ < 1 for 7 < 0.285 which corresponds to Z < 39. For
N = 2, we need v < 0.66 (Z < 90) which slightly improves on our earlier
estimate (Z < 89 [11]), obtained by using (B.10)-type estimates for all two-
particle interaction cross terms.
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