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Abstract. Tannaka reconstruction provides a close link between mo-
noidal categories and (quasi-)Hopf algebras. We discuss some applica-
tions of the ideas of Tannaka reconstruction to the theory of Hopf algebra
extensions, based on the following construction: For certain inclusions
of a Hopf algebra into a coquasibialgebra one can consider a natural
monoidal category consisting of Hopf modules, and one can reconstruct
a new coquasibialgebra from that monoidal category.

1. Introduction

In most applications of Hopf algebras, it is a key property that one can
form tensor products of representations of Hopf algebras. A most fruitful
| if incorrect | truism in quantum group and Hopf algebra theory says
that the converse holds: For every nice category with abstract tensor product
there has to be some kind of bialgebra or Hopf algebra whose representations
(modules or comodules) are (or are related to) that category.
In reality, additional data and conditions are needed to transform this

rather vague statement into precise mathematical facts | however, we would
like to maintain the general idea that once we �nd a monoidal category in
nature, then there is, with some luck, a Hopf algebra behind it, and we only
have to compute or \reconstruct" what it looks like. An early example for
this \philosophy" is in [37].
The correspondence between Hopf algebras and their representation cat-

egories is often a good way to understand Hopf algebraic constructions. A
good example is Drinfeld's construction of the quantum double of a Hopf
algebra, which has a very conceptual explanation in the construction of
the center of a monoidal category. It is the author's �rm (though easily
refutable) belief that for every reasonable construction in Hopf algebra the-
ory there ought to be a natural construction on the level of categories with
tensor product that explains the Hopf algebra construction.
This paper presents some applications of that general principle to the

theory of Hopf algebra extensions. In the broadest sense of the term, an
extension of Hopf algebras is perhaps just some injective Hopf algebra map
K ! H (or, dually, a Hopf algebra surjection, which is the viewpoint taken
in [35]).) We will be much stricter in our terminology by calling an extension
only a short exact sequence K ! H ! Q of Hopf algebra maps, which is in
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addition cleft. However, we will also be interested in more general inclusions
K � H of Hopf algebras, which we shall always require to be (co)cleft. The
central result in our considerations, taken from [47], is a construction that
assigns to each such inclusion another inclusion K� � ~H, provided K is
�nite. Actually it will turn out that ~H is often just a coquasibialgebra
(the dual notion to Drinfeld's quasibialgebras), and it will be natural to
also allow coquasibialgebras for H | in this setting, the construction is
often an involution, and it can be made into a functor, which we denote by
H 7! F(H) := ~H.
The description of short exact sequences of Hopf algebras is quite com-

plicated: In any such sequence K ! H ! Q the middle term is a bi-
crossproduct H = K �#� Q described in terms of a weak action of Q on K,
a weak coaction of K on Q, a two-cocycle � : Q
 Q! K, and a two-cycle
� : Q! K
K. These data have to ful�ll a rather large list of axioms to en-
sure that the multiplication and comultiplication on K
Q built from them
will result in an honest bialgebra. Worse than the size of the list is its lack of
a conceptual interpretation. If K is commutative and Q is cocommutative
the axioms have a cohomological description, although the responsible coho-
mology theory is in its turn hard to handle; if K and Q are arbitrary, even
the cohomological interpretation fails, and the equations become merely a
rather complicated combinatorical description of a bialgebra structure on
K 
 Q. Matters can only get worse if we allow more general inclusions
K � H , or even such inclusions in which H is only a coquasibialgebra. But
many prominent constructions in the theory of Hopf algebras and quantum
groups do yield cocleft Hopf algebra inclusions: besides bicrossproducts,
these are double crossproducts, including the Drinfeld double as an exam-
ple, and Radford biproducts of a Hopf algebra with a Yetter-Drinfeld Hopf
algebra. The combinatorics of these, and of more general cases, have been
analyzed in the literature.
We would like to emphasize that our general construction does not require

the knowledge of most of the combinatorial data involved in an extension
or inclusion. Rather, it is quite intrinsic, and proceeds according to the
general creed formulated at the beginning. To any inclusion K � H , there
is naturally associated a monoidal category, namely H

KMK , the category
of K-K-bimodules within the monoidal category of H-comodules. It only
remains to reconstruct the bialgebra, or, in this case, the coquasibialgebra,
responsible for this monoidal category structure. This turns out to be pos-
sible if H is cocleft over K; some additional conditions have to be met if the
coquasibialgebra H is not an ordinary bialgebra.
In several instances the construction has well-known special cases. For

example, one can apply it to a bismash product Hopf algebra K#Q, and
obtains a double crossproduct Hopf algebra Q ./ K�. Equally well, one can
apply the construction to an inclusion L � Q ./ L of a Hopf algebra L
into a double crossproduct, and obtains a bismash product L�#Q. On one
hand, this is nothing new: The combinatorial data (termed a Singer pair by
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Masuoka) needed for the construction of a bismash product have long been
known to be in bijection with the combinatorial data (called a matched pair)
needed for the construction of a double crossproduct. In fact, one of the pri-
mary sources for Singer pairs is matched pairs arising naturally from groups
that are the product of two subgroups. On the other hand, some aspects
are new after all: We have found an intrinsic connection between a bismash
product Hopf algebra and the double crossproduct Hopf algebra built from
the same data. This gives an explanation for the bijection between Singer
pairs and matched pairs which refers to the actual Hopf algebras in consider-
ation, rather than the combinatorial data used to construct them. It is clear
that one may hope to also gain insights through categorical considerations
into properties of the two Hopf algebras thus related, although we can at the
moment only o�er a rather strange application to their Drinfeld doubles.
For most Hopf algebra inclusions K � H , the resulting inclusion K� �

~H = F(H) has ~H a coquasibialgebra rather than an ordinary bialgebra.
However, this turns out to have as a special case a result on ordinary
cocommutative Hopf algebras and their cohomology: Let F;G be �nite
groups, L = k[G] and Q = k[F ] the group algebras, and K = kG the
dual of L. We assume given a group F ./ G having F and G as subgroups
satisfying FG = F ./ G. This also gives rise to a double crossproduct
Q ./ L �= k[F ./ G], hence to a Singer pair (K;Q). We denote by Hn(L)
the Sweedler cohomology group with coeÆcients in the base �eld k, which
is the same as group cohomology of G with coeÆcients in the multiplicative
group of k. The long exact sequence

0!H1(Q ./ L)
res
!H1(Q)� H1(L)! Aut(K#Q)!H2(Q ./ L)

res
!

res
!H2(Q)� H2(L)! Opext(Q;K)!H3(Q ./ L)

res
!H3(Q)� H3(L)

connecting a certain group Opext(Q;K) of Hopf algebra extensions K !
H ! Q and the automorphism group of the special extension K#Q with
the group cohomologies of F;G and F ./ G was discovered by Kac [22] (in
a slightly di�erent setting, cf. [32]). The Kac sequence is the long exact
sequence arising from a short exact sequence of double complexes: One of
these is the intricate cohomological description of bicrossproducts that we
alluded to above, while the other two turn out to compute the three group
cohomologies involved in the sequence. We note that the notations chosen
above for the Kac sequence are deceivingly Hopf algebraic: the sequence
does not at �rst make sense when we consider general cocommutative Hopf
algebras L;Q in place of group algebras. In Kac' work the cohomology
groups are group cohomology with coeÆcients in the multiplicative group of
the �eld (which is naturally isomorphic to Sweedler cohomology), and the
techniques leading to the sequence are speci�c to the case of group algebras.
In [47], we have replaced these techniques by arguments using the functor F:
One of the maps in Kac' sequence, the one from Opext(Q;K) toH3(Q ./ L),
assigns to a Hopf algebra (one of the extensions of Q by K) another Hopf
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algebra (the double crossproduct Q ./ L) and a three-cocycle. As it turns
out, this map is a special case of the functor F, when we interpret Q ./ L
together with the cocycle as a coquasibialgebra. Exactness of Kac' sequence
means in particular that the map from Opext(Q;K) to H3(Q ./ L) has a
partial inverse (back from a subgroup of its codomain to a quotient of its
domain). As it turns out, this partial inverse is also a special case of the
functor F. Besides a new proof, these facts give a new interpretation to
Kac' result: The correspondence between certain Hopf algebras, and certain
Hopf algebras with cocycles, which originally arose from cohomological data
and their interpretation as a combinatorical description of Hopf algebras,
can now be described more intrinsically. Moreover, the new explanation
generalizes immediately to the case where Q and L are cocommutative Hopf
algebras, L is �nite, and K = L�. It generalizes even further to the case of
arbitrary Hopf algebras Q and L with L �nite, if we replace the cohomology
groups by suitable sets of classes of coquasibialgebras. Unfortunately, it does
not generalize to cover the analog of the Kac sequence proved by Masuoka
for Lie algebras and their enveloping algebras in place of groups and their
group algebras, although some things can be said about this case as well.
The plan of the paper is as follows: In the �rst section we recall the

basic machinery of reconstruction that allows us to �nd Hopf algebras asso-
ciated to monoidal categories, and we review the relevant notions of Hopf
modules that will furnish the necessary supply of examples underlying our
application.
In the second section we recall various notions of extensions of Hopf alge-

bras. Only very little emphasis is placed on the cohomological descriptions,
since these are treated in more detail in Akira Masuoka's report [31] in this
volume. We will pay equally little attention to the precise combinatorical
description of the various constructions, in accordance with the fact that
our constructions need hardly any of this information.
In the third section we �rst review the basic construction of the functor

F for the case of inclusions K � H with �nite K, as found in [47]. After
discussing some examples and properties of F, we turn to two extensions of
the theory: First, we discuss what remains of the construction if we drop
�niteness of K (but work over a �eld). Second, we get into the question
when F(H) has an antipode, provided H is an ordinary Hopf algebra; this is
closely related to the question when the category H

KMK has duals. Further,
we discuss how the functor F specializes to a construction treated earlier
by Yongchang Zhu [61], when applied to an inclusion of groups. Zhu's re-
sults inspired the considerations on antipodes in the present paper, and a
byproduct is Example 4.5.1, a counterexample to the following (very de-
sirable) statement: If the category of �nite dimensional comodules over a
coquasibialgebra H is rigid (that is, all objects have dual objects), then H
is a coquasi-Hopf algebra.
In the �nal section we treat Kac' sequence and its variations. We re-

view the results in [47], adding two features: One is a short discussion of
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some of Masuoka's results (cf. [31]). These are not covered by the general
constructions in Section 4.1, but we shall investigate in some detail where
this really fails. The other new feature concerns a result of Kreimer [25] on
Galois objects over tensor products. We show how this derives easily from
the generalized Kac sequence.
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Preliminaries and Notation. Throughout, we work over a commutative
base ring k, all algebras, coalgebras, etc. are over k, and most maps are
tacitly supposed to be k-linear maps. We write 
 and Hom for tensor
product over k and the set of k-linear maps. We use Sweedler notation
without summation symbol for comultiplication, �(c) = c(1) 
 c(2), and
the versions Æ(v) = v(�1) 
 v(0) and Æ(v) = v(0) 
 v(1) for left and right
comodules, respectively. There will be much need for variations in the shape
of the parentheses to distinguish various structures. We denote the opposite
algebra of an algebra A by Aop, the opposite coalgebra of a coalgebra C by
Ccop, and the opposite algebra and opposite coalgebra of a bialgebra B by
Bbop. We write . for the usual left action of an algebra A on its dual space
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A�, and use / for the right action. For an algebra A over a �eld k, we denote
its �nite dual by AÆ. We denote the category of left A-modules by AM,
with similar meanings of MA, AMB. We denote the category of right C-
comodules by MC , with the obvious variations CM, CMD. The notations

fMA and MC
f (with the obvious variations) denote the full subcategories of

those modules or comodules that are �nitely generated projective k-modules.
Our general references for Hopf algebra theory are [55, 1, 34].

2. Hopf algebras and monoidal categories

The topic of this section is mainly the translation procedure between Hopf
algebras and monoidal categories. Its basis is the simple observation that
there is a tensor product of representations (modules or comodules) of a
bialgebra B. In this way BM and MB become monoidal categories. In the
reverse direction, one hopes to associate to any monoidal category a bialge-
bra having the objects of that category as its representations. Speci�cally,
if the category of representations of an algebra or coalgebra has a monoidal
category structure, one wants to reconstruct a bialgebra that is responsible
for the tensor product in the category. While this last step seems almost
trivial, one should not forget that rather special circumstances are necessary
to make it work: The tensor product of two representations (be it modules
or comodules) of a bialgebra is formed as the tensor product over k, carry-
ing a representation de�ned using the bialgebra structure. Stated in a fancy
manner, the underlying functor AM ! kM is a monoidal functor. But
we would like to point out that even when this rather strict requirement is
not ful�lled, the general scheme by which every monoidal category should
come from a bialgebra is still valid to some extent: When the underlying
functor AM! kM is not quite as nice, it often turns out that A ful�lls a
weakened set of axioms compared to those de�ning a bialgebra. Drinfeld's
notion of a (co)quasibialgebra [14] is central to this paper: it occurs when
the underlying functor does preserve tensor products, but in an incoherent
fashion; thus the representations of a (co)quasibialgebra form a monoidal
category, with the ordinary tensor product over k, but the associativity of
tensor products is modi�ed. The representations of a Hopf face algebra in
the sense of Hayashi [18] form a monoidal category with respect to a \trun-
cated" tensor product. The representations of a weak Hopf algebra in the
sense of B�ohm, Nill and Szlach�anyi [6] form a monoidal category with tensor
product a certain submodule of the tensor product over k. The represen-
tations of a �R-bialgebra in the sense of Takeuchi [56] form a monoidal
category with the tensor product over the k-algebra R [43].

2.1. Monoidal categories. The relevant notion of a category with a nice
tensor product is called a tensor category or monoidal category. A monoidal
category consists of a category C, a bifunctor 
 : C�C ! C, a neutral object
I 2 C and isomorphisms � : (X
Y )
Z ! X
 (Y 
Z), � : I
X ! X and
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� : X
I ! X which are natural in X; Y; Z 2 C and required to be coherent.
The latter means by de�nition that the pentagonal diagrams

((W 
X)
 Y )
 Z

(W 
X)
 (Y 
 Z)
�

77ooooooo

W 
 (X 
 (Y 
 Z))

�

��?
??

??
??

??
??

??
?

(W 
 (X 
 Y ))
 Z

W 
 ((X 
 Y )
 Z)

W
�

??��������������

�
Z

��

� ''OO
OO

OO
O

and the diagrams

(X 
 I)
 Y X 
 (I 
 Y )

X 
 Y

� //

�
$$J

JJ
JJ

JJ
JJ

J

�
zztt
tt
tt
tt
tt

commute for all W;X; Y; Z 2 C. We say that a monoidal category C is strict
if �; �, and � are identity morphisms.
The meaning of coherence is in Mac Lane's coherence theorem [26], which

says that every diagram formally composed from instances of �; �; and � (like
the two in the de�nition) commutes. Informally, one can then `identify' any
multiple tensor products (like the source and the sink of the pentagon) that
only di�er in the way that parentheses are set | just like one usually writes
multiple tensor products of vector spaces without ever using parentheses, or
just like in a strict monoidal category.
With the notion of a monoidal category comes the notion of a monoidal

functor between them. A monoidal functor (F ; �; �0) : C ! D consists of a
functor F : C ! D, an isomorphism � : F(X)
F(Y )! F(X 
 Y ), natural
in X; Y 2 C, and an isomorphism �0 : I ! F(I), required to ful�ll the
coherence conditions

(F(X)
 F(Y ))
F(Z)

�

��

�
1
// F(X 
 Y )
 F(Z)

�
// F((X 
 Y )
 Z)

F(�)
��

F(X)
 (F(Y )
F(Z))
1
�

// F(X)
 F(Y 
 Z)
�

// F(X 
 (Y 
 Z))

along with the two coherence conditions

F(�)�(�0
 id) = � : I 
F(X)! F(X)

F(�)�(id
�0) = � : F(X)
 I ! F(X)
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involving the neutral objects. Considering the case where F is a forgetful
functor, this means that the coherence morphisms `up' in the category C are
the same as `down' in the category D.
We will have need for a more relaxed version of tensor product preserving

functor, in which this need not be true. By a tensor functor (or incoherent
tensor functor) we will mean a functor F equipped with functorial isomor-
phisms � and �0 as above, which now do not need to satisfy the coherence
conditions imposed for a monoidal functor. We call a tensor functor (F ; �; �0)
strict if � and �0 are identity morphisms.
Throughout the paper, we will avoid discussions involving the unit objects

of monoidal categories, and treat them as if the coherence isomorphisms
�; � dealing with the unit objects were identities. In keeping with this, we
will only be dealing with incoherent tensor functors that at least satisfy the
coherence conditions involving unit objects, which we will call neutral tensor
functors; we will never deal with unit objects explicitly, and thus suppress
all considerations involving �0. Consequently, we will refer to monoidal
categories (C;
; �) and monoidal (or tensor) functors (F ; �).
Tensor functors can be composed by the rule

(F 0; �0)(F ; �) = (F 0F ;F 0(�) Æ �0(F � F))

i. e. by giving F 0F the tensor functor structure de�ned by

F 0F(X)
 F 0F(Y )
�0
�! F 0(F(X)
 F(Y ))

F 0(�)
���! F 0F(X 
 Y ):

By a morphism ' : (F ; �)! (F 0; �0) between tensor functors we mean a
natural morphism ' : F ! F 0 compatible with the tensor functor structure
in the sense that all diagrams

F(X)
F(Y )

'X
'Y
��

�
// F(X 
 Y )

'X
Y
��

F 0(X)
F 0(Y )
�0

// F 0(X 
 Y )

commute. A monoidal equivalence between monoidal categories C and D
is a monoidal functor (F ; �) : C ! D such that the functor F is a cat-
egory equivalence. One can show that there is then a monoidal functor
(G; �) : D ! C such that (G; �)(F ; �) �= (Id ; id) and (F ; �)(G; �) �= (Id ; id)
as monoidal functors. Thus a monoidal equivalence roughly speaking es-
tablishes a one-to-one correspondence between any statements or concepts
expressed in terms of the monoidal category structure of C, and the same
statements or concepts in D. Mac Lane's coherence theorem can be ex-
pressed nicely as saying that every monoidal category is monoidally equiv-
alent to a strictly monoidal category [23, XI.5]. This gives support to the
following informal statement used widely in the literature: To prove a gen-
eral claim about monoidal categories, it will always suÆce to treat the case
of a strict monoidal category.
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We will already follow this principle when we now de�ne the notion of a
dual object of an object X in a monoidal category C. A left dual X_ is by
de�nition a triple (X_; db; ev) in which db: I ! X
X_ and ev: X_
X !
I are morphisms satisfying�

X
db
X
����! X 
X_ 
X

X
ev
����! X

�
= idX ;�

X_ X_
db
�����! X_ 
X 
X_ ev
X_

�����! X_
�
= idX_ :

A right dual _X is de�ned similarly with morphisms db : k ! _X 
X and
ev : X
_X ! k. For a k-module to have a dual in kM means to be �nitely
generated projective. More generally M 2 RMR has a left dual i� it is
�nitely generated projective as right R-module, and the same holds with
left and right interchanged. We say that a category C is left (or right) rigid
if every object in C has a left (or right) dual. By de�nition, a right inner
hom-functor hom(X; {) is a right adjoint to the functor C 3 Y 7! Y 
X 2 C;
that is, it is de�ned by an adjunction

C(Y 
X;Z) �= C(Y; hom(X;Z))

natural in Y; Z 2 C. A left inner hom-functor is a right adjoint for X 
 {.
If C has inner hom-functors hom(X; {) for all X , then we say that C is right
closed. If X has a dual, then an inner hom-functor hom(X; {) exists: one
can take hom(X;Z) = Z 
X_. In particular, left rigid categories are right
closed. Conversely, assume that a right inner hom-functor hom(X; {) exists.
Then from the adjointness de�ning hom(X; {) one can construct natural
morphisms Y 
 hom(X;Z) ! hom(X; Y 
 Z) for all Y; Z 2 C. If all these
are isomorphisms, then X has a dual, namely hom(X; I).
It is important to note that monoidal functors automatically preserve

duals in the following sense: If X 2 C has a left dual X_, and (F ; �) : C ! D
is a monoidal functor, then F(X_) is a dual to F(X) endowed with the
maps

F(X_)
F(X)
�
�! F(X_
X)

F(ev)
���! F(I) = I

I = F(I)
F(db)
����! F(X 
X_)

��1

��! F(X)
F(X_)

If both C and D are rigid, this results in isomorphisms F(X_) �= F(X)�

(where ({)� denotes the dual in D), which can be chosen to be functorial
in X . In general, monoidal functors need not preserve inner hom-functors,
and it will turn out that incoherent tensor functors need not preserve duals.

2.2. Bialgebras, quasibialgebras, and their representations. Key ex-
amples of monoidal categories arise from representations of bialgebras. For
simplicity we shall pretend throughout that the category kM of k-modules
with the tensor product over k is strictly monoidal. When B is a bialgebra,
then the category BM of left B-modules is (strictly) monoidal: the tensor
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product of two B-modules V;W is their tensor product over k with the di-
agonal module structure b(v
w) = b(1)v
 b(2)w. Dually, the categoryM

B

of right B-comodules is monoidal: the tensor product of two B-comodules
V;W is their tensor product over k, endowed with the codiagonal comodule
structure V 
W 3 v 
 w 7! v(0) 
 w(0) 
 v(1)w(1).
In all of these examples the obvious underlying functors to the category

of k-modules are strictly monoidal. If we are given an algebra A, and a
structure of monoidal category on AM such that the underlying functor to

kM is a strict monoidal functor, then we can actually reconstruct a unique
bialgebra structure on A inducing the given monoidal category structure on

AM. A similar statement holds for the category CM of comodules over
a coalgebra C: If CM is monoidal, and the underlying functor to kM is
strictly monoidal, then there is a unique map r : C 
 C ! C such that
(v
w)(�1)
 (v
w)(0) = v(�1)w(�1)
v(0)
w(0) for all V;W 2 CM, v 2 V ,
and w 2 W , and r makes C into a bialgebra. Throughout this section we
will state `reconstruction' results like this without a hint of a proof, before
sketching some of the techniques in the background in the next section.
The situation is not essentially worse if we assume that the underlying

functor AM ! kM (or CM ! kM) is a non-strict monoidal functor.
In that case we can also �nd a monoidal category structure on AM such
that the identity is a (non-strict) monoidal equivalence between the two
monoidal category structures on AM, and the underlying functor AM !

kM is strictly monoidal for the new structure.
An essential change of the situation occurs if we assume the underlying

functor AM! kM to be a (neutral) tensor functor instead of a monoidal
one.
Drinfeld [14] has de�ned a quasibialgebra A to be an algebra equipped

with a not necessarily coassociative comultiplication �: A ! A 
 A and a
counit " : A ! k for �, both of which are algebra maps, and an invertible
element � 2 A
A
A, the associator, satisfying (A
"
A)(�) = 1A
1A 2
A
A, (A
 ")� = idA = ("
A)�,

(A
�)�(a) � � = � � (�
 A)�(a) 2 A 
A
 A

for all a 2 A, and

(A
 A
�)(�) � (�
A
 A)(�) = (1
 �) � (A
�
A)(�) � (�
 1)

in A
A 
A
 A:
The meaning of the de�nition is that the category AM of A-modules

over a quasibialgebra (A; �) is a monoidal category. The tensor product of
V;W 2 AM is formed just as in the case of ordinary bialgebras, by setting
a(v
w) = a(1)v
a(2)w. The essential change compared to the bialgebra case
is that the underlying functor AM! kM is no longer monoidal, but only
a strict neutral tensor functor. This means that the associator morphism in

AM is not the same as the ordinary one for k-modules. Instead, one de�nes
� : (U 
 V ) 
W ! U 
 (V 
W ) for U; V;W 2 AM as left multiplication
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by � 2 A
A
A, that is �(u
 v 
w) = �(1)u
 �(2)v 
 �(3)w, if we write
formally � = �(1)
�(2)
�(3). One can check that the converse holds: Every
structure of monoidal category for AM for which the underlying functor is
a strict neutral tensor functor arises from a quasibialgebra structure on A.
The dual notion was used �rst by Majid [28]: A coquasibialgebra H is a

coalgebra equipped with a not necessarily associative multiplication r : H

H ! H , which is a coalgebra map, a grouplike element 1H 2 H which is a
unit for r, and a convolution invertible trilinear form � : H 
H 
H ! k,
the coassociator, satisfying �(g 
 1
 h) = "(g)"(h),

(f (1)g(1))h(1)�(f (2) 
 g(2) 
 h(2)) = �(f (1) 
 g(1)
 h(1))f (2)(g(2)h(2));

and

�(d(1)f (1) 
 g(1)
 h(1))�(d(2)
 f (2) 
 g(2)h(2))

= �(d(1) 
 f (1) 
 g(1))�(d(2)
 f (2)g(2) 
 h(1))�(f (3) 
 g(3)
 h(2))

for d; f; g; h 2 H . For any coquasibialgebra (H; �) the equations �(1 
 g 

h) = �(g 
 h
 1) = "(gh) hold for all g; h 2 H .
If (H; �) is a coquasibialgebra, then the category HM has the following

structure of a monoidal category: The tensor product of V;W 2 HM is
V 
W with the codiagonal comodule structure v
w 7! v(�1)w(�1)
 v(0)

w(0) as in the case of an ordinary bialgebra, and the associator isomorphisms

� : (U
V )
W ! U
(V 
W ) for U; V;W 2 HM are given by �(u
v
w) =
�(u(�1) 
 v(�1) 
 w(�1))u(0) 
 v(0)
 w(0). Conversely, if

HM is a monoidal
category, and the underlying functor to kM is a strict neutral tensor functor,
then there are unique maps r : H 
 H ! H and � 2 (H 
 H 
H)� such
that (v
w)(�1)
 (v 
w)(0) = v(�1)w(�1) 
 v(0)
 w(0) and �(u
 v 
w) =

�(u(�1)
 v(�1)
w(�1))u(0)
 v(0)
w(0) hold for all U; V;W 2 HM, u 2 U ,
v 2 V , and w 2 W . With the structures r and �, H is a coquasibialgebra.
We note that for any coquasibialgebra H = (H; �) there are opposite,

coopposite, and biopposite coquasibialgebras Hop; Hcop; Hbop in which mul-
tiplication, comultiplication, or both are opposite, and the coassociators are
given by �op(f 
g
h) = ��1(h
g
f), �cop = ��1, and �bop(f 
g
h) =
�(h
 g 
 f).
It goes without saying that coquasibialgebras form a category (which,

incidentally, is even monoidal): There is an obvious notion of morphism
between two coquasibialgebras (H; �) and (H 0; �0), namely, this should be a
multiplicative, unit-preserving coalgebra map f : H ! H 0 satisfying �0(f 

f 
 f) = � : H
3 ! k. If f : H ! H 0 is a coquasibialgebra map, then the

functor fM : HM ! H 0

M is a strictly monoidal functor. Conversely, any
strict monoidal functor F : HM! H 0

M that commutes with the underlying
functors to kM is of this form. Thus maps of coquasibialgebras classify strict
monoidal functors commuting with underlying functors, and this statement
makes the need for a more relaxed notion obvious: There should be mor-
phisms between coquasibialgebras that classify non-strict monoidal functors.
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The following de�nition of such morphisms is clearly folklore, although only
the cases F = id or � = " appear to be in the literature:

De�nition 2.2.1. Let (H; �) and (H 0; �0) be two coquasibialgebras. A
coquasimorphism (F; �) : (H; �) ! (H 0; �0) consists of a unital coalgebra
map F : H ! H 0 and a convolution invertible � : H 
H ! k satisfying

�(g(1) 
 h(1))F (g(2)h(2)) = F (g(1))F (h(1))�(g(2) 
 h(2)) and

�(f (1) 
 g(1))�(f (2)g(2) 
 h(1))�(f (3)
 g(3)
 h(2))

= �0(F (f (1))
 F (g(1))
 F (h(1)))�(g(2) 
 h(2))�(f (2) 
 g(3)h(3))

for all f; g; h 2 H .

When F : H ! H 0 is a coalgebra map between two coquasibialgebras
(H; �) and (H 0; �0), then a bijection between forms � : H 
 H ! k making
(F; �) a coquasimorphism, and monoidal functor structures on FM : HM!
H 0

M is given as follows: When (F; �) is a coquasimorphism, then (F;�)M :=

(FM; �) : HM ! H 0

M is a monoidal functor with the isomorphism � :
FM(V ) 
 FM(W ) ! FM(V 
W ) given, for V;W 2 HM, by V 
W 3
v 
 w 7! �(v(�1) 
 w(�1))v(0) 
 w(0) 2 V 
W .
If we de�ne the composition of two coquasimorphisms (F; �) : H ! H 0

and (F 0; �0) : H 0 ! H 00 by (F 0; �0)(F; �) = (F 0F; �0(F 
F ) � �), then we have�
(F 0;�0)M

� �
(F;�)M

�
= (F 0;�0)(F;�)M as monoidal functors.

A special case of coquasimorphisms are cotwists dual to the twists de-
�ned in [14]: These can be considered as coquasimorphisms in which the
underlying coalgebra map is the identity. Let (H;r; �) be a coquasibialge-
bra, and � : H 
H ! k a convolution invertible map satisfying �(1
 h) =
�(h 
 1) = "(h) for all h 2 H . Then there is a unique coquasibialgebra
structure (H;r; �)� = (H�;r�; ��) on the coalgebra H� := H such that
(idH ; �) : H ! H� is a coquasimorphism: One can easily solve the equations
de�ning a coquasimorphism for r� and �� . By the above, a cotwist (idH ; �)

gives rise to a monoidal equivalence Id : HM ! H�

M, whose monoidal
functor structure is induced by �.
Note that every coquasimorphism (F; �) : H ! H 0 in which � is invertible

factors into a cotwist and a coquasibialgebra map:

(F; �) =

�
H

(idH ;�)
����! H� (F;")

���! H 0

�
:

If H is a bialgebra and � : H
H ! k is a cotwist, then H� is a bialgebra
(with trivial coassociator) if and only if �(f (1)
g(1))�(f (2)g(2)
h) = �(g(1)

h(1))�(f 
 g(2)h(2)) holds for all f; g; h 2 H . We say that � is a (normalized)
two-cocycle on H . If H is a Hopf algebra, then any two-cocycle (co)twist
H� is also a Hopf algebra. Cotwists by two-cocycles appear in [12].
The dual (and older, cf. [14]) notion to a cotwist is the twist of a qua-

sibialgebra H by an invertible element t 2 H 
H . We will only need the
case where H is an ordinary bialgebra, and t is a two-cycle, that is, satis�es
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t23(id
�)(t) = t12(�
id)(t) 2 H
H
H , where t23 = 1
t and t12 = t
1,
and (" 
 id)(t) = (id
")(t) = 1. Then Ht is a bialgebra, with underlying
algebra the same as H , and comultiplication �t(h) = t�(h)t�1. If H is a
Hopf algebra, then so is Ht. Note that if H is �nite, then t is a two-cycle if
and only if t, considered as a map H� 
H� ! k, is a two-cocycle on H�.
There is also a way of (co)twisting coquasimorphisms: If H and H 0 are

coquasibialgebras, (F; �) : H ! H 0 is a coquasimorphism, and t : H ! k
satis�es t(1) = 1, then (F; �)t := (F t; �t) : H ! H 0, de�ned by

�t(g 
 h) = t(g(1))t(h(1))�(g(2)
 h(2))t
�1(g(3)h(3));

F t(h) = t(h(1))F (h(2))t
�1(h(3))

for g; h 2 H , is also a coquasimorphism, called the cotwist of (F; �) by t.
This procedure has its interpretation in terms of the comodule category as
well: Two coquasomorphisms are each other's cotwists if and only if the
corresponding monoidal functors are isomorphic as monoidal functors.
A coquasibialgebra is called a coquasi-Hopf algebra if it has a coquasiantipode.

By de�nition, this is a triple (S; �; ) consisting of a coalgebra antiautomor-
phism S : H ! H and linear forms �;  2 H� such that

h(1)�(h(2))S(h(3)) = �(h)1H ;

S(h(1))(h(2))h(3) = (h)1H;

�(S(h(1))
 (h(2))h(3)�(h(4))
 S(h(5))) = "(h);

��1(h(1) 
 �(h(2))S(h(3))(h(4))
 h(5)) = "(h)

hold for all h 2 H . The meaning of the de�nition (whose dual, a quasi-
Hopf algebra, appears in [14]) is that | just as for ordinary Hopf algebras
| the category of k-�nitely generated projective H-comodules is left and
right rigid. The right dual of V 2 HMf is V � equipped with the comodule
structure de�ned by '(�1)'(0)(v) = S(v(�1))'(v(0)) for all v 2 V and ' 2
V �, and the maps

ev : V 
 V � 3 v 
 ' 7! �(v(�1))'(v(0)) 2 k;

db : k 3 1 7! vi 
 (vi(�1))vi(0) 2 V
� 
 V:

The �rst two equations in the de�nition of a quasi-antipode express colin-
earity of the maps ev and db, while the other two say that the maps ful�ll
the axioms for a dual object in the comodule category.
Conversely, if we are given a coquasibialgebra H such that the category

of �nite projective H-comodules is left and right rigid, then we would like to
be able to reconstruct a coquasi-antipode for H ; we can only hope for this
to work if k is a �eld or H itself is �nite; otherwise �nite comodules give
us too little information on H . This reconstruction result for coquasi-Hopf
algebras is indeed claimed to hold, at least over a �eld, in [29, Sec. 9.4.1]. In
fact the same belief has been held (independently, as it were) by the author
for considerable time, but we shall present a counterexample in Section 4.5.
The analogous statement for ordinary bialgebras was proved by Ulbrich [59].
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The key di�erence between the cases is that monoidal functors (such as the
underlying functor from the comodule category over a bialgebra to the cate-
gory of vector spaces) preserve duals, while incoherent tensor functors need
not. Majid's proof relies on an (explicitly given, [29, (9.37)]) isomorphism
between the dual object of an H-comodule V in the monoidal category of
H-comodules (which is assumed to exist) and the dual vector space of V .
However, we shall see that the dual object of V needs not even have the
same dimension as V . Nevertheless, we shall without giving further details
refer to [29] for the rest of the proof of the following fact: If H is a co-
quasibialgebra over a �eld k, if the category HMf is left and right rigid,

and if the underlying functor HMf ! kM preserves duals, then H has a
coquasiantipode.

2.3. Coendomorphism coalgebras. In the preceding section we have dis-
cussed how to get from a (coquasi)bialgebra to a monoidal category, and
stated without proof that one can go the other way. In this section we shall
discuss in a little more detail how the reconstruction process works. This is
largely an elaboration of work of Ulbrich [59, 58]; see also [29, 21, 41, 40].
Assume �rst that we are given a coalgebra C, and consider the underlying

functor U : MC ! kM. When we want to reconstruct properties of C (like
being a bialgebra), the key fact is that the coaction of C on each of its
comodules de�nes a natural transformation Æ : U ! U 
 C which has a
universal property: For every k-module T , every natural transformation
� : U ! U 
T factors as � = (U 
 f)Æ for a unique k-linear map f : C ! T .
This describes an isomorphism

Hom(C; T ) 3 f 7! (U 
 f)Æ 2 Nat(U ;U 
 T );

whose inverse maps a natural transformation  to ("
 T ) C .
When we are given an abstract monoidal category C and want to re-

construct a Hopf algebra H such that C is the category of modules (or
comodules) over H , the least additional data we need is a speci�ed functor
! : C ! kM to the category of k-modules, which will play the role of the
underlying functor above. Then a coendomorphism coalgebra of ! is by de�-
nition a k-module coend(!) together with a universal natural transformation
Æ : ! ! ! 
 coend(!) giving an isomorphism

Hom(coend(!); T ) 3 f 7! (! 
 f)Æ 2 Nat(!; ! 
 T )

for every k-module T . We have seen that any coalgebra C can be recovered
as the coendomorphism coalgebra of the underlying functor MC ! kM.
If k is a �eld, then C can equally well be recovered from the underlying
functor MC

f ! kM, due to the �niteness theorem for comodules. This is
one of the reasons why coendomorphism coalgebras are often to be preferred
over just taking the endomorphism algebra of !, which we can always do if
we are not too worried about set theoretical complications, and relating the
category C to the modules over End(!). Another reason is that if ! has a
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coendomorphism coalgebra, then the natural morphism

Hom(coend(!)
M;T ) �= Nat(! 
M;! 
 T )(2.3.1)

f 7! (! 
 f)(Æ 
M)

is an isomorphism for all M 2 kM, by the slightly sketchy calculation

Hom(coend(!)
M;T ) �= Hom(M;Hom(coend(!); T ))
�= Hom(M;Nat(!; !
 T )) �= Nat(! 
M;! 
 T ):

This generalization of the de�ning property of coend is important when we
try to reconstruct additional properties of coend(!) from properties of C and
!, such as being monoidal.
The basis for such reconstructions is the universal property of coend(!)

and the natural transformation Æ. The universal property �rst de�nes a
unique coalgebra structure � for coend(!) such that the natural transfor-
mation Æ endows every !(X) with a coend(!)-comodule structure. This
de�nes a functor !̂ : C !Mcoend(!) that lifts ! as in the following diagram

(2.3.2)

C
!̂ //

!
  A

AA
AA

AA
A Mcoend(!)

Uyyss
ss
ss
ss
s

kM

in which U denotes the underlying functor. The functor !̂ in its turn has a
universal property: Every other functor F : C ! MC compatible with the
underlying functor as in the outer triangle of the following diagram

(2.3.3)

C
F //

!

��8
88

88
88

88
88

88
88

88
88

88
88

88
!̂

((PP
PPP

PPP
PPP

PPP
P MC

U

����
��
��
��
��
��
��
��
��
��
��
��
�

Mcoend(!)

U

��

Mf

66mmmmmmm

kM

factors through a dashed arrow induced by a coalgebra map f : coend(!)!
C, which is the unique k-linear map making all the diagrams

!(X)
Æ // !(X)
 coend(!)

id
f
��

UF(X)
Æ // UF(X)
 C

commute. In particular, if ! : C ! kM as well as � : D ! kM have coen-
domorphism coalgebras, then every functor F : C ! D satisfying �F = !
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induces a coalgebra map coend(F) : coend(!)! coend(�) making the dia-
gram

C
F //

!̂
��

D

�̂
��

Mcoend(!)
Mf

// Mcoend(�)

commute, and f is the unique k-linear map making all the diagrams

!(X)
Æ // !(X)
 coend(!)

id
f
��

�F(X)
Æ // �F(X)
 coend(�)

commute
The reconstruction process for morphisms needs a slight re�nement, since

one usually �nds the outer triangle in (2.3.3) to commute only up to a
speci�ed isomorphism � : ! ! U . However, it is suÆciently general as stated
to distill a bialgebra structure on coend(!) out of a monoidal category C and
strict monoidal underlying functor !: We have to apply the procedure to
the functor 
 : C � C ! C, with respect to the functors

! 
 ! : C � C 3 (X; Y ) 7! !(X)
 !(Y ) 2 kM;

and ! : C ! kM, which should work since ! being strictly monoidal means
a commutative triangle

C 
 C



//

!
! ##G
GG

GG
GG

GG
C

!
~~||
||
||
||

kM

We only have to know what coalgebra is attached to the functor ! 
 !.
More generally, for !
 � : C 
D ! kM the stronger property (2.3.1) of the
coendomorphism coalgebra allows us to calculate

Nat(! 
 �; ! 
 � 
 T ) �= Nat(!;Nat(�; ! 
 � 
 T ))

�= Nat(!;Hom(coend(�); ! 
 T )) �= Nat(! 
 coend(�); !
 T )
�= Hom(coend(!)
 coend(�); T )

so that in particular coend(! 
 !) = coend(!) 
 coend(!). Thus a strict
monoidal ! : C ! kM gives rise to a coalgebra mapr : coend(!)
coend(!)!
coend(!), and r makes coend(!) a bialgebra such that (2.3.2) is a commu-
tative diagram of monoidal functors. To see that r is associative, we only
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need to look at the diagram

C � C � C

(
�Id )

//


(Id �
)
//

!̂
!̂
!̂
��

C

!̂
��

Mcoend(!)
coend(!)
coend(!)
Mr(r
id)

//

Mr(id
r)
// Mcoend(!)

which commutes both with the upper and the lower horizontal arrows. But
the two arrows at the top are identical, so r is associative.
The reconstruction of a multiplication r on coend(!) can be carried over

directly to the case where ! is a strict incoherent tensor functor, but the
last step fails in this situation. But it still follows, as �rst observed by Majid
[28], that there is a unique coquasibialgebra structure on coend(!) such that
! lifts to a monoidal functor !̂ making (2.3.2) a commutative diagram of
incoherent tensor functors. To see this, one has to reconstruct a trilinear
form � : coend(!)
3 ! k from the associativity isomorphism in C. More
generally, let F ;F 0 : C !MC be two functors with UF = ! = UF 0 and let
f; f 0 : coend(!)! C be the corresponding coalgebra maps. Assume further
that there is some isomorphism � : F ! F 0. Then U(�) is an endomorphism
of !, which corresponds to a linear form � : coend(!)! k by the universal
property of coend(!). Note that if U(�) = id, then � = ". One can show
that f � � = � � f 0. In particular, if F ;F 0 : C ! D are functors with
�F = ! = �F 0, and � : F ! F 0 isa natural isomorphism, then there is a
unique (invertible) linear form � on coend(!) making the diagrams

!(X)
Æ // !(X)
 coend(!)

id
�
��

�F(X)
�(�)

// �F 0(X)

commute, and f �� = ��f 0, if f and f 0 are obtained from (F ; �) and (F 0; �0),
respectively. A coquasibialgebra structure can be reconstructed by applying
this to the two functors F ;F 0 : C3 ! C composed from tensor product, and
the associativity isomorphism � between them. The de�ning equations of
a coquasibialgebra deduced from the coherence axioms for �. In fact there
is a rather general principle why axioms for categories, functors, and natu-
ral transformations give rise to `analogous' axioms for coalgebras, coalgebra
maps, and linear forms. The reconstruction is a two-functor assigning, on the
object level, coalgebras to categories with functors to kM; on the morphism
level, coalgebra maps to functors commuting with underlying functors; on
the two-morphism level, linear forms to natural transformations. The two-
functor laws say that composition of functors corresponds to compositon
of coalgebra maps, and that composition of natural transformations corre-
sponds to convolution of linear forms. The reconstruction two-functor is
even monoidal: we have seen that it assigns the tensor product of coend(!)
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and coend(�) to a `tensor product' (C; !) 
 (D; �) := (C � D; ! 
 �). We
refer the interested reader to [40, Sec. 2] for more details.
Similar reasoning shows that if C;D are monoidal categories with strict

neutral tensor functors ! : C ! kM and � : D ! kM, then any monoidal
functor (F ; �) : C ! D such that �F = ! as functors, yields a coquasimor-
phism (F; �) : coend(!)! coend(�): The coalgebra map F is reconstructed
from the functor F , and the bilinear form � is reconstructed from the iso-
morphism

� : 
 Æ(F � F)! F Æ 
 : C 
 C ! D:

As a particular case, we see how changing the tensor functor structure of a
functor ! : C ! kM a�ects the coquasibialgebra attached to it: If �; �0 are
two tensor functor structures for !, and if H , H 0 are the coquasibialgebra
structures on coend(!) obtained from them, then one can regard the identity
functor with the trivial monoidal functor structure as the functor (F ; �)
giving rise to a coquasimorphism (F; �) : H ! H 0, in which F is the identity;
in short, changing the tensor functor structure of ! amounts to changing
coend(!) by a cotwist.
It remains to discuss some cases where coendomorphism coalgebras exist.

First of all, any coalgebra C is the coendomorphism coalgebra of the under-
lying functorMC ! kM. If k is a �eld, then C is also the coendomorphism
coalgebra of the underlying functor from the category of �nite dimensional
comodules over C. Generally, if ! : C ! kM is a functor that takes values
in �nitely generated projective k-modules, then ! has a coendomorphism
coalgebra. If k is a �eld, C is a k-linear abelian category, and ! is an exact
faithful k-linear functor taking values in �nite dimensional vector spaces,
then the functor !̂ : C ! Mcoend(!) in (2.3.2) induces an equivalence with
the category of �nite dimensional coend(!)-comodules.
Even when general reasons guarantee the existence of a coendomorphism

coalgebra, it may be hard to �gure out its structure. The following obser-
vation will prove useful to justify an educated guess. The situation we have
in mind is that we can guess the coalgebra coend(!) and even show that we
have a category equivalence C �= Mcoend(!) | except we don't know that
our candidate for coend(!) is really a coassociative coalgebra. The rather
simle idea is that, dually, if we have a nonassociative algebra that has a
faithful associative representation, then the algebra is associative after all.

Lemma 2.3.1. Let C be a k-module endowed with maps �: C ! C 
 C
and " : C ! k. We de�ne the category MC of C-comodules to have objects
all pairs (V; �) with V 2 kM and � : V ! V 
 C satisfying (V 
 �)� =
(�
 C)� : V ! V 
 C 
 C.

If for every c 2 C there exist V 2 MC, elements vi 2 V , and linear forms
'i 2 V � such that c =

P
i('i 
 C)Æ(vi), then C is a coalgebra.
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Proof. For any V 2 MC with \comodule" structure map Æ the diagram

V
Æ //

Æ
++VVV

VVVV
VVVV

VVVV
VVVV

VVVV
VV

Æ

��=
==

==
==

==
==

==
==

==
=

Æ

��

V 
 C
V
�

// V 
 C 
 C

V
C
�

��

V 
 C

Æ
C
66lllllllllllll

V
�
��

V 
 C

V
�
��

V 
 C
Æ
C //

Æ
Cxxppp
pp
pp
pp
pp

V 
 C 
 C
Æ
C
C

((RR
RRR

RRR
RRR

RR

V 
 C 
 C
V
�
C

// V 
 C 
 C 
 C

shows that for f = (� 
 C)� � (C 
 �)�: C ! C 
 C 
 C at least the
equation (V 
 f)Æ = 0 holds. But this entails, for c 2 C and V; vi; 'i as
above, that f(c) = f(

P
('i
 id)Æ(vi)) =

P
('i
 id)(V 
f)Æ(vi) = 0. Hence

C is a coassociative coalgebra, and " is a counit by a similar reasoning. �

The following Lemma is useful when we try to reconstruct a coalgebra
over a �eld k from its �nite dimensional comodules. One should think of
the case where the �nite dual AÆ of an algebra A is found as a coalgebra
which is a subset of A� with comultiplication the restriction of the map
A� ! (A 
 A)� dual to multiplication. The subset AÆ consists of all the
entries of the �nite matrix representations of A, or of all the elements in
A� that \occur" in the maps V ! V 
 A� associated to �nite dimensional
A-modules V .

Lemma 2.3.2. Let k be a �eld, C1 and C2 two vector spaces, � : C1
C1 !
C2 an injection, �1 : C1 ! C2 and "1 : C1 ! k linear maps.

De�ne the category MC1
of right C1-comodules to have as objects vector

spaces V equipped with a map �1 : V ! C1 such that the diagrams

V
�1

//

�1

��

V 
 C1

�1
C1

��
V 
 C1 
 C1

V
�
��

V 
 C1
V
�1

// V 
 C2

and

V
�1

//

GG
GG

GG
GG

GG

GG
GG

GG
GG

GG
V 
 C1

V
"1

��
V

commute.
For a C1-comodule V , element v 2 V , and linear form ' 2 V � put

['jv] := h'; v(0)iv(1) 2 C
1, where v(0) 
 v(1) = �1(v).

Put C := k- spanf['jv]jV 2 MC1

f ; v 2 V; ' 2 V �g.

Then C is a coalgebra, and a category equivalenceMC
f !MC1

f is induced

by the inclusion C � C1.
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Proof. We have �1(C) � �(C 
 C), since for every V 2 MC1

f , v 2 V , and

' 2 V � we have, denoting by vi the elements of a basis of V , and vi the
elements of the dual basis of V �:

�1(['jv]) = h'; v(0)i�
1(v(1)) = h'; v(0)(0)i�(v(0)(1) 
 v(1))

= h'; vi(0)ihv
i; v(0)i�(vi(1) 
 v(1)) = �([�jvi]
 [vijv])

Thus, C is a not necessarily coassociative coalgebra with comultiplication
� de�ned by �� = �1jC , and counit "jC . Moreover, by de�nition every
C1-comodule is actually a C-comodule in the sense used in the preceding
Lemma. By de�nition of C, the preceding Lemma applies to show that C
is coassociative. �

2.4. Coquasibialgebras and cohomology. So far we have dealt with the
interpretation of coquasibialgebras in terms of monoidal categories of comod-
ules. There is another, cohomological interpretation coming from the cocom-
mutative case. A cocommutative coquasibialgebra is the same as an ordinary
bialgebra, equipped in addition with a three-cocycle of Sweedler cohomology
[54]: The modi�ed associativity in a coquasibialgebra specializes to ordinary
associativity in the cocommutative case, and the equation corresponding to
Mac Lane's pentagonal axiom is precisely the condition for � : H
H
H ! k
to be a Sweedler three-cocycle with coeÆcients in the trivial H-module alge-
bra k. A coquasimorphism (F; �) : H ! H 0 between cocommutative coqua-
sibialgebras (H; �) and (H 0; �0) is just an ordinary bialgebra homomorphism
F , with, in addition, a normalized invertible � : H 
 H ! k such that its
Sweedler coboundary is the quotient �0(F 
 F 
 F ) � ��1. In particular,
cotwisting a cocommutative coquasibialgebra does not a�ect its multiplica-
tion, but only its coassociator, and two coassociators for a cocommutative
bialgebra H are cotwists of each other if and only if they are cohomologous
Sweedler cocycles. Finally, if (F; �) : H ! H 0 is a coquasimorphism between
cocommutative coquasibialgebras, and t 2 H� is normalized and convolu-
tion invertible, then (F; �)t = (F t; �t) has F t = F , and �t di�ers from �
by the Sweedler coboundary of t. Motivated by this, we shall, for non-
cocommutative coquasibialgebras as well, say that two coquasimorphisms
(F; �) and (F 0; �0) are cohomologous if there exists t with (F 0; �0) = (F; �)t.
As a special case, we have a notion of when two cotwists on a coquasibial-
gebra H are cohomologous | but usually multiplication of cotwists, while
trivially well-de�ned (it is just convolution), loses its meaning in the non-
cocommutative case, since a cotwist will usually have a codomain di�erent
from its domain. However, we can consider the group of cohomology classes
of \self-twists" (id; �) : (H; �)! (H; �), that is, of twists that do not a�ect
the coquasibialgebra (H; �) they act on. The conditions for this to happen
are easily worked out: If the cocycle � is trivial, they mean that � is a
two-cocycle (this is the condition for �� to be trivial if � is trivial), but also
that

�(g(1)
 h(1))g(2)h(2) = g(1)h(1)�(g(2) 
 h(2))
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holds for all g; h 2 H (this is the condition that twisted multiplication is the
same as the original one). We will call such two-cocycles central, and denote
the group of cotwisting classes of central two-cocycles by H2

c (H). We will
use the same notation for the group of self-twists of a coquasibialgebra H
with nontrivial coassociator.

2.5. Hopf modules. The most conceptual de�nition of a Hopf module is
that it is a module (or comodule) over a certain algebra (or coalgebra) within
a certain monoidal category. Although all Hopf modules in this paper will
be of this type, it should be noted that there are meaningful Hopf modules
that do not �t easily into this scheme, namely Doi-Koppinen Hopf modules
[11, 24], and more generally entwined modules [7]. An entwining structure
consists of an algebra A, a coalgebra C, and a map  : C 
 A ! A 
 C
satisfying the identities  (C 
 r) = (r 
 C)(A 
  )( 
 A) and (A 

�) = ( 
C)(C
 )(�
A) along with some identities involving (co)units.
An entwined module is an A-module and C-comodule, with the module
structure � and comodule structure � satisfying a compatibility condition
governed by  , namely �� = (� 
 C)(M 
  )(�
 A) : M 
 A ! M 
 C.
Doi-Koppinen Hopf modules can be seen as special cases: When C is an
H-module coalgebra and A is an H-comodule algebra, then an entwining
structure can be de�ned by  (c 
 a) = a(0) 
 c ( a(1); a Doi-Koppinen
Hopf module is by de�nition a right A-module as well as right C-comodule
satisfying (ma)(0)
(ma)(1) = m(0)a(0)
m(1) ( a(1) 2M
C for all m 2M
and a 2 A.
We will now turn to the more conceptual versions of Hopf modules de�ned

in terms of monoidal categories. This is based on the theory of algebras
within monoidal categories, as developed in [36].
Suppose that C is a monoidal category. There is a natural notion of

associative algebra in C. This is most obvious if C is strictly monoidal.
Then an algebra (A;r) within C consists of an object A in C, equipped
with a multiplication r : A 
 A ! A satisfying associativity r(r 
 A) =
r(A 
 r) : A 
 A 
 A ! A, and admitting a unit � : I ! A satisfying
r(A
 �) = idA = r(� 
 A) : A! A.
When (C;
; �) is a no longer strict monoidal category, then an algebra

(A;r; �) in C is an object A together with a multiplication r and unit � as
above, now satisfying associativity in the form

r(r
A) = r(A
 r)� : (A
 A)
A! A

and the unit conditions as above. Obviously the instance of � was introduced
into the associativity condition as the only conceivable way of making it
make sense; one cannot compare r(A
 r) and r(r
 A) directly as they
have distinct domains, but the domains are isomorphic via the morphism �
making part of the de�nition of the monoidal category C.
There are more instances where one has an obvious notion generalizing a

well-known concept of ring and module theory to ring and module theory
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within a strict monoidal category, and a perhaps slightly less obvious version
in a non-strict monoidal category, obtained by adorning the strict version
with suitable copies of �. We will tacitly maintain each time that it is clear
how this has to be done. Although this is quite informal, at least a hint
may be given as to how one might try to formalize the idea: Each monoidal
category C is equivalent as a monoidal category to a strict monoidal category
Ĉ. Thus we may de�ne an algebra in C to be a pair (A;r) which is mapped

by that monoidal equivalence to an algebra in Ĉ. However, we should stress
once again that there appears to be no rigorous metatheorem in the literature
that would allow us to work only in the strict case as long as a certain type
of notions and statements is concerned.
Given an algebra A in a monoidal category C, a right A-module is an

object M of C with a morphism � : M 
 A ! M satisfying �(M 
 r) =
�(� 
 A) : M 
 A 
 A ! M . The notion of a left A-module is analogous.
Given two algebras A;B, an A-B-bimodule is a triple (M;�`; �r) such that
(M;�`) is a left A-module, (M;�r) is a right B-module, and �r(�` 
 B) =
�`(A
 �r) : A
M 
 B !M . We denote the categories of left (right, bi-)
modules by AC; CA; ACB.
For any algebra A in C, the underlying functor CA ! C has a left adjoint;

that is, there exists a free right A-module over any object V of C. This
can be constructed as V 
 A, equipped with the right A-module structure
V 
r : V 
A
A! V 
A. More generally, if B is another algebra, then the
underlying functor ACB ! AC has a left adjoint assigning to a left A-module
N the free A-B-bimodule over N , which can be constructed as N 
B with
right B-module structure N 
r and left A-module structure �
B, where
� is the A-module structure of N . If the category C has coequalizers, then
one can de�ne the tensor product ofM 2 CA and N 2 AC by the coequalizer

M 
 A
N
�
N

//

M
�
// M 
N // M 


A
N

Provided that the tensor product in C preserves coequalizers, one can en-
dow the tensor product M 


A
N of M 2 BCA and N 2 ACR with an A-R-

bimodule structure. In particular, the category ACA of A-A-bimodules in
C is a monoidal category. We note [36, sec. 3] that if C is closed and has
equalizers, then the category ACA is closed as well. If M = V 
 A is the
free right A-module generated by V 2 C, then for any N 2 AC we have a
canonical isomorphism M 


A
N �= V 
N .

If the category C is the category of representations of a bialgebra H , there
is standard terminology for the concepts above (see e. g. [34]): An algebra
A in MH is called an H-comodule algebra, A right A-module M in the
category MH is called a (relative) Hopf module; we'll denote the category
of these by MH

A , with obvious variants AM
H , AM

H
A , etc. A coalgebra in

the monoidal category of right H-modules, which is supposed to mean an
algebra in the opposite category, is called an H-module coalgebra, and a
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comodule over C in MH is also called a relative Hopf module, belonging to
the category MC

H . The �rst Hopf modules in the literature are examples of
both situations at the same time: If H is a bialgebra, then the regular right
coaction of H on itself makes H an H-comodule algebra, and the regular
right action of H on itself makes it a right H-module coalgebra. Both
de�nitions of a Hopf module in MH

H as given above agree in this situation.
More generally, if � : K ! H is a bialgebra map, which we consider an
inclusion for simplicity, then H is a K-module coalgebra, and K an H-
comodule algebra, via �. Both notions of a Hopf module in MH

K de�ned in
these situations agree: Such an object is a right K-module as well as right
H-comodule M satisfying (mx)(0) 
 (mx)(1) 2 M 
 H for all m 2 M and
x 2 K.
The conceptual de�nition of Hopf module allows the e�ortless general-

ization to cases involving (co)quasibialgebras in place of bialgebras. This
means that we have to introduce instances of the associator maps in var-
ious places in the de�nitions and constructions we wrote down above for
algebras and modules in strict categories; this being done, we can spe-
cialize to the case of comodules over coquasibialgebras. Thus if (H; �)
is a coquasibialgebra, then a left H-comodule algebra A is de�ned to be
an algebra in the category of left H-comodules, which is by de�nition a
left H-comodule A, equipped with a multiplication A 
 A ! A and unit
1 2 A. The multiplication is required to be a map in HM, that is, to satisfy
(ab)(�1)
 (ab)(0) = a(�1)b(�1)
a(0)b(0) for all a; b 2 A, and to be associative
in the sense that (xy)z = �(x(�1) 
 y(�1) 
 z(�1))x(0)(y(0)z(0)) holds. The
unit has to satisfy 1(�1) 
 1(0) = 1
 1 2 H 
A and is an ordinary unit for

multiplication. A left A-module in HM is an H-comodule M with a map
A 
M 3 a 
m 7! am 2 M of H-comodules satisfying (xy)m = �(x(�1) 

y(�1)
m(�1))x(0)(y(0)m(0)); similarly for right modules and bimodules. The

free right A-module generated by V 2 HM is V 
A with the right A-module
structure de�ned by (v 
 x)y = �(v(�1) 
 x(�1) 
 y(�1))v(0) 
 x(0)y(0). If
V was a left B-module, then V 
 A is a B-A-bimodule with b(v 
 x) =
��1(b(�1) 
 v(�1) 
 x(�1))b(0)v(0) 
 x(0). The tensor product of a right A-

module M and a left A-module N in HM is by de�nition the quotient of
M 
N by the relations mx
 n = �(m(�1) 
 x(�1) 
 n(�1))m(0) 
 x(0)n(0)
for all m 2M;n 2 N , and x 2 A.

3. Hopf algebra extensions

3.1. Cleft extensions and crossed products. Let H be a bialgebra.
An H-comodule algebra A is said to be cleft if there exists a convolution
invertible H-colinear map j : H ! A (a cleaving map). One can show that
such a j can always be chosen to satisfy j(1) = 1 (otherwise replace it with
~j de�ned by ~j(h) = j�1(1)j(h)). Assume given a cleaving map j for the
H-comodule algebra A; put R := AcoH := fx 2 Aj�(x) = x 
 1g. One
can show that � : A 3 x 7! x(0)j

�1(x(1)) 2 B is well-de�ned (i. e. takes
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values in the coinvariants R), and one has an isomorphism  : R 
H ! A
of left R-modules and right H-comodules, given by  (r 
 h) = rj(h) and
 �1(x) = �(x(0)) 
 x(1). Hence classifying cleft H-comodule algebras with
coinvariant subalgebra R amounts to classifying algebra structures on R
H
such that R 3 r 7! r 
 1 2 R
H is an algebra map, and R 
H is an H-
comodule algebra with the comodule structure induced by that of H . One
can show that any such multiplication is given by a formula

(r 
 g)(s
 h) = r(g(1) * s)�(g(2)jh(1))
 g(3)h(2);

in which * : H 
 R ! R and � : H 
 H ! R are linear maps. Certain
conditions have to be met by * and � to ensure that multiplication is
associative with unit 1
1. We make a point of not recalling these conditions,
since we will never need them explicitly. We do mention, however, that
in the case where H is cocommutative, and R is commutative, there is a
reasonable cohomological interpretation of the axioms: They say that R is
an H-module algebra, and � is a two-cocycle in the Sweedler cohomology
[54] of H with coeÆcients in R. Hence the term cocycle for �, which is also
used in the general situation where there is no cohomology theory behind
it.
We will call an algebra A := R#�H := R 
 H with the multiplication

according to the above formula a crossed product of R and H , not quite in
accordance with the literature, where crossed products are usually required
to have � invertible. If H is a Hopf algebra, this is equivalent to the H-
comodule algebra R#�H being cleft; the map j : H 3 h 7! 1 
 h 2 R
 H
can serve as a cleaving map.
If H is a Hopf algebra, then a crossed product R#�H can also be char-

acterized as a Hopf-Galois extension with normal basis. Here a Hopf-Galois
extension A=R is an H-comodule algebra A with coinvariants AcoH = R,
such that the Galois map � : A


B
A! A
H given by �(x
y) = xy(0)
y(1)

is a bijection. A normal basis for an H-Galois extension A=B is an isomor-
phism A �= B 
 H of left B-modules and right H-comodules. Any cleft
extension with cleaving map j is a Galois extension (obviously with a nor-
mal basis) with ��1(x
 h) = xj�1(h(1))
 j(h(2)). Conversely, Hopf-Galois
extensions with normal basis are cleft.
The theory of cleft extensions, crossed products, and Hopf-Galois exten-

sions with normal basis is developed in [13, 4, 5], see also [34]. There is a
dual counterpart, which was worked out in detail in [9]. A crossed coproduct
of a coalgebra C and a bialgebra H is a coalgebra structure onH
C making
H 
 C an H-module coalgebra with the obvious left H-module structure,
such that the map " 
 C : H 
 C ! C is a coalgebra map. One can show
that any such comultiplication is necessarily of the form

�(h
 c) = h(1)�
(1)(c(1))
 c(2)[0] 
 h(2)�

(2)(c(2))c(2)[1] 
 c(3);
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involving maps � : C 3 c 7! c[0] 
 c[1] 2 C 
 H and � : C 3 c 7! � (1)(c) 


� (2)(c) 2 H
H , subject to a list of axioms that we'll skip once more. If the
\two-cycle" � is invertible (if C is cocommutative and H is commutative it
is then an honest two-cycle in a suitable homology theory), then C 
 H is
a cocleft H-module coalgebra with cocleaving map � = (" 
H) : C 
H !
H . Here, a right H-module coalgebra D is called cocleft if there exists a
convolution invertible right H-module map (a cocleaving) � : D ! H . Such
a cocleaving may always be chosen to be counital, i. e. to satisfy "� = ". A
cocleft H-module coalgebra is always an H-Galois coextension; this notion
appears (without a name) in [48]. By de�nition, an H-Galois coextension
is a surjection � : D ! C of an H-module coalgebra D onto the factor
coalgebra C := D=DH+, such that the Galois map

� : D 
H 3 d
 h 7! d(1) 
 d(2)h 2 D2
C
D

is a bijection. In the case where D is cocleft, one may write ��1(
P
di
d

0
i) =

di�
�1(di(1)) 
 �(di(2)). Any H-Galois coextension D with a normal basis,

that is, such that D �= C 
H as left C-comodules and right H-comodules,
is cocleft.
A very important tool in our constructions will be Schneider's structure

theorem for Hopf modules, in the version for Galois coextensions [48]. It
states that when D is an H-Galois coextension of C such that H is at and
D is faithfully coat as C-comodule (for example, this is ful�lled if D has a
normal basis), then the functor

MC 3 V 7! V2
C
D 2 MD

H

is a category equivalence with inverse mappingM 2 MD
H toM=MH+. Here

V2
C
D � V 
D is the cotensor product

V2
C
D :=

nX
vi 
 dij

X
vi(0) 
 vi(1) 
 di =

X
vi 
 �(di(1))
 di(2)

o
(incidentally, a special case of the tensor product in monoidal categories,
namely the tensor product over the algebra C in the opposite of the category
of k-modules.) The Hopf module structures of V2

C
D are induced by the

structures of the right tensor factor, and the comodule structure ofM=MH+

is that of a factor comodule of M . We are most interested in the case that
D is cocleft. Then V2

C
D �= V 
 H as right H-modules; the isomorphism

M �= M=MH+ 
 H for M 2 MD
H that makes part of Schneider's category

equivalence is then given by m 7! m(0) 
m(1), and its inverse maps m
 h

to m(0)�
�1(m(1))h.

3.2. Short exact sequences. One of the main objects of interest in this
paper will be extensions of Hopf algebras, or short exact sequences. We refer
to [50] for a detailed analysis of this notion.
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For the purpose of this paper, a sequence of Hopf algebras and Hopf

algebra maps K
�
! H

�
! Q is exact if it ful�lls the conditions stated to be

equivalent in the following Proposition.

Proposition 3.2.1. Let K;H;Q be Hopf algebras with bijective antipodes,
� : K ! H and � : H ! Q Hopf algebra maps. The following are equivalent:

(1) (a) � is surjective and conormal,
(b) � is the kernel of �, and
(c) H is cleft as a right Q-comodule algebra.

(2) (a) � is injective and normal,
(b) � is the cokernel of �, and
(c) H is cocleft as a left K-module coalgebra.

(3) (a) � is surjective, �� = �", and
(b) there is a unital and counital right Q-comodule map j : Q! H

such that r(�
 j) : K 
 Q! H is an isomorphism.
(4) (a) � is injective, �� = �", and

(b) there is a unital and counital left K-module map � : H ! K
such that (� 
 �)�: H ! K 
 Q is an isomorphism.

Even if we don't know the precise de�nitions involved, it seems obvious
that (1) and (2) as well as (3) and (4) are mutually dual. It is also obvious
that (1) contains a na��ve de�nition of short exact sequence, which would
state that � is surjective and � the kernel of �; the meaning of the remaining
conditions in (1) is perhaps less obvious, and we shall also be very short in
even explaining the ingredients.
From [50] we recall that the (Hopf) kernel of a Hopf algebra map � (i. e. the

equalizer of � and the trivial morphism �" in the category of Hopf algebras)
can be computed by HKer(�) = HcoQ = coQH if � is conormal, and HKer(�)
will then be a Hopf subalgebra. Dually, the Hopf cokernel of a normal
morphism � is HCoker(�) = H=K+H = H=HK+.
The equivalence of (1) and (2) is essentially contained in [50]; how-

ever, only faithful (co)atness conditions are required there in place of the
(co)cleftness conditions, giving two weaker, mutually dual and equivalent
sets of conditions (by the way, bijectivity of the antipodes is not needed for
the equivalence of (1) and (2)). Conditions (c) should be seen as analogs
of the fact that, in an extension N ,! G ! G=N of groups one can always
choose a section for the surjection by just choosing coset representatives.
For the equivalence of conditions (c) we just note that, given a cleaving j, a
cocleaving � can be obtained just like the map � for general cleft extensions
at the beginning of the previous section, and a cleaving can be obtained
from a cocleaving in the dual fashion. We will not show the equivalence
with (3) and (4), but point out that they state that H has normal basis as
Q-comodule algebra and K-module coalgebra.
By a result of Schneider [49], the (co)cleftness conditions on a short ex-

act sequence are automatic whenever the Hopf algebras involved are �nite
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dimensional over a base �eld. More generally, whenever H is a �nite dimen-
sional Hopf algebra over the �eld k, and K � H is a Hopf subalgebra H
is cocleft as a left K-module coalgebra, and, dually, when I � H is a Hopf
ideal, then H is cleft as right comodule algebra over H=I . As an immediate
consequence we have:

Corollary 3.2.2. Let K;H;Q be �nite dimensional Hopf algebras, � : K !
H an injective, and � : H ! Q a surjective Hopf algebra map with �� = �".

The sequence K
�
! H

�
! Q is exact if and only if dimH = dimK �dimQ.

Although this result in �nite dimensions makes the notion of short exact
sequence look very natural, we should note that in the in�nite dimensional
case cleftness as we required it does rule out important examples of short
exact sequences, for instance of aÆne algebraic groups.

Given two extensions K
�
! H

�
! Q, and K

�0
! H 0 �0

! Q an isomorphism
of extensions is an isomorphism f : H ! H 0 with �0f = � and f� = �0.
We note that the following situation arises from the conditions in (3) and

(4) in Proposition 3.2.1, which are equivalent even if we are dealing with
bialgebras in place of Hopf algebras: We are given a mapping system

K
� //

H
�

oo
� // Q
j

oo

in which K;H;Q are bialgebras, � and � are bialgebra maps, � is a unital
counital left K-module map, j is a unital and counital Q-comodule map,
and the conditions �� = idK , �j = idQ, �j = �", �� = �", and idH = �� � j�
are satis�ed.
Assume given such a situation (where we can now drop the assumption

that k is a �eld, but assume that all the bialgebras are k-at). We can
identify H = K 
 Q with � = K 
 ", � = "
 Q, j = � 
 Q and � = K 
 �.
Then H = K#�Q is a crossed product algebra with respect to * : Q 


K ! K and � : Q 
 Q ! K, and simultaneously a crossed coproduct
coalgebra H = K �#Q with � : Q 3 q 7! q[0]
 q[1] 2 Q
K and � : Q! K

K. Such a bialgebra is called a bicrossproduct, and was introduced by Majid,
see [29], generalizing the previously known cases where K is commutative
and Q is cocommutative [53, 20]. An important special case are bismash
products, in which � and � are trivial. This case can be characterized by
saying that the map j is an algebra map, and � is a coalgebra map. Masuoka
has called a collection (K;Q) = (K;Q;*; �) with maps* : Q
K ! K and
� : Q ! Q 
K a Singer pair, if the data ful�ll the necessary conditions to
build such a bismash product. If K is commutative and Q cocommutative,
we will speak of an abelian Singer pair. If K �#� Q is a bicrossproduct
with K commutative and Q cocommutative, then the maps * and � in the
bicrossproduct form a Singer pair, and they only depend on the isomorphism
class of the extension K ! K �#� Q ! Q. The set of extensions giving
rise to a �xed abelian Singer pair is denoted Opext(Q;K). It has a group
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structure (given by a kind of Baer product), and it has a cohomological
description [53, 20] through a double complex built from the Singer pair.

3.3. More general inclusions. Assume that � : K ! H is a map of at
bialgebras such that H is a cocleft left K-module algebra (for example, that
H and K are �nite dimensional Hopf algebras over a �eld). If we put Q :=
H=K+H , then Q is a quotient coalgebra and right H-module of H , and we
have an isomorphism (�
 �)�: H ! K
Q, where � denotes the canonical
surjection and � : H ! K is a cocleaving map, which we may assume unital
and counital. If we de�ne j : Q ! H by j(�(h)) = h(1)�

�1(h(2)), then the
inverse isomorphism is given by r(� 
 j) : K 
 Q ! H . Hence we have a
mapping system of the following type:

(3.3.1) K
� //

H
�

oo
� // Q
j

oo ;

where K and H are bialgebras, � is a bialgebra map, � is a unital counital
left K-module map, Q is a right H-module coalgebra, � is a right H-module
coalgebra map, j : Q ! H is a unital counital right Q-comodule map, and
the equations �� = idK , �j = idQ, �j = �", �� = �", and idH = �� � j�
are satis�ed. In any such system we can again identify H = K 
 Q with
� = "
 Q, � = K 
 �, � = K 
 ", and j = � 
 Q.
Several well-known constructions in quantum group theory lead to map-

ping systems of this type.
One of these is the bicrossproduct construction discussed above; here Q

is a bialgebra and � is a bialgebra map. A special case of this is the bismash
product construction, in which both of the \cocycles" � and � are trivial; this
is characterized by � being a coalgebra map, and j being an algebra map.
The even more special case of a tensor product Hopf algebra is characterized
by all four maps �; �; �, and j being bialgebra maps.
Another type of mapping system is furnished by the double crossproduct

construction [27], where � and j are bialgebra maps (and Q a bialgebra),
whereas � and � are coalgebra maps. The coalgebra structure of a double
crossproductH = K ./ Q := K
Q is the tensor product coalgebra, whereas
multiplication is given by (x 
 p)(y 
 q) = x(p(1) * y(1)) 
 (p(2) ( y(2))q,
in terms of certain maps * : Q
K ! K and ( : Q
K ! Q. A collection
(K;Q) = (K;Q;*;() of data ful�lling the necessary conditions to build a
double crossproduct is called a matched pair. IfK andQ are cocommutative,
we speak of an abelian matched pair; this case is treated in [57]. One
can characterize double crossproducts as the general form of a bialgebra
H equipped with bialgebra maps � : K ! H and j : Q ! H such that
r(� 
 j) : K 
 Q ! H is a bijection. From this description it should be
obvious that a matched pair of group algebras arises whenever two groups
F;G are subgroups of a third group F ./ G such that multiplication induces
a bijection F �G! F ./ G.
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Another class of mapping systems of type (3.3.1) arises from Radford's
biproduct construction [38]. This is the case in which both � and � are
bialgebra maps. In a biproduct K ?Q, comultiplication and multiplication
are given by

�(x
 q) = x(1) 
 q(1)[0] 
 x(2)q(1)[1] 
 q(2)

(x
 p)(y 
 q) = xy(1) 
 (p ( y(2))q;

that is, K?Q is a cosmash product coalgebra, and a smash product algebra,
but on the other side compared to a bismash product. The combinatorics
of the action and coaction have, for once, a conceptual interpretation in this
case: In more modern language they say that Q is a Hopf algebra within
the braided monoidal category of Yetter-Drinfeld modules over K.
Biproducts, bismash products, and double crossproducts were uni�ed in

the construction of trivalent products in [2], and independently but later in
[8] and [44]. In particular, the papers [2, 8] describe how one can construct
bialgebra structures on a tensor product K 
Q in which both K and Q are
algebras and coalgebras (but not necessarily bialgebras). This is precisely
the case of a mapping system (3.3.1) in which � is a coalgebra map and j
an algebra map. The coalgebra structure in such a trivalent product is a
cosmash product as in all the examples before, and the multiplication has
the same form as for a double crossproduct.
The construction in [44] is less general in that the �rst factor is always

a bialgebra, but more general in that it allows the second factor Q to be a
nonassociative algebra. This will perhaps seem more natural after Section
4.2 below. Nonassociative algebras are unavoidable in the construction,
which completely classi�es mapping systems of the type discussed above,
with � a bialgebra map and � a left K-module coalgebra map.
A still more (and perhaps most) general version can be found in [3]. Here

tensor products K 
 Q are covered in which K is an algebra and non-
coassociative coalgebra, and Q is a coalgebra and nonassociative algebra;
moreover, everything is set within a braided monoidal category.

4. Coquasibialgebras reconstructed from Hopf modules

In this section we will use the concepts of Section 2 to give a general con-
struction of coquasibialgebras from cocleft inclusions of Hopf algebras (and
in fact more general inclusions involving coquasibialgebras). The construc-
tion will have a conceptual description that, at the utmost level of compres-
sion, �ts in a few lines; the outcome can be computed quite explicitly, and
we will discuss several interesting special cases.

4.1. The general construction. Assume K � H is an inclusion of Hopf
algebras such that H is cocleft as a left K-module coalgebra with cocleaving
�. We consider the monoidal category H

KMK = K(
HM)K of K-bimodules

in the category of H-comodules (which we can do since K is an H-comodule
algebra via the inclusion). Since H is cocleft, we have M �= K 
M=K+M
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for each M 2 H
KM, hence the functor H

KMK 3 M 7! M=K+M 2 kM
preserves tensor products (by the calculationM


K
N =M


K
(K
N=K+N) �=

M 
N=K+N , hence (M 

K
N)=K+(M 


K
N) �=M=K+M 
N=K+N). Thus

if there is a coendomorphism coalgebra of the functor !, then it is naturally
a coquasibialgebra, which we denote ~H (it depends, of course, on H , K, the
inclusion, and the cleaving map).
Directly from the abstract description of ~H we can see some things about

its structure; we assume that K is �nite. Every Hopf module in K
KMK is

trivially a Hopf module in H
KMK . Thus we get a functor K

KMK ! H
KMK .

Now the former category is equivalent to MK
�= K�

M by sending a right
K-module V to K 
 V with the obvious structure of a Hopf module in
K
KM, and the diagonal right K-module structure [42]. Observe that the

composition MK ! K
KMK ! H

KMK
!
! kM is just the underlying functor.

Thus we have a natural map K� ! ~H; upon closer inspection, this turns
out to be a coquasibialgebra map, and to turn ~H into a right K�-module
coalgebra. Next, we also have a natural map ~H ! K�: By the universal
property of ~H , this amounts to giving a natural transformation ! ! K�
!,
or ! 
 K ! !. Such a transformation can easily be assembled from the
right K-module structures of the objects in H

KMK , that is, we can de�ne
! 
K ! ! by m
 x 7!mx for m 2M and x 2 K; upon closer inspection,
the resulting map ~H ! K� will turn out to be a cocleaving map for the
right K�-module coalgebra ~H.
All in all, we have (up to existence of the necessary coendomorphism coal-

gebras) a natural construction that requires an inclusion of a Hopf algebra
K into a bialgebra H , such that H is left K-cocleft. The construction yields
as its result an inclusion of K� into a coquasibialgebra ~H , such that ~H is a
right K�-module coalgebra, and cocleft as such. Stated rather sloppily, the
output of the construction is similar to, but not quite as good as, its input.
We would like to have a generalization that can do with input of the same

type as its output.
So assume thatH is only a coquasibialgebra, and K � H a sub-coquasibi-

algebra, and let us investigate what additional hypotheses we need to arrive
at a similar construction ~H as above. We will endeavor to make De�nition
4.1.1 below look inevitable, though the discussion will not be suÆciently
rigorous to yield necessary conditions; in fact, we will sketch in Section 4.6
a situation where it appears one can get a result from weaker conditions.
To be able to consider K(HM)K , we needed to have K an algebra in

the category HM, with respect to the comodule structure induced by the
inclusion. This means that for x; y; z the associativity in the coquasibial-
gebra H has to coincide with the modi�ed associativity (xy)z = �(x(1) 


y(1)
z(1))x(2)(y(2)z(2)) for an algebra in HM. Upon applying ", this entails
that �jK
K
K = ", and K is hence an ordinary bialgebra. To apply the
structure theorem for Hopf modules, we used that K is a Hopf algebra, and
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H a K-module coalgebra with cocleaving map �. To have H a K-module
means that x(yh) = (xy)h = �(x(1) 
 y(1) 
 h(1))x(2)(y(2)h(2)) holds for
all x; y 2 K and h 2 H , which is true if and only if �jK
K
H = ". As
above, we have a natural functor KKMK ! H

KMK that yields a natural map

K� ! ~H. Assume that we know it is a bialgebra map, and that it makes
~H a right K�-module coalgebra. Then a cocleaving map ~� : ~H ! K� was
constructed above by using the natural transformation ! 
 K ! ! given
by m 
 y 7! my for each m 2 M 2 H

KMK and y 2 K. If H is a coquasi-
bialgebra, this is no longer obviously well-de�ned, since objects in H

KMK
are not ordinary bimodules; it is well-de�ned, however, if we assume that
right multiplication by y 2 K on M 2 H

KMK is a left K-module map; this
means x(my) = (xm)y = �(x(1)
m(�1)
y(1))x(2)(m(0)y(2)) for all x; y 2 K

and m 2M . Assuming there are enough objects in H
KMK , this means that

�jK
H
K should be trivial. Another vital part of the construction was using
the structure theorem for Hopf modules to assemble the isomorphism

� : M 

K
N �=M 


K
(K 
N=K+N) �=M 
N=K+N

with �(m
 n) = m�(n(�1))
 n(0). To maintain this in the case where H is
a coquasibialgebra, we need to remember that the tensor product M 


K
N is

now de�ned in the category HM. We need to have, abusing notation

�(mx
 n) = �(�(m(�1) 
 x(1) 
 n(�1))m(0) 
 x(2)n(0))

for m 2M , x 2 K, and n 2 N . Now

�(mx 
 n) = (mx)�(n(�1))
 n(0)

= �(m(�1) 
 x(1) 
 �(n(�1))(1))m(0)(x(2)�(n(�1))(2))
 n(0)

and

�(�(m(�1) 
 x(1) 
 n(�1))m(0) 
 x(2)n(0))

= �(m(�1) 
 x(1) 
 n(�2))m(0)�(x(2)n(�1))
 x(3)n(0)

= �(m(�1) 
 x(1) 
 n(�2))m(0)(x(2)�(n(�1)))
 n(0):

We can only expect these to be equal for all objects M;N , if �(g 
 x 

h(1))�(h(2)) = �(g 
 x 
 �(h)(1))�(h)(2) holds for all g; h 2 H and x 2 K.

Next, � was used above to endow the functor ! : HKMK ! kM with an inco-
herent tensor functor structure, which was easy since � was a left K-module
map. In our generalized situation, we have �(x(m 
 n)) = �(��1(x(1) 


m(1)
n(1))x(2)m(0)
n(0)) = ��1(x(1)
m(�1)
n(�2))x(2)m(0)�(n(�1))
n(0)
and x�(m 
 n) = xm�(n(1)) 
 n(0). To have these equal for all x 2 K,

m 2M 2 H
KMK and n 2 N 2 H

KMK should imply �jK
H
H is trivial.
We have arrived at the set of conditions for objects in the following de�-

nition [47, Def. 3.3.3]:
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De�nition 4.1.1. Let K be a k-at Hopf algebra. The category E`(K) is
de�ned as follows:
An object of E`(K) is

(1) a k-at coquasibialgebra H together with
(2) a coquasibialgebra map � : K ! H such that �(�
H 
H) = ", and
(3) a convolution invertible, unit and counit preserving left K-module

map � : H ! K such that �(g 
 x 
 h(1))�(h(2)) = �(g 
 x 

�(h)(1))�(h)(2) holds for all g; h 2 H and x 2 K.

A morphism in E`(K) is a coquasimorphism (F; �) : H ! H 0 such that
F� = �0 and �(� 
H) = "

We note once more that condition (3) makes sense since condition (2)
implies that H is a K-module coalgebra. We also note that the cocleftness
assumption implies that � is injective; we shall treat it as an inclusion.
There is an obvious left-right switched version of E`(K) which we denote

by Er(K). It is de�ned so that H 2 E`(K) means the same as Hbop 2
Er(K

bop).
An objectH 2 E`(K) is really a sextuple of data (H;�;r; �; �; �); we shall

always use these notations, and similar ones for other objects of E`(K), say
H 0 = (H 0;�0;r0; �0; �0; �0). Also, we will always use the following conven-
tions: We de�ne the functor ! : HKMK ! kM by !(M) :=M :=M=K+M ,

writing � : M ! M for the canonical surjection. For any M 2 H
KM we

de�ne j : M ! M by j(m) = ��1(m(�1))m(0). We note that M 3 m 7!

�(m(�1)) 
 m(0) 2 K 
M is an isomorphism of left K-modules for every

M 2 H
KM. We write Q = H=K+H , a quotient coalgebra of H , endowed

with a canonical right action of K de�ned by h ( x := hx := hx. We endow
the functor ! with the tensor functor structure � : M 
N !M 


K
N given

by �(m
 v) = m
 j(v), with ��1(m
 n) = m�(n(�1))
 n(0).
Our task in the rest of the section is to see that coend(!) exists, and to �nd

its coquasibialgebra structure. To describe the coquasibialgebra structure,
it is convenient to introduce an intermediate step in the general procedure
described in Sections 2.2 and 2.3. We de�ne [47, Def. 3.2.4] the category�
QM

�
K

to consist of left Q-comodules V equipped with a map V 
 K 3
v
x 7! vx 2 V satisfying (vx)(�1)
(vx)(0) = v(�1)x(1)
v(0)x(2) and (vx)y =
�(v(�1) 
 x(1) 
 y(1))v(0)(x(2)y(2)), along with v1K = v, for all v 2 V and
x; y 2 K; the modi�ed associativity condition makes sense since � induces a
well-de�ned map � : Q
H
H ! k by [47, Lem.3.2.1]. Schneider's structure
theorem for Hopf modules says that ! induces a category equivalence H

KM
�=

QM, and this extends [47, Prop. 3.2.5] to a category equivalence H
KMK

�=�
QM

�
K
. This splits the problem of lifting ! to an equivalence !̂ : HKMK

�=
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coend(!)M of monoidal categories into two parts:

H
KMK

!̂ //

!
&&MM

MM
MM

MM
MM

M

�
QM

�
K

U

��

// coend(!)M

U
wwooo

ooo
oo
ooo

oo

kM

where the two underlying functors, denoted U , can be made into strict neu-
tral tensor functors in such a way that the two triangles are commutative
triangles of tensor functors: The monoidal category structure of

�
QM

�
K

achieving this for the left hand triangle is obtained by transporting the
structures of H

KMK through the equivalence !̂. For example, we have to
determine the action and coaction on the tensor product of V;W 2

�
QM

�
K

in such a way that the isomorphism � : !(M 

K
N) ! !(M) 
 !(N) are

compatible with these actions and coactions. This yields

(v 
 w)x = �(j(v(�1))
 j(w(�1))(1) 
 x(1))v(0)�(j(w(�1))(2)x(2))
 w(0)x(3)

(v 
 w)(�1) 
 (v 
 w)(0) = j(v(�1))j(w(�1))(1) 
 v(0)�(j(w(�1))(2))
 w(0)

both of which can be determined from the equation

(v
w)(�1)
 (v
w)(0)x = j(v(�2))j(w(�2))(1)�(v(�1)
 j(w(�2))(2)
x(1))


 v(0)�(j(v(�2))(3))(v(�1) * x(2))
 w(0)x(3)

in which we have written q * x = �(j(q)x) for q 2 Q and x 2 K. The
transport of structures also means that, since !̂ has to be a monoidal functor,
the diagrams

(!(L)
 !(M))
 !(N)

~�

��

�
id
// !(L


K
M)
 !(N) �

// !((L

K
M)


K
N)

!(�)
��

!(L)
 (!(M)
 !(N))
id
�

// !(L)
 !(M 

K
N) �

// !(L

K
(M 


K
N))

have to commute, which leads to the formula

~�(u
 v 
 w) = �(j(u(�1))
 j(v(�1))(1) 
 j(w(�1))(1))

u(0)�(j(v(�1))(2)j(w(�1))(2))
 v(0)�(j(w(�1))(3))
 w(0)

The category equivalence H
KMK

�=
�
QM

�
K

and the monoidal category
structure of the latter category did not depend as yet on �niteness of K.

The next step is to assume K �nite, and to �nd a coalgebra ~H with
~HM�=�

QM
�
K
. It is easy to understand how we may be led to the idea that ~H can

be modelled on Q 
 K�. After all, an object in
�
QM

�
K

is determined by
maps V ! Q
 V and V ! K� 
 V , the latter corresponding to the action
V 
 K ! V | but of course this is not a suÆcient explanation; we shall
sketch one now.
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De�ne ~H := Q
K�, and de�ne �: ~H ! ~H 
 ~H by

�(q o ') = q(1) o q(2)[�~1]~�
(1)(q(3))'(1) 
 q(2)[~0] o ~� (2)(q(3))'(2);

where the map ~� : Q 3 q 7! q[�~1]
 q[~0] 2 K
�
Q is de�ned to correspond to

the right action Q
K ! Q, and

~� : Q 3 q 7! ~� (1)(q)
 ~� (2)(q) 2 K� 
K�

is de�ned by ~�(q)(x
 y) = �(j(q)
 x
 y). De�ne " : ~H ! k by "(qo ') =
"(q)'(1), ~� : ~H ! Q by ~�(q o ') = q'(1), and ~� := "
K� : ~H ! Q.
We claim that ~H is the object we are looking for, and a category equiva-

lence between
~HM and

�
QM

�
K
is given in the `obvious' way, that is, by the

fact that a map V ! ~H 
 V induces maps V ! Q
 V and V ! K� 
 V ,
the latter corresponding to a map V 
K ! V .
For the time being, we do not know whether ~H is a coalgebra, but it is

obvious that ~� is a morphism of coalgebras, one of which is not necessarily
coassociative. In [47] we have shown explicitly that ~H is coassociative, and
we will repeat essentially the same calculations in Section 4.3 for a more
general case. However, it seems worthwhile to indicate a trick that lets us
get away without any explicit calculations with the cocycle �. After all, the
construction of ~H has been intrinsic so far in only referring to the repre-
sentation categories coming from H ; we already used the de�ning axioms
for a coquasibialgebra H by saying that HM is a monoidal category, and
since this characterizes coquasibialgebras, nothing else `should' be needed.
We will apply Lemma 2.3.1: ~� being comultiplicative and counital, any ~H-
comodule V (in the sense of Lemma 2.3.1) with comodule structure � is a
Q-comodule via � = (~� 
 V )�. In addition, the obvious left Q-comodule

structure on ~H coincides with (~� 
 ~H) ~�. Thus, applying ~� 
 ~H 
 V to
the coassociativity condition of a ~H-comodule V yields that the comodule
structure map �: V ! ~H
V is left Q-colinear, hence can be written in the
form �(v) = v(�1) 
 �0(v(�0)) for some map �0 : V ! K� 
 V , which is the
same as a map � : V 
K ! V . Conversely, given a left Q-comodule V and
a map � : V 
K ! V , let �0 denote the corresponding map V ! K� 
 V .
Then we can de�ne

�: V 3 v 7! v(�1) 
 �0(v(�0)) 2 ~H 
 V:

To have a category equivalence (QM)K �=
~HM of the claimed form, we need

to show that � is a comodule structure if and only if � makes V an object
of (QM)K . The condition ( ~H 
�)�(v) = ( ~�
V )�(v) 2 ~H 
 ~H 
V needs
only be veri�ed after applying the maps Q
x�
Q
y�
V : Q
K�
Q

K�
V ! Q
Q
V for all x; y 2 K (where x� : K� 3 ' 7! '(x) 2 k.) Now

(Q
 x� 
 Q 
 y� 
 V )( ~H 
 �)�(v) = v(�1) 
 (v(0)x)(�1) 
 (v(0)x)(0)y and
(Q
x�
Q
y�)�(q
') = q(1)
q(2)x(1)�(q(3)
x(2)
y(1))'(x(3)y(2)) and

hence (Q
x�
Q
y�
V )( ~�
V )�(v) = v(�3)
v(�2)x(1)
�(v(�1)
x(2)


y(1))v(0)(x(3)y(2)) and thus V is a �-comodule if and only if V 2 (QM)K
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(for the \only if" part apply once "
 "
V , and once apply "
Q
V after
specializing y = 1). This establishes the category equivalence

�
QM

�
K
�=

~HM, where the latter is still in the sense of Lemma 2.3.1; we will use the
notation v 7! v(�~1) 
 v(~0) for

~H-comodule structures below. To show that
~H is, after all, coassociative, it remains to apply Lemma 2.3.1. We consider
H 2 H

KM, and the free K-K-bimodule H 
 K generated by the left K-

module H in HM. The corresponding object in (QM)K is H 
K �= Q
K
with left comodule structure (q 
 x)(�1) 
 (q 
 x)(0) = q(1)x(1) 
 q(2) 
 x(2)
and K-action (q 
 x)y = �(q(1) 
 x(1) 
 y(1))q(2) 
 x(2)y(2). We claim that
simply q 
 ' = (q 
 1)(�~1)(" 
 ')((q 
 1)(~0)), for which it suÆces to check

that

(Q
 x�)( ~H 
 "
 ')�(q 
 1) = (Q
 "
 ')((q 
 1)(�1) 
 (q 
 1)(0)x)

= (Q
 "
 ')(q(1) 
 q(2) 
 x) = q'(x) = (Q
 x�)(q 
 ')

for all x 2 K.
This �nishes the proof that ~H is a coalgebra and we have a category

equivalence
~HM �=

�
QM

�
K
. Since we know the monoidal category struc-

ture on
�
QM

�
K
, we know it on

~HM, and can assemble the corresponding
coquasibialgebra structure: Multiplication is given by

(p
 ')(q 
  ) = ~r(p
 '
 q 
  )

:= j(p(1))j(q(1))(1) 
 �(j(p(2))
 j(q(1))(2))((' / �(j(q(1))(3))) ~(q(2)) 

where � : H
H ! K� is given by �(g
h)(x) = �(g
h
x), and ~( : K�

Q! K� is de�ned by h' ~(q; xi = h'; q * xi; for if we de�ne ~r : ~H
 ~H ! ~H
by this formula, then

(Q
 x�) ~r(p
 '
 q 
  ) = j(p(1))j(q(1))(1)�(j(p(2))
 j(q(1))(2) 
 x(1))

h'; �(j(q(1))(3))(q(2) * x(2))ih ; x(3)i

for x 2 K, and we see immediately that

(Q
 x�) ~r(v(�~1) 
 w(�~1))
 v(~0) 
 w(~0) = (v 
 w)(�1) 
 (v 
 w)(0)x

= (Q
 x�)((v
 w)(�~1))
 (v 
 w)(~0)

holds for all v 2 V 2
~HM and w 2 W 2

~HM.
The coassociator ~� is read o� from the associator in

�
QM

�
K
to be

~�(p
 '
 q 
  
 r 
 #) =

�(j(p)
 j(q)(1)
 j(r)(1))h'j�(j(q)(2)j(r)(2))ih j�(j(r)(3))i"(#)

for all p; q; r 2 Q; ';  ; # 2 K�.
It turns out that F(H) is naturally an object in Er(K

�). We will skip
the details showing that F is really a functor. The idea is that a mor-
phism H ! H 0 in E`(K) leads to a functor HKMK ! H 0

K MK, which induces
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a coquasimorphism ~H ! ~H 0 by reconstruction. We will denote the ver-
sion of the functor F : E`(K) ! Er(K

�) obtained by switching sides by
Fbop : Er(K)! E`(K

�).

4.2. First examples. The least complicated examples of the functor F oc-
cur when we require both H 2 E`(K) and ~H 2 Er(K

�) to be ordinary

bialgebras with trivial coassociators � and ~�. When we inspect the formula
for the coassociator of ~H in Section 4.1, we �nd (by specializing q = 1) that
we have to have �(j(r)(1))
 �(j(r)(2)) = "(r)1
 1 for all r 2 Q, from which
it is easy to see that � is a coalgebra map. By specializing  = ", we �nd
�(j(q)j(r)) = "(q)"(r), from which one can deduce that j is multiplicative.
This means that H is a trivalent product of K and Q as recalled in Section
3.3, that is, comultiplication and multiplication in H �= K 
 Q have to be
given by

(x
 p)(y 
 q) = x(p(1) * y(1))
 (p(2) ( y(2))q;

�(x
 q) = x(1) 
 q(1)[0] 
 x(2)q(1)[1] 
 q(3)

for some maps* : Q
K ! K,( : Q
K ! Q, and � : Q 3 q 7! q[0]
q[1] 2
Q
K, which are necessarily given by q * x = �(j(q)x), q ( x = �(j(q)x),
and �(q) = �(j(q)(1))
�(j(q)(2)). When we now inspect multiplication and

comultiplication in ~H , we �nd that they are given by

(p
 ')(q 
  ) = p(' ~*q(1))
 ('(2) ~(q(2)) ;

�(q 
 ') = q(1) 
 q(1)[�~1]'(1) 
 q(2)[~0] 
 '(2);

where ~* : K�
Q! Q, ~( : K�
Q! Q and ~� : Q 3 q 7! q[�~1]
q[~0] 2 K
�
Q

are induced in the obvious way by �,*, and (, respectively. In particular,
~H is a trivalent product as well (on the other side), with the necessary actions
and coactions obtained in essence by permuting the data that led toH . Note
that we never had to check explicitly that the new data ful�ll the axioms
that they have to in order that a trivalent product can be constructed.
This is not particularly hard to do, but we are still happy to have a new
insight into why it works. Obviously applying Fbop to ~H gives us H back,
so we have established a bijection between trivalent products K 
 Q and
trivalent products Q 
 K�. As a particular case we have recovered the
well-known bijection between Singer pairs (K;Q; �;*) and matched pairs
(Q;K�; ~*; ~(). This bijection is a major source for Singer pairs, since | as
we already recalled briey in Section 3.3 | matched pairs arise naturally
from groups composed from two subgroups; see [31] for examples. With
a view towards our next application, we note a rare example where the
bijection can be used in the other direction: If K is a �nite Hopf algebra and
Q = Kop, then the tensor product Hopf algebraK
Q is obviously a bismash
product extension of Q by K. We can endow it with the not so obvious
cocleaving � de�ned by �(x
 q) = xq. This leads to j(q) = S(q(1))
 q(2),
which is multiplicative, while � is a coalgebra map. Hence we have written
K 
 Kop as a bismash product in a nontrivial way. As it turns out, the
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associated double crossproduct Kop ./ K� is (a version of) the Drinfeld
double of K.
Free with our approach to the bijection betwen Singer and matched pairs,

we get an intrinsic connection between the bismash product K#Q con-
structed from a Singer pair (K;Q), and the double crossproduct Q ./ K�

constructed from the associated matched pair (Q;K�) in the shape of cate-
gory equivalences

K#Q
K MK

�= Q./K�

M and K�M
Q./K�

K�
�=MK#Q:

Admittedly, it is not obvious what kind of information on the Hopf algebras
might be drawn from this connection, but at least we can give a rather
strange application to Drinfeld doubles via the center construction. Recall
that the category of modules over the Drinfeld double D(H) of a �nite
dimensional Hopf algebra H is equivalent to the category H

HYD of (left-left)
Yetter-Drinfeld modules, which is in turn equivalent to the center Z(HM)
of the monoidal category HM, as well as to the center of the monoidal
category HM. Since our application will not appear again elsewhere in this
paper, we just refer to [23] for more details on these facts (with slightly
di�erent conventions), and proceed to do the following calculation, with the
assumption that we are given a Singer pair (K;Q) with K �nite:

Q./K�

Q./K�YD �= Z
�
Q./K�

M
�
�= Z

�
K#Q
K MK

�
�= Z

�
K#QM

�
�=

K#Q
K#QYD:

The only nontrivial part is the third category equivalence in the chain. This
is the fact that (under additional hypotheses of exactness of certain tensor
products) for any algebra K in any monoidal category C, the center of

KCK is equivalent to the center of C; the proof is quite complicated [46],
but purely categorical and not at all speci�c to the Hopf algebra situation.
As a consequence we get, if Q is also �nite, an equivalence D(Q./K�)M �=

D(K#Q)M of braided monoidal categories, and we conclude that the Drinfeld
doubles D(K#Q) and D(Q ./ K�) are isomorphic up to a Drinfeld twist.
Note that they should not be expected to be isomorphic, since Q is not (at
least not in the obvious way) a subcoalgebra of D(K#Q), but Q is a Hopf
subalgebra of D(Q ./ K�). A special case of the above occurs if the double
crossproduct A = Q ./ K� is itself a Drinfeld double, which can be arranged
with the associated bismash product K
Kop. Thus D(A) �= D(K
Kop) �=
D(K)
D(Kop) �= A
A up to a twist. This was stated more generally for
factorizable quasitriangular A by Reshetikhin and Semenov-Tian-Shansky
[39], see [51].
Trivalent products exhaust the examples where both H and F(H) are

ordinary bialgebras with trivial coassociators (while it may occur that F(H)
is a nontrivial coquasibialgebra, but also happens to be a bialgebra with the
same multiplication, typically when F(H) is cocommutative; we shall look
at this case in more detail in Section 5 below).
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But of course one can apply F to any inclusion K � H of a Hopf algebra
into a bialgebra with cocleaving � : H ! K. This situation yields a map-
ping system (3.3.1) in which Q is a coalgebra and nonassociative algebra,
satisfying axioms that are very unpleasant even in the case [44] where � is a
coalgebra map. One can characterize precisely [47, Sec.5.1] which mapping
systems

K�
~� // ~H
~�

oo
~� // Q
j

oo

arise under F from bialgebras H . What's more, one can show that the
functor Fbop is an inverse mapping for F as a map between the class of
bialgebras in E`(K), and the corresponding subclass of Er(K

�).
In general the functor F has a vague tendency to be an involution in this

sense: When one lists all the combinatorial data involving only K and Q
rather than the whole object H 2 E`(K) (such data are the restrictions
of � to combinations of copies of K and Q in each argument, the mutual
actions and coactions between K and Q, or the cocycles in a bicrossprod-
uct), then it turns out that F will look like an involution on all these data,
acting on them essentially by reinterpreting maps involving K as maps in-
volving K� through duality. However, there is no reason to expect that the
combinatorial data determines H completely (as opposed to the ordinary
bialgebra case), and we know of no intrinsic arguments leading to a general
isomorphism Fbop(F(H)) �= H . See [47, Sec. 4]

4.3. Remedies for in�nite dimensional cases. The general construction
reviewed in Section 4.1 applies only when the subobject K � H is �nitely
generated projective. In this section we shall investigate how much can be
done in the case where K is in�nite. We assume throughout this section
that the base ring k is a �eld.

Theorem 4.3.1. Let K be a Hopf algebra, and H 2 E`(K). Let H
KMK

be the full subcategory of HKMK whose objects are �nitely generated left K-
modules. H

KMK is a monoidal subcategory of HKMK. The functor ! : HKMK !

kM with !(M) = M = M=K+M factors over an equivalence !̂ : HKMK !
~HMf , where ~H is a coquasibialgebra that can be realized as a subspace of
Q
K� with coquasibialgebra structure determined by

(Q
x�
Q
y�)�(q
') = q(1)
q(2) ( x(1)�(q(3)
x(2)
y(1))h'; x(3)y(2)i

(p
 ')(q 
  )

= j(p(1))j(q(1))(1) 
 �(j(p(2))
 j(q(1))(2))((' / �(j(q(1))(3))) ~(q(2)) 

and

~�(p
 '
 q 
  
 r 
 #) =

�(j(p)
 j(q)(1)
 j(r)(1))h'j�(j(q)(2)j(r)(2))ih j�(j(r)(3))i"(#)
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for all p; q; r 2 Q; ';  ; # 2 K�, and x; y 2 K, where x�; y� : K� ! k
correspond to x; y 2 K.

Proof. Although the tensor product in H
KMK is not an ordinary tensor prod-

uct, it is still true that if M;N 2 H
KMK are �nitely generated as left

K-modules, then so is M 

K
N : Clearly the image of M 
 V in M 


K
N

is �nitely generated whenever V is a �nite dimensional subspace of N .
Now since N is �nitely generated, we can choose a �nite dimensional H-
subcomodule of N generating N as left K-module. Then M 


K
N is the

image of M 
 V , since for m 2 M , x 2 K and v 2 V we have m 
 xv =
�(m(�1) 
 x(1) 
 v(�1))m(0)x(2) 
 v(0) and V is a subcomodule.

With the aim of applying Lemma 2.3.2, we de�ne ~H1 := Q 
K�, ~H2 :=
Hom(K 
 K;Q 
 Q), and � : Q 
 K� 
 Q 
 K� ! Hom(K 
 K;Q 
 Q)
by �(p 
 ' 
 q 
  )(x 
 y) = p 
 q 
 h'; xih ; yi, that is �(F )(x 
 y) =
(Q
 x� 
Q
 y�)(F ). Further, we de�ne �1 : ~H1 ! ~H2 by

�1(q 
 ')(x
 y) = q(1) 
 q(2) ( x(1)�(q(3) 
 x(2) 
 y(1))h'; x(3)y(2)i;

and "1(q 
 ') = "(q)'(1).
Now H

KMK is equivalent to the full subcategory
�
QMf

�
K

of
�
QM

�
K

consisting of �nite-dimensional objects. We have an equivalence
�
QMf

�
K
�=

~H1
Mf , where the latter category is to be understood in the sense of Lemma

2.3.2: This can be proved in essentially the same manner as in Section 4.1.
In fact the form of comultiplication we have given here was already used in
the proof there. The only di�erence is that this time the action V 
K ! V
on V 2

�
QM

�
K
gives rise to V ! K�
V since V is �nite-dimensional. Now

we can apply Lemma 2.3.2. The formulas for multiplication and coassociator
are proved as in Section 4.1. �

The inclusion functor K
KMK ! H

KMK restricts to those Hopf modules
that are �nitely generated left K-modules to give an inclusion fMK !
~HMf from �nite dimensional K-modules to �nite dimensional ~H-comodules.

Hence we have a natural map KÆ ! ~H , which is easily seen to have the
obvious form when we consider ~H � Q 
 K�. We also have an obvious
coalgebra map ~� : ~H ! Q, and a natural map ~� : H ! K� coming from the
natural transformations ! ! ! that arise from right multiplication with an
element of K.
However, we do not know if ~H contains all of Q
KÆ, nor if it is contained

in Q
KÆ, nor if ~� takes values in KÆ. WhenH is an ordinary bialgebra with
trivial coquasibialgebra structure �, then all of the !(M) for M 2 H

KMK

are ordinary right K-modules, of �nite dimension, so all elements of ~H are
contained in Q 
KÆ, and ~� takes values in KÆ. The same conclusion can
be obtained under the weaker assumption that the map ~� : H ! (K 
K)�

induced by � takes values in KÆ 
 KÆ. We then write ~�(q) := ~� (1)(q) 

~� (2)(q) 2 KÆ 
 KÆ and denote the convolution inverse of ~� by ~��1(q) :=
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~��(1)(q) 
 ~��(2)(q). To show that v[�~1] 
 v[~0] 2 KÆ 
 V for all v 2 V 2�
QMf

�
K
we calculate

hv[�~1]; xyiv[~0] = v(xy) = ��1(v(�1) 
 x(1) 
 y(1))(v(0)x(2))y(2)

= ��1(v(�1) 
 x(1) 
 y(1))hv(0)[�~1]; x(2)ihv(0)[~0][�~1]; y(2)iv(0)[~0][~0]

= h~��(1)(v(�1))v(0)[�~1]; xih~�
�(2)(v(�1))v(0)[~0][�~1]; yiv(0)[~0][~0]

for x; y 2 K, showing �(v[�~1])
 v[~0] 2 K
� 
K� 
 V .

To show that, under additional hypotheses, ~H contains all of Q
KÆ, we
need a suÆcient supply of objects in

�
QMf

�
K
. This time, unfortunately,

we cannot get away without a calculation involving cocycle identities. It is
unfortunate that there appears to be no intrinsic reason to expect the object
H
K� to be de�ned below to be in H

KMK (as opposed to the object H
K

used in Section 4.1.) If K is �nite, the object H 
K� is just the regular left
~H-comodule ~H.
De�ne � : H 
 K ! KÆ by �(h 
 x)(y) = �(h 
 x 
 y) for h 2 H and

x; y 2 K. We note that �(xh 
 y) = "(x)�(h
 y), a reformulation of [47,
Lem. 3.2.1]. Moreover

�(h(1)x(1)
y(1))(�(h(2)
x(2))/y(2)) = �(h(1)
x(1)
y(1))�(h(2)
x(2)y(2))

as a special case of the cocycle identity of �, taking �jK
K
K = " into
account. It follows that H 
K� 2 H

KMK with the left H-comodule and K-
module structures induced by those of the left tensor factor, and the right
K-action de�ned by (h
 ')x = h(1)x(1) 
 �(h(2) 
 x(2))(' / x(3)). In fact

�(h(1) 
 x(1) 
 y(1))(h(2) 
 ')(x(2)y(2))

= �(h(1) 
 x(1) 
 y(1))h(2)(x(2)y(2))
 �(h(3) 
 x(3)y(3))(' / x(4)y(4))

= (h(1)x(1))y(1) 
 �(h(2) 
 x(2) 
 y(2))�(h(3) 
 x(3)y(3))(' / x(4)y(4))

= (h(1)x(1))y(1) 
 �(h(2)x(2) 
 y(2))(�(h(3)
 x(3)) / y(3))(' / x(4)y(4))

= (h(1)x(1))y(1) 
 �(h(2)x(2) 
 y(2))((�(h(3) 
 x(3))(' / x(4))) / y(3))

= (h(1)x(1) 
 �(h(2) 
 x(2))(' / x(3)))y = ((h
 ')x)y

and

(xh
 ')y = x(1)h(1)y(1) 
 �(x(2)h(2) 
 y(2))(' / y(3))

= xh(1)y(1) 
 �(h(2) 
 y(2))(' / y(3)) = x((h
 ')y)

for all x; y 2 K, h 2 H , and ' 2 K�, while H 
K� 2 H
KM holds trivially.

Theorem 4.3.2. Let k be a �eld, K a Hopf algebra, and H 2 E`(K).
Assume that H is an ordinary right K-module (for example, � is trivial or
H is cocommutative), and that the action of K on Q is locally �nite. Assume
that the map ~� : Q! (K 
K)� de�ned by � takes values in KÆ 
KÆ.

Then ~H = Q
KÆ 2 Er(KÆ).
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Proof. We have already shown ~H � Q 
KÆ. Since � : Q 
K ! K� takes
values in KÆ, and KÆ � K� is stable under the right action of K, we see
that H 
 KÆ � H 
 K� is a subobject in H

KMK . We consider the object
!(H 
K�) �= Q
K� 2

�
QM

�
K
. We claim that Q
KÆ is the union of its

�nite dimensional subobjects. In fact by local �niteness of the K-module Q,
any q 2 Q is contained in a �nite dimensional subcoalgebra C � Q that is in
addition stable under the action of K. The image of �jC
K is contained in
some �nite dimensional subspace of KÆ, and for any ' 2 KÆ we know that
'/K is �nite dimensional. We conclude that (q
')K is �nite dimensional,
and of course a subobject of Q
KÆ in

�
QM

�
K
. We conclude the proof by

observing that q 
 ' = (q 
 ')(�~1)("
 ��)((q 
 ')(~0)). �

4.4. Hopf algebra inclusions and antipodes. So far, we have never
treated the question when the coquasibialgebra associated to an inclusion
K � H is a coquasi-Hopf algebra. We shall turn to this question now, but
only derive some criteria for the case of an inclusion of Hopf algebras.
If K � H is an inclusion of Hopf algebras with bijective antipodes, and

� : H ! K is a cocleaving map for the left K-module coalgebra H , then
it is straightforward to check that �0 = SK�S

�1
H : H ! K is a cocleaving

for the right K-module coalgebra H , so we can simply say below that H is
K-cocleft in this case.
Obviously a cocleaving map for the left K-module coalgebra H is also

a cocleaving map for the right Kbop-module coalgebra Hbop, so that H is
K-cocleft if and only if Hbop is Kbop-cocleft, and Hop is Kop-cocleft if and
only if Hcop is Kcop-cocleft.
For the rest of the section we assume that K � H is an inclusion of Hopf

algebras with bijective antipodes and H is K-cocleft, that is, H 2 E`(K).
To see whether ~H has a coquasi-antipode, we shall �rst investigate dual

objects in the Hopf module category H
KMK.

If M 2 H
KMK has a right (resp. left) dual, then, since monoidal functors

preserve duals, M is necessary �nitely generated projective as left (resp.
right) K-module, and the underlying K-K-bimodule of the right (resp. left)
dual of M is _M = HomK�(M;K) (resp. M_ = Hom�K(M;K).) On the
other hand, when M is �nitely generated projective as left (resp. right)
K-module, Ulbrich [60] has given a comodule structure on HomK�(M;N)
(resp. Hom�K(M;N)) for every Hopf module N 2 H

KMK that de�nes an
inner hom-functor in the category H

KMK. The comodule structure is de�ned
by

f (�1) 
 f (0)(m) = S(m(�1))f(m(0))(�1) 
 f(m(0))(0)

for f 2 HomK�(M;N), and

f (�1) 
 f (0)(m) = f(m(0))(�1)S
�1(m(�1))
 f(m(0))(0)

for f 2 Hom�K(M;N). (More generally, if k is a �eld, then a certain
submodule of HomK�(M;N) is is an inner hom-functor if M is not �nitely
generated. In fact, from the results in [36] cited in Section 2.5, we can expect
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H
KMK to be closed even if H is only a coquasi-Hopf algebra, since then HM
is closed; however, the inner hom-functors have a complicated description
which we have not been able to use.) Since the canonical maps _M 
N !
HomK�(M;N) are bijective if KM is �nitely generated projective, it follows
that _M is a right dual of M in the category H

KMK . Similarly M_ is a left
dual ofM ifM is �nitely generated projective as right K-module. All these
considerations do not give us any left or right rigid subcategory of HKMK ,
since, for example, when M is left �nitely generated projective, the same
needs not hold for _M . We do get two subcategories of HKMK that are in
full duality with each other by taking left, resp. right duals.
Thus, we are interested in cases where the two �niteness conditions on

a Hopf module in H
KMK coincide. In fact only �nite generation will be

an issue: If k is a �eld, then by our general cocleftness assumption every
Hopf module in H

KM is a free K-module. In addition every Hopf module in
HMK is a projective K-module by [48, Rem. 4.3]. In Theorem 4.4.3 we shall
assume moreover that Hcop is Kcop-cocleft, so that every Hopf module in
HMK

�= Hop

KopM will even be a free K-module by more elementary reasons.
The key to dealing with �nite generation is the following simple observation,
which follows immediately from the fact that Hopf modules in H

KM are free
K-modules:

Remark 4.4.1. Let k be a �eld and K a Hopf algebra, and H a cocleft
left K-module coalgebra. Then M 2 H

KM is a �nitely generated K-module
if and only if M=K+M is �nite dimensional. If this is the case, then every
Hopf submodule of M is also a �nitely generated K-module.

For the proof of Theorem 4.4.3 it is convenient to provide

Lemma 4.4.2. Let k be a �eld and H 2 E`(K), where H is a bialgebra, and
K is a Hopf algebra. If Q := H=K+H is a locally �nite right K-module,
then H is the union of those of its K-K-bimodule subcoalgebras that are
�nitely generated as left K-modules.

Proof. Let h 2 H , and choose a �nite dimensional subcoalgebra E � H
with h 2 E. Put D := KEK 3 h, which is by construction a K-K-
bimodule subcoalgebra of H , and in particular a subobject of H in the Hopf
module category H

KMK . By local �niteness �(D) = �(E)K � Q is �nite
dimensional, hence D is a �nitely generated left K-module by the preceding
remark. �

Theorem 4.4.3. Let k be a �eld, and H 2 E`(K), where H and K are
Hopf algebras with bijective antipodes.

Assume that Hcop is cocleft as a Kcop-module coalgebra, and Q := H=K+H
is a locally �nite right K-module.

Then the category H
KMK is left and right rigid.

Proof. The cocleftness assumption on Hcop is equivalent to Hop 2 E`(K
op)

(we have used Hcop 2 E`(K
cop) for the statement of the theorem since H

will be cocommutative in our application in Section 4.5). Using the bijective
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antipodes one sees that H=HK+ is a locally �nite left K-module, or stated
di�erently Hop=(Kop)+Hop is a locally �nite right Kop-module. In other
words, the inclusion Kop � Hop satis�es the same hypotheses as K � H .
We will show that these hypotheses imply that M 2 H

KMK is a �nitely
generated left K-module if and only if it is a �nitely generated right K-
module, which is all we need by the discussion preceding Remark 4.4.1.
Due to the identi�cation H

KMK
�= Hop

KopMKop and the remarks at the
beginning of the proof we need only show one of the implications. So let
M 2 H

KMK be �nitely generated as left K-module. We can apply Remark
4.4.1 to the left Kop-module structure ofM and need only show thatM can
be embedded in a larger Hopf module N 2 HMK such that N is a �nitely
generated right K-module. To construct N , let C be a �nite dimensional
subcoalgebra of Q such that the Q-comodule M is a C-comodule. Then
m(�1)
m(0) = �(m(�2))j(m(�1))
m(0) 2 Kj(C)
M for allm 2M . We can
apply Lemma 4.4.2 to the left Kop-module coalgebra Hop to conclude that
j(C) and hence Kj(C) is contained in aK-K-bimodule subcoalgebraD � H
that is �nitely generated as right K-module, say by a �nite-dimensional
subspace D0 � D. We have M �= H2

Q
M �= D2

Q
M � �D� 
 M � as Hopf

modules in HMK , and N := D 
M is generated as right K-module by

D0 
 M , since for all d 2 D0, x 2 K, and v 2 M we have dx 
 v =
dx(1) 
 vS�1(x(3))x(2) = (d
 vS�1(x(2)))x(1) 2 (D0 
M)K. �

Remarks 4.4.4. (1) If H is �nite, and a Hopf algebra, then the condi-
tions in Theorem 4.4.3 are always satis�ed.

(2) Under the assumptions of Theorem 4.4.3, ~H �= Q
KÆ is a cosmash
product as a coalgebra.

(3) If k is a commutative base ring, but we assume thatK is �nitely gen-
erated projective, andHcop is cocleft asKcop-module coalgebra, then
we can also conclude that HKMK is left and right rigid, because now
every Hopf module M 2 H

KMK can be written as K 
 (M=K+M)
as well as (M=MK+) 
K; thus if M is �nite projective as left K-
module, thenM=K+M is �nitely generated projective over k, hence
so is M , hence M=MK+ is �nitely generated projective over k, and
M �nitely generated projective as right K-module.

Now for ~H to have a coquasi-antipode, we not only need H
KMK to have

duals, but we also need the underlying functor
~HM ! kM, hence the

functor ! : HKMK ! kM, to preserve these duals.

Theorem 4.4.5. Let H 2 E`(K), where H and K are Hopf algebras with
bijective antipodes. Assume that K and H are �nitely generated projective,
or that k is a �eld.

If there is an isomorphism H �= K� 
 Q�
� of right Q-comodules and K-

modules, then ~H is a quasi-Hopf algebra.
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Proof. The isomorphism H �= K� 
 Q�
� yields an isomorphism of right K-

modules, natural in M 2 H
KMK ,

M �= H2
Q
M �= (K� 
Q�

�)2
Q
M �

�= K� 
M �
�=M 
K�

(where the last isomorphism maps x
v 7! vS�1(x(2))
x(1)). In particular,

M 2 H
KMK is a �nitely generated left K-module, i� it is a �nitely generated

projective right K-module, i�M is a �nitely generated projective k-module.

In particular, H
KMK

�=
~HMf is left and right rigid. Moreover, one has a

natural isomorphism HomK�(M;K) �= HomK�(K 
 M;K) �= M
�

 K

of right K-modules, and thus a natural isomorphism !(HomK�(M;K)) �=
HomK�(M;K)=HomK�(M;K)K+ �=M

�
of k-modules. Thus, the underly-

ing functor
~HMf ! kM preserves duals, and ~H is a quasi-Hopf algebra. �

The criterion given in Theorem 4.4.5 is sharp whenever K is �nite:

Theorem 4.4.6. Let k be a �eld, K a �nite dimensional Hopf algebra, and
H 2 E`(K) a Hopf algebra with bijective antipode. If ~H is a quasi-Hopf
algebra, then there is an isomorphism H �= K� 
 Q�

� of right Q-comodules
and K-modules.

Proof. By assumption the functor ! : HKMK ! kM preserves duals. Now
for any �nite dimensional M 2 H

KMK the right dual in H
KMK is _M =

HomK�(M;K) �=M
�

K as right K-modules, and hence we have a natural

isomorphism !(_M)M
� �= _M=(_M)K+ for M 2 H

KMK . Since _({) is
a full duality, we have a natural isomorphism M=K+M �= M=MK+ for
M 2 H

KMK , which specializes for M = H 
K to an isomorphism f : Q 

K ! H . For x 2 K an automorphism of H 
 K in H

KMK is given by
h
 y 7! hx(2)
 S

�1(x(1))y. Applying naturality of f to this automorphism

yields f(qx(2)
S
�1(x(1))y) = f(q
 y)x. For any  2 Q�, an automorphism

ofH
K in H
KMK is given by h
x 7! h(1)(h(2))
x. Applying naturality of

f yields f(q(1)(q(2))
y) = f(q
y)(1)
f(q 
 y)(2). From this we conclude
that K
Q 3 y
q 7! f(q
S(y)) 2 H is a Q-comodule and K-module map
as required. �

The following Lemma gives a suÆcient condition to have an isomorphism
as needed in Theorem 4.4.5. It is designed to apply to the examples in
Section 4.5 below, and asks essentially for H to be right K-cocleft in a very
particular way.

Lemma 4.4.7. Let K � H be an inclusion of Hopf algebras with bijective
antipodes, such that H is cleft as a left K-module coalgebra.

Denote by h the class in H=HK+ of h 2 H. Assume that there exists a
coalgebra section  : H=HK+ ! H for the canonical surjection, such that

# : H=HK+ 
K 3 h
 x 7! (h)x 2 H

and � : H=HK+ ! Q are bijections.
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Then there is an isomorphism H �= K�
Q
�
� of right K-modules and right

Q-comodules.

Proof. Being a coalgebra map,  is convolution invertible with inverse �1 =
S.
Since  is a coalgebra map, # and hence its inverse are left H=HK+-

comodule maps, and thus #�1 can be written in the form #�1(h) = h(1) 


�(h(2)) for some rightK-module map � : H ! K. By de�nition #(h(1))�(h(2)) =

h for all h 2 H , hence �(h) = #�1(h(1))h(2). Since ��1(h) = �1(h(2)) 


�1(h(1)), we have �(�(h)) = #�1(h(2))h(3) 
 #�1(h(1))h(4) = �(h(2)) 


#�1(h(1))h(3). Now we claim that the (bijective) map

` : H 3 h 7! �((h(1)))
 �(h(2)) 2 Q
� 
K�

�

is a map of right Q-comodules and K-modules as indicated. From this, the
claim follows since

Q� 
K�
� 3 q 
 x 7! x(1) 
 qx(2) 2 K� 
Q�

�

is an isomorphism of right Q-comodules and K-modules. Now ` is obviously
bijective (since � is), and right K-linear. Moreover, the right comodule
structure on Q
K gives

`(h)(0) 
 `(h)(1) = (�(h(1))
 �(h(2)))(0) 
 (�(h(1))
 �(h(2)))(1)

= �((h(1)))(1) 
 �(h(2))(1) 
 �((h(1)))(2)�(h(2))(2)

= �((h(1)))
 �(h(4))
 �((h(2))(h(3))h(5))

= �((h(1)))
 �(h(2))
 �(h(3)) = `(h(1))
 h(2)

so that ` is Q-colinear. �

4.5. Yongchang Zhu's example. A special case of our construction as-
signing a coquasibialgebra to any inclusion of Hopf algebras was previously
obtained by Yongchang Zhu [61] who constructed a quasi-Hopf algebra
A(G;B) associated to any inclusion B � G of �nite groups. Some indi-
cations are also given for the case of an inclusion of in�nite groups. The
motivation in [61] is a close relation between the category of representations
of A(G;B) and the Hecke algebra H(G==B) associated to the inclusion. In
this section we shall give a brief overview how [61] relates to the construction
in [47] cited above.
Plainly, if B � G is an inclusion of �nite groups, we can consider k[G]

as an object in E`(k[B]) once we choose a cocleaving map � : k[G]! k[B].
To have a result that compares easily to [61], we do this in the following
rather roundabout manner: Choose a set R of representatives for the set
G=B of right cosets. Then every g 2 G can be written uniquely in the form
g = [g]fgg�1 for [g] 2 R and fgg 2 B. We choose the cocleaving � : k[G]!
k[B] with �(g) = fg�1g and �nd g = fg�1g[g�1]�1, hence j(g) = [g�1]�1
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for the associated map j : Q = k[G]=k[B]+k[G]! k[G]. We identify Q with

k[R] by g = [g�1], so that we have j(r) = r�1 for r 2 R. We denote by b̂
for b 2 B the elements of the basis of kB dual to the basis B of k[B]. The
coquasibialgebra ~H from Section 4.1 identi�es with k[R]
kB, with canonical

basis consisting of the r
b̂ with r 2 R and b 2 B, and it remains to specialize
the formulas for the coquasibialgebra structure. The right action of k[B] on

Q translates as r ( b = r�1b = [b�1r]. The action Q 
 k[B] ! k[B]
translates as r * b = �(j(r)b) = fb�1rg. Then the coaction of kB on k[R]

is given by r[�~1]
 r[~0] =
P

b2B b̂
 [b�1r], and the dualized action of k[R] on

kB satis�es (b̂ ~(r)ĉ = (b̂ ~(r)(c)ĉ = b̂(fc�1rg)ĉ = Æb;fc�1rgĉ. Finally we note

that j is a coalgebra map, j(r)j(s) = r�1s�1 and hence j(r)j(s) = [sr] and
�(j(r)j(s)) = fsrg. Now we can calculate

�(r 
 b̂) =
X
c;d2B

r
 ĉd̂
 [c�1r]
 dd�1b =X
c2B

r 
 ĉ
 [c�1r]
 dc�1b;
(r 
 b̂)(s
 ĉ) = j(r)j(s)
 (b̂ ~(s)ĉ = Æb;fc�1sg[sr]
 ĉ;

and

�(r 
 â
 s
 b̂
 t
 ĉ) = hâ; �(j(s)j(t))iÆb;eÆc;e = hâ; ftsgiÆb;eÆc;e:

We can dualize these formulas to get a quasibialgebra structure on ~H� �=
kR 
 k[B] with its canonical basis of elements r̂ 
 b for r 2 R and b 2 B,

which is also the dual basis to the basis r 
 b̂ of ~H. We compute

(r̂
 b)(ŝ
 c) =
X
t2R
a;d2B

ÆrtÆbdÆs;[d�1t]Æc;d�1at̂
 a = Æs;[b�1r]r̂
 bc = Ær;[bs]r̂
 bc;

�(r̂ 
 b) =
X
s;t2R
c;d2B

Æc;fd�1tgÆr;[ts]Æbdŝ
 c
 t̂
 d

=
X
s;t2R

Æ[t�1r];sŝ
 fb�1tg 
 t̂ 
 b =
X
t2R

\[t�1r]
 fb�1tg 
 t̂
 b;

and

� =
X

r;s;t2R

r̂ 
 ftsg 
 ê
 s
 ê
 t:

Comparing with [61] we see that ~H� �= A(G;B)cop as quasibialgebras (note
that the between the conventions in [61] and the present paper � is replaced
by its inverse).
It goes without saying that the category C(G;B) constructed by Zhu

is equivalent to the category
k[G]
k[B]Mk[B] of �nite-dimensional of G-graded

vector spaces with a compatible two-sided B-action; after all, the former
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is shown to be equivalent to the category of �nite dimensional A(G;B)-
modules in [61], while the latter is, by de�nition of ~H , the category of �nite-

dimensional ~H-comodules. We will sketch a direct proof: Let D 2 BnG=B

be a double coset in G. Then for every M 2
k[G]
k[B]

Mk[B] = k[B]M
k[G]
k[B]

the

subspace MD :=
L

g2DMg = fm 2M jm(0)
m(�1) 2M 
 k[D]g is a k[B]-

subbimodule, hence a subobject in
k[G]
k[B]

Mk[B], and M =
L

D2BnG=BMD .

It remains to describe the objects in k[B]M
k[D]
k[B] when D is a double coset.

We know that this subcategory of k[B]M
k[G]
k[B] is equivalent to the category

M
k[BnD]
k[B] . If S � B is the stabilizer of an element of BnD, then BnD �= SnB

as right B-sets. But a special case of Schneider's structure theorem [48,

Thm. 3.7] for Hopf modules gives a category equivalence Mk[S]
�= M

k[SnB]
k[B]

mapping V to V 

k[S]

k[B]. To wrap up, objects of k[B]M
k[G]
k[B] decompose as

direct sums of objects of k[B]M
k[D]
k[B] for each double coset D, and the latter

category is equivalent to the category of representations of the stabilizer S
of some element in BnD, matching the description of the category C(G;B)
by Zhu [61].
The motivation for C(G;B) in [61] is that its Grothendieck ring G(C(G;B))

maps surjectively onto the Hecke ring H(G==B) associated to the inclusion

B � G. We shall reproduce this now for the category
k[G]
k[B]Mk[B]. Let

H(G==B) be the free Z-module over the set G==B = BnG=B of double
cosets. We choose a set W of representatives for the double cosets and write
Dw for the double coset containing w 2 W . The universal property of the
Grothendieck ring implies immediately that we have a well-de�ned group
homomorphism

T : G
�
k[G]
k[B]Mk[B]

�
3M 7!

X
w2W

dim(Mw)Dw 2 H(G==B);

which is onto since T (k[D]) = D. We wish to show that T is a homomor-
phism to the Hecke ring; as a byproduct we will obtain a proof that the
usual multiplication on the Hecke ring really is a ring structure.

For M;N 2
k[G]
k[B]Mk[B], double cosets D;D

0, and w00 2 W we have

(MD 
ND0)w00 =
M

d2D;d02D0

dd0=w00

Md 
Nd0 :

We can write M 

k[B]

N as the quotient of M 
 N by the right action of

B through the automorphisms tb de�ned by tb(m 
 n) = mb 
 b�1n for
b 2 B. Since tb preserves the grading and maps Mx 
 Ny bijectively onto
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Mxb 
Nb�1y , we have

(MD 

k[B]

ND0)w00 �=
M

r2D\R;d02D0

rd0=w00

Mr 
Nd0
�=

M
r2D\R;r02D0\R

rr02w00B

Mr 
Nr0

and thus, for D = Dw and D0 = Dw0 :

dim((MD 

k[B]

ND0)w00)

=
���(r; r0) 2 D \ R�D0 \Rjrr0 2 w00B

	�� � dim(Mw) dim(Nw0)

and �nally T (M 

k[B]

N) = T (M)T (N), if we de�ne multiplication inH(G==B)

by

DD0 =
X

w002W

��f(r; r0) 2 D \ R�D0 \Rjrr0 2 w00Bg
��Dw00

In particular, it follows that this formula de�nes the structure of an asso-
ciative unital ring on H(G==B); it is the usual multiplication in the Hecke
ring as given in [52]. It also follows that T is a ring homomorphism.
Thus far we have seen that Zhu's construction A(G;B) for a �nite group

G and subgroup B is, as a quasibialgebra, contained as a special case in [47].
We postpone discussing the quasi-Hopf structure, and turn �rst to a gener-
alization of A(G;B) to the case of in�nite groups G and B. This is sketched
slightly informally in [61] by saying that all formulas in the construction of
A(G;B) make sense for in�nite groups, provided one restricts the attention
to �nite dimensional representations of A(G;B), while otherwise the formu-
las involve in�nite sums. We believe that the generalized coquasibialgebra
construction ~H from Section 4.3 for H = k[G] 2 E`(k[B]) is a more formal
version of this. Recall that �nite comodules of ~H correspond to Hopf mod-

ules in
k[G]
k[B]Mk[B] that are �nitely generated left B-modules. In view of the

description of
k[G]
k[B]Mk[B] obtained above (which holds just as well for in�nite

groups), we see that no objects can occur that involve degrees in G whose
double cosets have in�nitely many orbits under the left (or right) action of
B. Thus we assume for the rest of this section that we are given a group G
and a subgroup B � G such that every double coset D 2 BnG=B contains
only �nitely many left (or, equivalently, �nitely many right) cosets. In this
case, the right k[B]-module Q = k[G]=k[B]+k[G] is locally �nite as right
k[B]-module, so that Theorem 4.3.2 applies, and we know that ~H can be
modelled on the k-space k[R] 
 k[B]Æ. We also note that the above con-
struction of a surjective homomorphism T from the Grothendieck ring of
k[G]
k[B]Mk[B] to the Hecke ring H(G==B) works just as well in this situation.

The question remains how the antipode given by Zhu for A(G;B) �ts in
our picture. (Co)quasiantipodes are not considered at all in [47]. In fact the
author learned about [61] when visiting the MSRI, and the construction of
a quasiantipode in [61] motivated the constructions in Section 4.4.
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Zhu gives an antipode for A(G;B) under the following conditions: There
should exist a choice R of right coset representatives that is, at the same
time, a set of left coset representatives. This is clearly true if G is �nite. The
criterion in Lemma 4.4.7 is designed to be applicable to this case, so that we
can use Theorem 4.4.5 to arrive at the desired conclusion: Whenever there
is a common set of representatives for the left and right cosets of B in G,
then eH = k[R]
 k[B]Æ is a coquasi-Hopf algebra.
If B � G is an inclusion of in�nite groups, then one can show that there is

a common set of representatives for the left and right cosets of B in G if and
only if every double coset contains as many left as right cosets. It is certainly
known that this may fail to be true; we shall nevertheless give an example:
We consider the subgroup 2Q of the multiplicative group Q+. We let an
in�nite cyclic group h�i act on 2Q by � * 2x = 22x, and let G = 2Qo h�i
be the semidirect product. We let B be the subgroup 2Z� 2Q � G. The
left coset of 2x�k consists of all elements 2x+m�k for m 2Z, while the right
coset consists of all 2x+2

km�k for m 2 Z. It follows that the double coset
D of 2x�k is a left coset containing 2k right cosets when k � 0, and D is a
right coset containing 2�k left cosets when k < 0.
At any rate, if every double coset in G is the union of �nitely many

left cosets, then the quotient k[G]=k[B]+k[G] is a locally �nite right k[B]-
module, and since k[G] is cocommutative, the inclusion k[B] � k[G] satis-

�es the conditions of Theorem 4.4.3. It follows that
~HM is left and right

rigid. If D is a double coset, and V = k[D]=k[B]+k[D] the ~H-comodule

corresponding to k[D] 2
k[G]
k[B]Mk[B], then the discussion preceding Remark

4.4.1 shows that dim V = jBnDj is the number of left cosets in D, while
dim(_V ) = jD=Bj is the number of right cosets in D, where _V is the right

dual of V in
~HM. As we have seen, the two numbers, hence the dimensions

of V and its dual can di�er. Such a phenomenon cannot occur if ~H is a
coquasi-Hopf algebra, so we have seen that the suÆcient condition consid-
ered by Zhu to construct a quasiantipode is in fact necessary to construct a
coquasiantipode for ~H, and we have found the counterexample announced
in Section 2.2:

Example 4.5.1. There is a coquasibialgebra H such that the category
HMf of �nite dimensional left H-comodules is left and right rigid, but the
dimension of the dual _V of an object V 2 HMf is in general di�erent from
dimV . In particular, H is not a coquasi-Hopf algebra

We will show in a separate paper (now available as a preprint [45]) that
when a coquasibialgebra H is �nite dimensional, and V 2 HM has a dual
object _V , then dim(_V ) = dim V . One can deduce from this that if H is
�nite dimensional and cosemisimple, and HM is left and right rigid, then
H is a coquasi-Hopf algebra.

4.6. Not an example: Quantum doubles. Contrary to this section's
title, we already explained in Section 4.2 how the quantum double of a �nite



50 PETER SCHAUENBURG

Hopf algebra K is contained as a special case in the constructions of Section
4.1, namely, as the double crossproduct associated to K 
 Kop and the
cocleaving � = r : K 
Kop ! K. This means that we reconstruct D(K)
from its comodule category, which turns out to be K
Kop

K MK But the real
meaning of D(K) lies in its module category, which is braided due to the
quasitriangular structure of D(K).
If K is cocommutative, there is a `better' way: We let H = K 
K, and

consider H 2 E`(K) with respect to the inclusion � := �: K ! H , and the
cocleaving � := K 
 " : H ! K. It is straightforward to check that H

KMK

identi�es canonically with K
KM

K
K , which is equivalent the category of Yetter-

Drinfeld modules over K by [42], and hence equivalent to the category of
modules over the Drinfeld double. Thus we expect that ~H will be dual to the
Drinfeld double of K. In detail we can identify Q with K according to the
surjection � : H 3 x
 y 7! S(x)y 2 K. We then �nd j = � 
K : K ! H .
In particular, j is a bialgebra map, and the action of Q on K de�ned by
q * x = �(j(q)�(x)) turns out to be trivial. Hence the algebra ~H is just
K 
 K�. The coalgebra structure of ~H is that of a cosmash product with
respect to the coaction of K on K� dual to the coadjoint coaction of K on
itself.
As it turns out, the second way admits a generalization beyond the case of

arbitrary Hopf algebras to the construction of the Drinfeld double of a quasi-
Hopf algebra. The construction does not �t into the framework of Section
4.1, but it is rather close in spirit, so I would like to sketch the approach,
although it is un�nished work at present. (A variant of the constructions
sketched below is now contained in [45].)
The origin of Drinfeld doubles of quasi-Hopf algebras is the construction

by Dijkgraaf, Pasquier and Roche [10] of a variation D!(G) of the Drinfeld
double D(G) := D(k[G]) of a �nite group G, depending on a three-cocycle of
the group G with values in the multiplicative group of the base �eld k. The
result is a quasi-Hopf algebra, which was interpreted by Majid [30] as the
Drinfeld double quasi-Hopf algebra of the quasi-Hopf algebra (kG; !), with
the coassociator ! 2 kG 
 kG 
 kG. Majid also announces the construction
of a Drinfeld double for general quasi-Hopf algebras. It is surprising at �rst
sight that a double quasi-Hopf algebra of a quasi-Hopf algebra H should
exist: After all, the double of a Hopf algebra H is modelled on H
H�, with
H and H� as subalgebras. But if H is just a quasi-Hopf algebra, then H�

is not an associative algebra, so one is at a loss looking for an associative
algebra structure for H 
H�. However, as explained in [30], there is a good
reason to expect that the construction works anyway: The module category
over the Drinfeld double D(H) of an ordinary Hopf algebra H is equivalent
to the center of the category of H-modules. The center construction is a
purely categorical procedure assigning a braided monoidal category to any
monoidal category; of course it can be applied to the category of H-modules
also when H is just a quasi-Hopf algebra. The result should be the module
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category for another quasi-Hopf algebra D(H), the Drinfeld double of H |
by reconstruction principles. While he gives some indications, Majid falls
(in the author's opinion) short of showing that D(H) can be realized on the
vector space H 
 H�. This was achieved by Hausser and Nill in [15, 16]
through explicit computations.
We shall sketch very briey how one can derive the construction from ideas

similar to those in Section 4.1. To stay close to the formalism used so far,
we dualize the problem and look for a coquasi-Hopf algebra analog D�(K)
of the dual Drinfeld double of a coquasi-Hopf algebra (K; �). First, we note
that K, though not an associative algebra, is an algebra in the monoidal
category KMK of K-bicomodules, due to the modi�ed associativity of K
as a coquasibialgebra. Thus, we can consider the \Hopf module" categories
K
KM

K = K

�
KMK

�
and K

KM
K
K = K

�
KMK

�
K
. The category K

KM
K
K has

a natural structure of monoidal category with a suitably modi�ed tensor
product over K. By comparing with [42] we expect K

KM
K
K to be equivalent

to the category of comodules over D�(K). To make the setup look more
like that in Section 4.1, we put H = K 
 Kcop, so that K

KM
K
K
�= H

KMK ,

and we want to �nd D�(K) = ~H with H
KMK

�=
~HM. The solution in

Section 4.1 was based on Schneider's category equivalence H
KM

�= QM. For
the present situation, another paper of Hausser and Nill [17] provides a
category equivalence H

KM
�= K

KM
K �= MK �= Kcop

M mapping V 2 MK to
K 
 V 2 K

KM
K, the free left K-module in KMK generated by V . One can

infer that objects of KKM
K
K , which are objects of KKM

K with an additional
right action of K, can be classi�ed by objects of K

cop
M with an additional

right action ofK (classically, the latter objects would just be Yetter-Drinfeld
modules by [42]). From the necessary compatibility condition between the
comodule structure and the action, one derives a (not a priori coassociative)

comultiplication on ~H = K 
K� such that
~HM�= H

KMK . To show that it
is coassociative after all, one applies Lemma 2.3.1 after furnishing `enough'
objects in K

KM
K
K , and for this last step one may use the construction of free

modules within the monoidal category KMK , which provides the free right
K-module over the free left K-module generated by the object K 2 KM�
KMK .
While this approach to constructing the (dual) Drinfeld double is a spit-

ting image of the procedure in Section 4.1, we should stress again that it
is not at all a special case. Rather, it poses the question for a common
generalization.
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5. Kac' exact sequence

In [22], Kac describes the following exact sequence (we have adopted
notations from [32])

0!H1(F ./ G; k�)
res
! H1(F; k�)�H1(G; k�)! Aut(kG#kF )!

!H2(F ./ G; k�)
res
! H2(F; k�)�H2(G; k�)! Opext(kF; kG)!

!H3(F ./ G; k�)
res
! H3(F; k�)�H3(G; k�)! � � �

Here H�(G;A) stands for the cohomology of a group G with coeÆcients in a
G-module A, and k� is the multiplicative group of a �xed base �eld (in Kac
work k = C , but see [32]), with the trivial group action. The group F ./ G
is assumed to be a group containing F and G as subgroups such that the
map F �G! F ./ G given by multiplication is a bijection. By the remarks
in Section 4.2 this leads to a Singer pair between the Hopf algebras kG and
kF , hence to a bismash product Hopf algebra kG#kF . By Aut(kG#kF ) we
mean the group of automorphisms of the extension kG#kF of kF by kG.
By Opext(kF; kG) we denote the group of extensions of kF by kG giving
rise to the same Singer pair.
We refer to Akira Masuoka's paper [31] in this volume for more informa-

tion on Kac' sequence beyond the following remarks: There are in essence
three steps leading to the sequence. First, one has to translate the Opext
group (and the automorphism group) in the sequence into cohomological
data. This part of Kac' work considerably predates the more general coho-
mological description of extensions of cocommutative by commutative Hopf
algebras as carried out by Singer [53] and Hofstetter [19, 20], who do not
seem to have been aware of [22]. The description involves a certain double
complex. Second, one exhibits this double complex as the middle term of a
short exact sequence of double complexes, and obtains a long exact cohomol-
ogy sequence. Third, one interprets the cohomology groups of the end terms
of the short exact sequence of double complexes. One of them is trivially
related to the bar resolutions computing the group cohomology of F and
G, while it is more intricate to show that the third term is a non-standard
resolution of Zthat can be used to compute the cohomology of F ./ G. It
is particularly this last step which is speci�c to the group case.

5.1. A Kac sequence for general Hopf algebras. Of course we can pass
from the groups F;G, and F ./ G in the Kac sequence to their group algebras
Q := kF; L := kG, and k[F ./ G] �= kF ./ kG. From [54] we know that
group cohomology with coeÆcients in the multiplicative group of the �eld k
is the same as Sweedler cohomology of the group algebra with coeÆcients in
the trivial module algebra k. Abbreviating the latter by H�(H) = H�(H; k),
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and writing K := L�, we obtain the form

0!H1(Q ./ L)
res
!H1(Q)� H1(L)! Aut(K#Q)!H2(Q ./ L)

res
!

res
!H2(Q)� H2(L)! Opext(Q;K)!H3(Q ./ L)

res
!H3(Q)� H3(L)

of Kac' sequence. It shows no explicit reference any more to the groups
involved, so one may write this down equally well for cocommutative Hopf
algebras Q and L, with L �nite, and K = L�. However, from [22] or [32] we
cannot draw a de�nition of all the maps in the sequence, much less infer its
exactness; speci�cally the maps from the automorphism group to the second
cohomology, and from the Opext group to the third cohomology, will need
a new explanation. We will not transfer Kac' techniques to the situation
with general cocommutative Hopf algebras, but rather give an explanation
through the functor F; this generalizes beyond the cohomological picture to
an analog of the Kac sequence for non-cocommutative Hopf algebras. How-
ever, to formulate this `quantum' analog, we have to alter the appearance
of the sequence quite completely. If Q and K are noncommutative and non-
cocommutative, then the congruence class of an extension K ! H ! Q
no longer determines the action of Q on K and the coaction of K on Q
uniquely, and in the description of H as a bicrossproduct K �#� Q with co-
cycle � and cycle � it is no longer possible to obtain a bismash product
from the same action and coaction with trivial (co)cycles. The only solution
appears to be to consider, instead of the Opext groups for each Singer pair
separately, the set Ext(Q;K) of congruence classes of all extensions of Q by
K; in the abelian case, this is the disjoint union of all the Opext groups for
various Singer pairs. Next, we have to consider what happens to the map
from the Opext group to degree three cohomology in the general case. We
have seen that a good non-cocommutative replacement for a three-cocycle
is a coquasibialgebra structure. If we are given a double crossproduct of
cocommutative Q and L, then for a three-cocycle � on it to be in the kernel
of the homomorphism H3(Q ./ L)!H3(Q)�H3(L) induced by the restric-
tions means that the restrictions of � to Q
Q
Q as well as to L
 L
L
are trivial, and this in turn means that Q and L, ordinary bialgebras with
trivial coassociators, are subcoquasbibialgebras of (Q ./ L; �). In the non-
cocommutative case, we cannot �x our attention on a Singer pair at a time,
and thus it also makes no sense to consider only one double crossproduct at
a time. Thus, we de�ne the set P(Q;L) to consist of the cohomology classes
of generalized product coquasibialgebras of Q and L. Here a generalized
product coquasibialgebra is by de�nition a coquasibialgebra (P; �) with in-
jective coquasibialgebra maps Q! P and L! P , such that multiplication
in P induces an isomorphism Q 
 L! P . We call two generalized product
coquasibialgebras P; P 0 cohomologous if there exists a coquasiisomorphism
(F; �) : P ! P 0 whose underlying map F commutes with the respective in-
clusion maps from L and Q. One can show that in the case where both Q
and L are cocommutative, P(Q;L) is in natural bijection with the sum of
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the kernels of all the homomorphism H3(Q ./ L)!H3(Q)�H3(L) induced
by the restrictions, for all possible matched pairs between Q and L: the
bijection is obtained by interpreting a three-cocycle � on a double crossed
product Q ./ L as a coquasibialgebra (Q ./ L; �). Thus, a good replacement
for the exact sequences

Opext(Q;K)!H3(Q ./ L)!H3(Q)�H3(L)

is a surjection
Ext(Q;K)! P(Q;L):

We can describe such a surjection in terms of the functor F: By choosing
a cocleaving, an extension K ! H ! Q can be regarded as an element
of E`(K), and gives rise to ~H := F(H) 2 Er(L). One can specialize the
formulas in Section 4.1 to �nd that Q is a subcoquasibialgebra of ~H, with
~�jQ
 ~H
 ~H = ". The obvious isomorphism Q
L! ~H is given by multiplica-

tion. Finally, modifying the cleaving in H leads to a di�erent result ~H , but
one that only di�ers by a twist. Thus, the functor F induces a well-de�ned
map [F] : Ext(Q;K) ! P(Q;L). It appears to be far from surjective at

�rst sight, however, since the coassociator ~� on ~H satis�es stronger con-
ditions than just ~�jQ
Q
Q = " and ~�jL
L
L = ". But one can show [47,
Prop. 6.2.3] that any element of P(Q;L) does contain a representative (P; �)
that ful�lls the stronger conditions �jQ
P
P = " and �jP
P
L. This not
only removes the obvious obstacle to surjectivity of [F], but also allows to
prove it: The special representative (P; �) is, by the second condition, an
element of Er(L), and it turns out that the functor FbopEr(L) ! E`(K),
applied to such representatives, de�nes a section for [F]. This is a special
case of the fact, mentioned in Section 4.2, that F is an involution on certain
classes of objects of E`(K).
We turn now to the part

H2(Q)�H2(L)! Opext(Q;K)!H3(Q ./ L)

of the cocommutative Kac sequence. Taking the union over all possible
Singer pairs, we obtain an exact sequence

H2(Q)�H2(L)! Ext(Q;K)! P(Q;L);

with a certain sloppiness: since neither Ext(Q;K) nor P(Q;L) are groups,
we have to say what exact means. Now via the group homomorphisms
H2(Q) � H2(L) ! Opext(Q;K); the group H2(Q) � H2(L) acts on each
Opext group, hence on the set Ext(Q;K), and exactness means that the
�bers of the map Ext(Q;K) ! P(Q;L) are the orbits of this action. For
the non-cocommutative case, we now have to �nd a replacement for this
action on Ext(Q;K). In fact this is quite easy: Recall that any two-cocycle
� : Q 
 Q ! k can be used to cotwist Q to give a di�erent Hopf algebra
Q�. Of course we can pull � back to give a two-cocycle on any extension
H in Ext(Q;K), and thus twist H to give an extension H� in Ext(Q�; K).
Similarly, if t : L 
 L ! k is a two-cocycle, we can consider it as a cycle
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t 2 K 
K, and twist K to obtain a new Hopf algebra Kt. Surely t is also
a two-cocycle in any extension H in Ext(Q;K), and we can twist H by it
to get a new extension Ht 2 Ext(Q;Kt). Now for our purposes we are not
interested in modifying the end terms of an extension, but only the middle
term. Thus, we need to restrict our attention to those cocycles � and t that
do not a�ect Q and K, or, in the terminology introduced in Section 2.4,
we have to consider central cocycles. It turns out [47, Lem. 6.3.1] that one
has indeed a well-de�ned action of H2

c (Q) � H2
c (L) on Ext(Q;K) as just

described, and the orbits of this action are [47, Thm. 6.3.6] precisely the
�bers of [F] : Ext(Q;K)! P(Q;L).
Next, we consider the portion

H2(Q ./ L)!H2(Q)� H2(L)! Opext(Q;K)

of the cocommutative Kac sequence. For the non-cocommutative version,
we have already replaced the right hand map by an action of H2

c (Q)�H
2
c(L)

on Ext(Q;K), so now exactness amounts to determining the stabilizers of
the action. In the cocommutative case, the stabilizer of an extension H in
Ext(Q;K) is the image of the second cohomology of the associated double
crossproduct Q ./ L. In our situation it turns out that the stabilizer is the
image of the self-twist group H2

c (F(H)) of the associated coquasibialgebra
[47, Thm. 6.3.5].
We have thus discussed the non-cocommutative replacements for exact-

ness of the portion

H2(Q ./ L)!H2(Q)�H2(L)! Opext(Q;K)!

!H3(Q ./ L)!H3(Q)� H3(L)

of Kac' exact sequence. We will skip discussing the lower order terms [47,
Sec. 6.5], although we will present an application in the next section. It is
worthwhile noting that the cocommutative Kac sequence that we obtain as
a special case is in fact essentially the same as the original Kac sequence for
groups [47, Sec. 6.4]

5.2. Masuoka's sequence for Lie algebras. In [33], Masuoka gives vari-
ants of Kac' exact sequence that apply to Lie algebras and their enveloping
algebras instead of groups and their group algebras.
The purpose of this section is not to show how these derive from the au-

thor's sequence for cocommutative Hopf algebras. The results from Section
5.1 simply do not apply because the enveloping algebras are always in�nite-
dimensional. Even though we showed in Section 4.3 how to modify the
construction underlying the generalized Kac sequence to the case of in�nite
Hopf subalgebras, we will �nd that this does not explain Masuoka's version
of Kac' sequence. We shall indicate here which parts appear to generalize
smoothly, and where the real diÆculties particular to the Lie case come in
to obstruct the way. Throughout the section we assume the base ring k is a
�eld.
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We refer the reader to [31], in this volume, for details on Masuoka's se-
quences. We will discuss here only the variant in [33, Cor. 4.12.], which is
an exact sequence

0!H1(f ./ g)!H1(f)�H1(g)! Aut((Ug)Æ#U(f))!H2(f ./ g)

!H2(f)� H2(g)! Opext(U(f); (Ug)Æ)!H3(f ./ g)!H3(f)� H3(g)

in which f and g are Lie algebras, with g �nite dimensional, f ./ g is a double
crossproduct Lie algebra, and the cohomology groups are Lie algebra coho-
mology with coeÆcients in the trivial module k. The universal enveloping al-
gebra of f ./ g is a double crossproduct Hopf algebra U(f ./ g) �= U(f) ./ U(g)
with respect to a matched pair of Hopf algebras in which the action of
U(g) on U(f) is locally �nite. This matched pair gives rise to a Singer pair
(U(g)Æ; U(f)) which features in the smash product and the Opext group that
appear in the sequence.
By [54] we can replace these cohomology groups by Sweedler cohomology

groups of the associated universal enveloping algebras. If we then put Q =
U f, L = U f, and K = LÆ, then Masuoka's sequence looks just the same
as the generalized cocommutative Kac sequence in Section 5.1. However,
since L has in�nite dimension, the sequence in Section 5.1 does not contain
Masuoka's sequence as a special case. We will now discuss how far the results
from the previous sections apply to Masuoka's situation.
Assume �rst that we are given a matched pair (Q;L;*;() of Hopf al-

gebras. Assume that the action * of L on Q is locally �nite. Then by
the left-right switched version of Theorem 4.3.2 we obtain Fbop(Q ./ L) �=
LÆ 
 Q. The formulas obtained for the multiplication and comultiplication
on Fbop(Q ./ L) specialize to say that LÆ 
 Q = LÆ#Q is a bismash prod-
uct with respect to the coaction of LÆ on Q dual to *, and the action of
Q on LÆ dual to (. In particular, it follows that the action of Q on L�

stabilizes LÆ, and that we have a Singer pair (Q;K) with K := LÆ (cf. [33,
Lem. 4.1]). On the other hand, let K be any Hopf algebra and assume given
a bicrossproduct extension K �#� Q. Since the action of K on Q is trivial,
Theorem 4.3.2 applies again to show that F(K �#� Q) = Q
KÆ 2 P(Q;KÆ)
is a generalized product coquasibialgebra.
Assume further that L is cocommutative, K = LÆ, and the abelian Singer

pair underlying the bicrossproduct K �#� Q is the same as that arising from
the matched pair in the double crossproduct Q ./ L. Then the natural
map L ! KÆ induces a bialgebra map Q ./ L ! Q ./ KÆ, and we can
restrict the coquasibialgebra structure on Q ./ KÆ arising from F(K �#� Q)
to give a three-cocycle on Q ./ L. All in all, we have de�ned a map
[F] : Opext(Q;K) ! H3(Q ./ L) which takes values in the kernel of the
map H3(Q ./ L)!H3(Q)�H3(L) induced by the restrictions. Precisely as
in [47], one can also show that any element of the latter kernel contains a rep-
resentative � that ful�lls �j(Q./L)
(Q./L)
L = " and �jQ
(Q./L)
(Q./L) = ",

so that (Q ./ L; �) 2 Er(L). We can apply the functor Fbop to obtain some
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bialgebra H = Q̂ ./ L equipped with mapsK ! H ! Q of bialgebras. How-
ever, we do not know that H = K 
 Q is a bicrossproduct in Opext(Q;K)
unless the map Q ! (L 
 L)� induced by � takes values in K 
 K; this is
what we would need to apply Theorem 4.3.2 once more.
Of course we can specialize the results above to the case where Q and

L are enveloping algebras as in Masuoka's sequence. We have not checked
that the map Opext(U(f); (Ug)Æ)!H3(f ./ g) we obtain is the same as that
obtained by Masuoka. If this is the case, then Masuoka's sequence seems to
indicate that every cohomology class in the kernel of the map

H3(U f ./ Ug)!H3(U f)�H3(Ug)

has a representative � which is trivial on U(f ./ g) 
 U(f ./ g) 
 U(g)
as well as U(f) 
 U(f ./ g) 
 U(f ./ g), and in addition induces a map
U(f ./ g)! U(g)Æ 
 U(g)Æ.

5.3. Galois extensions over tensor products. In this �nal section we
sketch how the generalized Kac sequence contains a result of Kreimer [25,
Thm. 3.7] on Galois objects over tensor products of Hopf algebras. It states
that when Q and L are �nitely generated projective cocommutative Hopf
algebras, then the group of Galois objects Gal(Q
 L) can be computed as

Gal(Q
 L) �= Gal(Q)�Gal(L)� Hopf(Q;L�);

the last term being the group of Hopf algebra homomorphisms under con-
volution.
We will prove this result from the low order terms of the generalized Kac

sequence; one should note that this cannot adequately be called a short proof
of Kreimer's result, since we just shifted the complications to the proof of
the Kac sequence. However, we believe that the connection between the two
results is of some interest.
We �rst recall some background: If H is a cocommutative �nitely gen-

erated projective Hopf algebra, then the H-Galois extensions A=k that are
faithfully at k-modules form an abelian group Gal(H) under cotensor prod-
uct overH . The abelian group Gal(H) is a contravariant functor ofH , again
by cotensor product: For a k-split Hopf algebra map f : H ! F , the asso-
ciated group homomorphism maps A 2 Gal(F ) to A2

F
H ; in case f is an

injection, we can identify this with A(H) := fa 2 Aja(0) 
 a(1) 2 A
Hg.
If H = Q 
 L is a tensor product of cocommutative Hopf algebras, it

follows that the map Gal(H)! Gal(Q)�Gal(L) induced by the projections
of H to Q and L is a split surjection with splitting induced by the injections
of Q and L into H . By the same reason the homomorphisms Hn(H) !
Hn(Q) � Hn(L) are split epimorphisms. Thus the Kac sequence for the
trivial double crossproduct Q
L reduces in low dimensions to a split short
exact sequence

0! Aut(L� 
 Q)!H2(Q ./ L)!H2(Q)� H2(L)! 0:
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The �rst term is the group of such automorphisms of � of L� 
 Q that �x
L� and induce the identity on the quotient Q. These are easily seen to be
in bijection with Hopf algebra maps f : Q! L� by the formula �(x
 q) =
xf(q(1))
 q(2).
To obtain Kreimer's result, we would like to replace the right half of the

sequence by the split epimorphism Gal(Q
L)! Gal(Q)�Gal(L), that is,
we have to show that the latter has the same kernel. If we recall that the
second Sweedler cohomology groups describe precisely Galois objects which
are cleft, then we just have to see that if A 2 Gal(Q 
 L) becomes trivial
under both maps to Gal(Q) and Gal(L), then A is cleft. But even when we
only assume that A(Q) is Q-cleft with cleaving map j : Q! A(Q), and that
A(L) is L-cleft with cleaving map  : L ! A(L), we arrive immediately at
the desired conclusion that A is cleft with cleaving map Q 
 L 3 q 
 ` 7!
j(q)(`) 2 A.
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