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1. The ideal gas

1.1. Uniform distribution on energy shells. Boltzmann entropy. For m >
0 and n ∈ N, consider the function

Hn : (R3)n × (R3)n → R, Hn(x,p) =

n∑
i=1

1
2m |pi|

2 = 1
2 |p|

2. (1.1)

Hn is the Hamiltonian for an ideal gas of n particles of mass m in R3. Particles have
positions x1, . . . , xn and momenta p1, . . . , pn. Hamilton functions are important
in classical mechanics because they encode dynamics via an associated ordinary
differential equation, given by

ẋ(t) = ∇pHn(x(t),p(t)), ṗ(t) = −∇xHn(x(t),p(t)), (1.2)

which in our case become ẋ(t) = 1
mp(t), ṗ(t) = 0, hence

pj(t) = mẋj(t), mẍj(t) = 0 (j = 1, . . . , n). (1.3)

The momentum is the mass times the velocity, and for the Hamiltonian defined
above, the ODE consists of a system of n independent ODEs (no interaction between
particles). From now on we choose m = 1. Fix L,E, ε > 0, set

Λ = [−L2 ,
L
2 ]3 (1.4)

and consider the energy shell

ΩnεE,Λ,n := {(x,p) ∈ Λn × (R3)n | E − nε ≤ Hn(x,p) ≤ E}. (1.5)

Let PnεE,Λ,n be the uniform distribution on ΩnεE,Λ,n. We would like to know if PnεE,Λ,n
has a limit, in some sense, when E = En, L = Ln and n all go to infinity in such a
way that

lim
n→∞

En
|Λn|

= u, lim
n→∞

n

|Λn|
= ρ, |Λn| = L3

n (1.6)

at fixed particle density ρ > 0 and energy density u > 0. We investigate first the
asymptotics of the normalization constant |ΩnεE,Λ,n|, i.e., the Lebesgue volume of the
energy shell. This is not strictly needed for the limiting behavior of the probability
distributions but is of interest in its own.

Proposition 1.1. Fix u, ρ > 0. Let (En)n∈N, (Ln)n∈N, and Λn = [−Ln/2, Ln/2]d

be sequences in R+ that satisfy (1.6). Then for every ε > 0,

lim
n→∞

1
|Λn| log

(
1
n! |Ω

nε
En,Λn,n|

)
= s(u, ρ) (1.7)

where

s(u, ρ) = −ρ(log ρ− 1) + ρ
(

3
2 + 3

2 log
(

4πu
3ρ

))
(1.8)

The function s(u, ρ) = is the Boltzmann entropy per unit volume of the ideal gas.
Eq. (1.8) can be written more compactly as

s(u, ρ) = ρ
(

5
2 + log

(
1
ρ

(
4πu
3ρ

)3/2))
(1.9)

which is a version of the Sackur-Tetrode equation.
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Proof of Proposition 1.1. Clearly

log
(

1
n! |Ω

nε
En,Ln,n|

)
= log

(
1
n!L

3n
n

)
+ log

∣∣B3n(
√

2En) \B3n(
√

2En − nε)
∣∣

where B3n(r) is the ball of radius r in R3n. Stirling’s formula n! ∼
√

2πn(n/e)n

yields
1
n log

(
1
n!L

3n
n

)
= 1

n log
(
nn

n!

)
+ log

(
L3
n

n

)
→ 1− log ρ. (1.10)

Volumes of balls are given in terms of the Gamma function Γ(x) =
∫∞

0
tx−1e−tdt

as

|B3n(r)| = π3n/2

Γ( 3n
2 + 1)

r3n. (1.11)

The Gamma function satisfies Γ(n + 1) = n! for n ∈ N0 and Stirling’s formula

applies to non-integer input as well, i.e., Γ(x + 1) ∼
√

2πx(x/e)x as x → ∞, see
Exercise 1.3. It follows that

1
n log

∣∣B3n(
√

2En) \B3n(
√

2En − nε)
∣∣

= 1
n log

(
π3n/2

Γ( 3n
2 + 1)

)
+ 1

n log
(√

2En
3n
−
√

2(En − nε)
3n
)

= 3 log
√
π +

3

2

1

3n/2
log

(
(3n/2)3n/2

Γ( 3n
2 + 1)

)
+

1

n
log

( √
2En

3n√
3n/2

3n

)

+
1

n
log

(
1−

√
1− nε

En

3n
)

→ 3
2

(
log π + 1 + log

(
4
3
u
ρ

))
=

3

2
+

3

2
log

(
4πu

3ρ

)
and the proof is easily completed. �

Next we address the behavior of the probability measures. To that aim it is
convenient to single out test functions F that are local, i.e., they depend only on
the particles in some bounded Borel set ∆ ⊂ R3. We further assume that the test
function does not depend on the labelling of the particle. Such a function F can
be specified in the following form: let

N∆(x) := #{j ∈ {1, . . . , n} | xj ∈ ∆} =

n∑
j=1

δxj (∆). (1.12)

be the number of particles in ∆. Suppose we are given a scalar f0 ∈ R and
a family (fk)k∈N0

of functions fk : (∆ × R3)k → R that are symmetric, i.e.,
fk(yσ(1), . . . , yσ(k)) = fk(y1, . . . , yk) for all σ ∈ Sk and (y1, . . . , yk) ∈ (∆ × R3)k.
We define

F (x,p) =

{
f0, if N∆(x) = 0,

fk
(
((xj , pj))j∈[n]:xj∈∆

)
, if N∆(x) = k ∈ N.

(1.13)

Define

β =
∂s

∂u
(u, ρ), µ = − 1

β

∂s

∂ρ
(u, ρ), z = exp(βµ). (1.14)

Equivalently,

β =
3

2

ρ

u
, z =

ρ√
2π/β

3 , µ =
1

β
log z. (1.15)
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Proposition 1.2. Fix u, ρ > 0 and let β, z, µ be as in (1.15). Fix a bounded Borel
set ∆ ⊂ R3. Let (En) and (Ln) be as in Proposition 1.1 and ε > 0. Then for
families of bounded symmetric functions (fn)n∈N0 , fn : (∆ × R3)n → R and F as
in (1.13), such that F is bounded, we have

lim
n→∞

∫
ΩnεEn,Ln,n

FdPnεEn,Ln,n

= e−ρ|∆|
∞∑
k=0

zk

k!

∫
∆k×(R3)k

fk

(
(xj , pj)

k
j=1

)
e−

1
2β|p|

2

dxdp

= e−ρ|∆|
∞∑
k=0

1

k!

∫
∆k×(R3)k

fk

(
(xj , pj)

k
j=1

)
e−β[Hk(x,p)−µk]dxdp.

In this sense the sequence of equidistributions on the energy shell ΩnεEn,Λn,n does
indeed admit a limit. Moreover the limit does not depend on the shell’s thickness ε.

Lemma 1.3. Under the assumptions of Proposition 1.2, we have

lim
n→∞

PnεEn,Λn,n(N∆ = k) =
(ρ|∆|)k

k!
e−ρ|∆| (1.16)

for all k ∈ N0.

In particular, in the limit n→∞ the number N∆ of particles in ∆ converges to a
Poisson random variable with parameter ρ|∆|.

Proof. To lighten notation, we abbreviate Pnε
En,Λn,n

= Pn. Let us first look at the

distribution of the particle number N∆. Fix k ∈ {0, 1 . . . , n}. Then

Pn(N∆ = k) =
∑
J⊂[n]
#J=k

1

|Λn|n

∫
Λnn

∏
j∈J

1l∆(xj)
∏

j∈[n]\J

1l∆c(xj)dx

=

(
n

k

)
qkn(1− qn)n−k qn :=

|∆|
|Λn|

=
1

k!

[
k−1∏
`=0

(
1− `

n

)]
(nqn)k(1− qn)n−k → (ρ|∆|)k

k!
e−ρ|∆|. (1.17)

�

Lemma 1.4. Under the assumptions of Proposition 1.2, we have for every k ∈ N
and every bounded h : (R3)k → R,

lim
n→∞

∫
(R3)n

h(p1, . . . , pk)1l[En−nε,En]

(
1
2 |p|

2
)
dp∫

(R3)n
1l[En−nε,En]

(
1
2 |p|2

)
dp

=
1√

2π/β
3k

∫
(R3)k

h(p)e−β|p|
2/2dp.

(1.18)

Remark. The lemma is closely related to the following fact from probability: the
finite-dimensional marginals of the uniform distribution on an n-dimensional ball
of radius

√
n converge weakly to standard Gaussians. See [21, Chapter 2.6].

Proof of Lemma 1.4. Set

ϕnk(p1, . . . , pk) :=

∫
(R3)n−k

1l[En−nε,En]

(
1
2

k∑
j=1

p2
j + 1

2 |q|
2
)

dq. (1.19)
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We have to evaluate ∫
(R3)k

h(p)ϕnk(p)dp∫
(R3)k

ϕnk(p)dp
(1.20)

in the limit n → ∞. Let ωd be the surface area of Sd−1 = ∂Bd(1) ⊂ Rd, the unit
sphere in Rd. Thus ω2 = 2π and ω3 = 4π. We have, for every non-negative test
function v : [0,∞)→ [0,∞),∫

Rd
v(|x|)dx = ωd

∫ ∞
0

v(r)rd−1 dr. (1.21)

It follows that, for |p|2 ≤ 2En − 2nε,

ϕnk(p1, . . . , pk) = ω3(n−k)

∫ ∞
0

1l[En−nε,En]

(
1
2

k∑
j=1

p2
j + 1

2r
2
)
r3(n−k)−1dr

=
ω3(n−k)

3(n− k)

(
(2En − |p|2)3[n−k]/2 − (2En − 2nε− |p|2)3[n−k]/2

)
.

(1.22)

If 2En− 2nε < |p|2 ≤ 2En, the second term in the previous line has to be replaced
with zero.

Now fix k and p = (p1, . . . , pk) ∈ (R3)k. Since En →∞, we have |p|2 ≤ 2En for
all sufficiently large n, and(

1− |p|
2

2En

)3(n−k)/2
= exp

(
− 3n

2 (1− k
n ) log(1− |p|

2

2En

)
→ exp(−β|p|2/2). (1.23)

Moreover(
1− nε

2En
− |p|

2

2En

)3(n−k)/2

+
≤
(
1− ε(1 + o(1)) ρu

)3(n−k)/2

+
→ 0. (1.24)

Thus we may write

ϕnk(p1, . . . , pk) =
ω3(n−k)

3(n− k)
(2En)3(n−k)/2ϕ̃nk(p1, . . . , pk) (1.25)

where

lim
n→∞

ϕ̃nk(p1, . . . , pk) = exp(−β|p|2/2) (1.26)

as a pointwise limit of functions. Using the bound log(1 − t) ≤ −t, valid for all
t ∈ (−1,∞), we find that for some suitable s > 0, sufficiently large k, and all
p ∈ (R3

+)k, we have

0 ≤ ϕ̃nk(p1, . . . , pk) ≤ exp(−s|p|2). (1.27)

The monotone convergence theorem thus implies

lim
n→∞

∫
(R3

+)k
ϕ̃nk(p1, . . . , pk)dp =

∫
(R3

+)k
e−β|p|

2/2dp =
√

2π/β
3k
. (1.28)

and, since h is bounded,

lim
n→∞

∫
(R3)k

h(p1, . . . , pk)ϕ̃nk(p1, . . . , pk)dp =

∫
(R3

+)k
h(p)e−β|p|

2/2dp. (1.29)

Taking the ratio of the two equations the proof of the lemma is completed. �
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Proof of Proposition 1.2. It is enough to treat non-negative bounded functions (ex-
ploit linearity and F = F+ − F−). For F as in (1.13) with non-negative fn and
k ∈ N0, set Fk := 1l{N∆=k}F . The monotone convergence theorem applied to the

partial sums
∑m
k=0 Fk yields

En[F ] = En

[ ∞∑
k=0

Fk

]
=

∞∑
k=0

En [Fk] (1.30)

where En denotes expectation with respect to Pn = PnεEn,Λn,n. We evaluate first the
limits of each individual summand. For k = 0, we have

lim
n→∞

En[F0] = lim
n→∞

f0Pn(N∆ = 0) = f0e−ρ|∆| =: I0. (1.31)

Next consider k ∈ N. Define ϕnk as in the proof of Lemma 1.4. We have

En[Fk] =
1

|ΩnεEn,Λn,n|

∫
∆k×(R3)k

fk
(
(xj , pj)

k
j=1

)
|Λ \∆|kϕnk(p)dxdp

= Pn(N∆ = k)
1

|∆|k

∫
∆k

∫
R3 fk((xj , pj)

k
j=1)ϕnk(p)dp∫

R3 ϕnk(p)dp
dx

Lemma 1.3 and 1.4 yield

lim
n→∞

En[Fk] =
zk

k!

∫
∆k×(R3)k

fk(x,p)e−β|p|
2/2dx dp =: Ik. (1.32)

It remains to check that we can exchange summation and limits in (1.30). Going
back to the proof of Lemma 1.3, we see that∣∣En[Fk]∣∣ ≤ ||F ||∞Pn(N∆ = k) ≤ ||F ||∞ 1

k!

(
nqn

1−qn

)k
en log(1−qn) (1.33)

where qn = |∆|/|Λn| → 0. Using n log(1− qn) ≤ −nqn → −ρ|∆| we conclude that
for some s, t > 0 ∣∣En[Fk]∣∣ ≤ ||F ||∞ sk

k! e−tk. (1.34)

The right-hand side is independent of n and the sum over k is finite. A straight-
forward ε/3-argument (or as an alternative, dominated convergence for the sum,
treated as an integral with respect to counting measure) shows that

lim
n→∞

∞∑
k=0

En[Fk] =

∞∑
k=0

Ik. (1.35)

Together with (1.30) this completes the proof. �

1.2. Large deviations for Poisson and normal laws. Proposition 1.2 shows
how in the limit n → ∞, starting from the uniform distribution on an energy
shell, we end up with Poisson variables for particle numbers and Gaussian laws for
momenta (or velocities). Armed with this knowledge we may ask for a probabilistic
take on Proposition 1.1.

Let N|Λ| ∼ Poi(|Λ|) and Zj ∈ N (0, 1), j ∈ N, be independent random variables
defined on some common probability space (Ω,F ,P). Then

1
n! |Ω

nε
E,Λ,n| = e|Λ|

√
2π

3n
E
[
1l{N|Λ|=n}1l[E−nε,E]

(
1
2

3n∑
j=1

Z2
j

)
e

1
2
∑3n
j=1 Z

2
j

]
(1.36)
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hence

1
n! |Ω

nε
E,Λ,n| ≤ e|Λ|

√
2π

3n
eE P

(
N|Λ| = n, E − nε ≤ 1

2

3n∑
j=1

Z2
j ≤ E

)
. (1.37)

The upper bound becomes a lower bound if we replace E with E − nε. So instead
of analyzing directly the microcanonical partition function, we can investigate the
asymptotic behavior of probabilities and expectations.

Proposition 1.5. Let Nλ and (Zj)j∈N be independent random variables defined
on some common probability space (Ω,F ,P) with Nλ ∼ Poi(λ) and Zj ∼ N (0, 1).
Then for every ρ > 0 and all a, b ∈ (0,∞) with a < b, we have

lim
λ→∞

1

λ
logP(Nλ = bλρc) = −ρ(log ρ− 1)− 1

lim
n→∞

1

n
logP

(
1
n

n∑
j=1

Z2
j ∈ [a, b]

)
= − inf

σ2∈[a,b]

1
2

(
σ2 − 1− log σ2

)
.

The proposition is proven at the end of this section. A heuristic way of rewriting
it is

P(Nλ ≈ ρλ) ≈ exp
(
−λ
[
ρ log ρ− ρ+ 1

])
(1.38)

P
( n∑
j=1

Z2
j ≈ nσ2

)
≈ exp

(
−n 1

2

[
σ2 − 1− log σ2

])
. (1.39)

Asymptotic results of this type belong to the theory of large deviations [11, 15, 46].
Proposition 1.1 is recovered from (1.36) and Proposition 1.5 as follows. We have

log
(

1
n!Ω

nε
E,Λ,n

)
= |Λ|+ 3

2n log(2π) + logP(N|Λ| = n)

+ logE
[
1l[E−nε,E]

(
1
2

3n∑
j=1

Z2
j

)
e

1
2
∑3n
j=1 Z

2
j

]
. (1.40)

Heuristically,

E
[
1l[E−nε,E]

(
1
2

3n∑
j=1

Z2
j

)
e

1
2
∑3n
j=1 Z

2
j

]
≈
∫ E/n

E/n−ε
enūP

(
1
2

3n∑
j=1

Z2
j ≈ nū

)
dū

≈
∫ E/n

E/n−ε
exp
(
nū− 3

2n
[

2ū
3 − 1− log

(
2ū
3

)])
dū

≈
∫ E/n

E/n−ε
exp
(

3
2n
[
1 + log

(
2ū
3

)])
dū

≈ exp
(

3
2n
[
1 + log

(
2E
3n

)])
(1.41)

(see Exercise 1.2 for the last step). Hence

log
(

1
n!Ω

nε
E,Λ,n

)
≈ |Λ|+ 3

2n log(2π)− |Λ|
[
ρ log ρ− ρ+ 1

]
+ 3

2n
[
1 + log

(
2E
3n

)]
≈ 5

2n+ n log
(
n
|Λ|
(

4πE
3n

)3/2)
.

The approximation (1.41) can be made rigorous with Laplace integrals from analy-
sis or Varadhan’s lemma from the theory of large deviations. In this way Proposi-
tion 1.5 could be used for an alternative proof of Proposition 1.1. The alternative
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proof is by no means shorter, its principal merit is to highlight connections between
the Boltzmann entropy s(u, ρ) and large deviations theory.

Proof of Proposition 1.5. Let n = nλ = bρλc → ∞. Then by Stirling’s formula,

P(Nλ = n) =
λn

n!
e−λ ∼ 1√

2πn
en[1+log(λ/n)−λ/n] = eλ(ρ−ρ log ρ−1+o(1)) (1.42)

We take the log, divide by λ, let λ→∞, and obtain the result for Nλ.

Next fix σ2 ∈ [a, b] and let Ẑj , j ∈ N be i.i.d. random variables with law

Ẑj ∼ N (0, σ2). Let x ∈ Rn and c := maxσ2∈[a,b] | 1
2σ2 − 1

2 |. Then

P
(
−δ ≤ 1

n

n∑
j=1

Z2
j − σ2 ≤ δ

)
=

1
√

2π
n

∫
Rn

e−
1
2
∑n
j=1 |x|

2

1l[n(σ2−δ),n(σ2+δ)](|x|2)dx

≤ 1
√

2π
n e−

1
2nσ

2+
1
2n+ncδ

∫
Rn

e−
1

2σ2 |x|21l[n(σ2−δ),n(σ2+δ)](|x|2)dx

= σne−
1
2nσ

2+
1
2n+ncδ P

(
−δ ≤ 1

n

n∑
j=1

Ẑ2
j − σ2 ≤ δ

)
.

The probability in the last line converges to one by the law of large numbers (notice

E[Ẑ2
j ] = σ2), hence

lim sup
n→∞

1
n logP

(
−δ ≤ 1

n

n∑
j=1

Z2
j − σ2 ≤ δ

)
≤ − 1

2

(
σ2 − 1− log σ2

)
+ cδ. (1.43)

A similar lower bound holds true for the liminf. Now let a, b > 0 with a < b. Fix
δ > 0 and m ∈ N, σ2

1 , . . . , σ
2
m ∈ [a, b] such that [a, b] ⊂ ∪nj=1[σ2

j − δ, σ2
j + δ]. Then

by (1.43), we have

lim sup
n→∞

1

n
logP

(
1
n

n∑
j=1

Z2
j ∈ [a, b]

)
≤ max
j=1,...,m

(
− 1

2

(
σ2
j − 1− log σ2

j

)
+ cδ)

≤ − inf
σ2∈[a,b]

1
2

(
σ2 − 1− log σ2

)
+ cδ.

This holds true for every δ > 0, so we may let δ ↘ 0 and find

lim sup
n→∞

1

n
logP

(
1
n

n∑
j=1

Z2
j ∈ [a, b]

)
≤ − inf

σ2∈[a,b]

1
2

(
σ2 − 1− log σ2

)
. (1.44)

For the lower bound, let σ2 ∈ (a, b) and δ > 0 small enough so that [σ2−δ, σ2 +δ] ⊂
(a, b). Then

lim inf
n→∞

1

n
logP

(
1
n

n∑
j=1

Z2
j ∈ [a, b]

)
≥ lim inf

n→∞

1

n
logP

(
1
n

n∑
j=1

Z2
j ∈ [σ2 − δ, σ2 + δ]

)
≥ − 1

2

(
σ2 − 1− log σ2

)
+ cδ.

We let δ ↘ 0, take the infimum over the open interval (a, b), notice that it is
equal to the minimum over the closed interval [a, b] because of the continuity of
σ2 − 1− log σ2, and obtain the desired statement. �
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1.3. Statistical ensembles and thermodynamic potentials. In Section 1.1 we
have chosen to work with the uniform distribution on an energy shell, but there
are of course other choices of measures as well. Working with different probability
measures corresponds, in the terminology of statistical mechanics, to working in
different statistical ensembles. The uniform distribution corresponds to the micro-
canonical ensemble. The normalization constants are called partition functions, the
functions characterizing the asymptotic behavior of the normalization constants are
called thermodynamic potentials. Thus 1

n! |Ω
nε
E,Λ,n| is the microcanonical partition

function, the associated thermodynamic potential is the Boltzmann entropy. The
limiting procedure (as in (1.6)) is the thermodynamic limit.

Other common choices or measures are:

The canonical ensemble. This ensemble models the distribution of a system that
might exchange energy with its environment so that the energy becomes random.
Instead of taking a distribution on a fixed energy shell, therefore, it is a measure on
all of Λn × (R3)n. The measure Pcan

β,Λ,n depends on an additional parameter β > 0
and has probability density

1

ZΛ(β, n)

1

n!
exp
(
−βHn(x,p)

)
(1.45)

where ZΛ(β, n) is the canonical partition function

ZΛ(β, n) =
1

n!

∫
Λn×(R3)n

e−βHn(x,p)dxdp. (1.46)

The thermodynamic limit consists in letting n → ∞ and Λ = Λn ↗ R3 in such a
way that n/|Λn| → ρ for some fixed particle density ρ. The parameter β is kept
fixed. The associated thermodynamic potential is the Helmholtz free energy (per
unit volume)

f(β, ρ) = − lim
n→∞

1

β|Λn|
logZΛn(β, n). (1.47)

The grand-canonical ensemble. This ensemble corresponds to a system that might
exchange both energy and matter with its environment. Both the energy and
number of particles become random. Let us leave open for now how to prescribe a
probability space and content ourselves with the corresponding partition functions.
Given β > 0, µ ∈ R, and z := exp(βµ), the grand-canonical partition function is

ΞΛ(β, z) = 1 +

∞∑
n=1

zn

n!

∫
Λn×(R3)n

e−βHn(x,p)dxdp. (1.48)

The thermodynamic limit consists in letting Λ↗ R3 at fixed β, µ, z. The associated
thermodynamic potential is the pressure

p(β, z) = lim
Λ↗R3

1

β|Λ|
log ΞΛ(β, z). (1.49)

The product p(β, z) and the system’s volume is also sometimes called grand poten-
tial or Landau potential. Thus we may view the pressure as a grand potential per
unit volume.
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Statistical ensemble parameters partition function thermodynamic potential
Microcanonical E,Λ, N 1

N ! |Ω
Nε
E,Λ,N | Boltzmann entropy s(u, ρ)

Canonical β,Λ, N ZΛ(β,N) Helmholtz free energy f(β, ρ)
Grand-canonical β,Λ, z ΞΛ(β, z) pressure p(β, z)
Isothermal-isobaric β, p,N QN (β, p) Gibbs free energy g(β, p)

Table 1. Overview of some common statistical ensembles.

The isothermal-isobaric ensemble, also called constant pressure ensemble models a
system that can exchange energy with its environment but not matter, however the
volume is no longer fixed. The ensemble is particularly useful in dimension one and
we write down the partition function in dimension one only. Given β, p > 0, we
define

Qn(β, p) =
1

n!

∫
Rn+×Rn

e−β[Hn(x,p)+pmaxi=1,...,n xi]dxdp

=

∫
Rn+×Rn

1l{0≤x1≤···≤xn}e
−β[Hn(x,p)+pxn]dxdp.

(1.50)

Treating Vn = max(x1, . . . , xn) as a proxy for the system’s volume (or length), we
see that Qn(β, p) is a partition function for configurations on [0,∞)n for which
large volumes are penalized by a factor exp(−βpVn). The thermodynamic limit
consists in letting n→∞ at fixed β, p. The associated thermodynamic potential is
the Gibbs free energy per particle

g(β, p) = − lim
n→∞

1

βn
logQn(β, p). (1.51)

Note that we have used the same letter p for the parameter p in the constant pres-
sure ensemble and the function p(β, z) in (1.49). This is because they play the
same role, physically, but the reader who prefers to do so may choose two different
letters p and p̃.

The different ensembles are summarized in Table 1. Each depends on three param-
eters, chosen among pairs of dual variables (for each pair, pick one variable):

• the energy E and the inverse temperature β;
• the volume |Λ| and the pressure p;
• the number of particles N and the activity z (or the chemical potential µ).

For the ideal gas, the thermodynamic potentials can be computed explicitly, and
the following relations are easily checked:

βf(β, ρ) = sup
u>0

(
βu− s(u, ρ)

)
, p(β, eβµ) = sup

ρ>0

(
µρ− f(β, ρ)

)
(1.52)

and in dimension 1,

µ = g(β, p) ⇔ p = p(β, eβµ). (1.53)
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Outlook. One of our tasks will be to generalize the previous considerations from
the ideal gas to interacting particles, with Hamilton function of the type

Hn(x,p) =

n∑
i=1

1
2 |pi|

2 +
∑

1≤i<j≤n

v(|xi − xj |) (1.54)

where v : [0,∞) → R ∪ {∞}. The p- and x-dependent contributions are called
kinetic energy and potential energy, respectively. The explicit computations that
are possible for the ideal gas break down and in general we have to content our-
selves with existence theorems on the limits. It turns out that the thermodynamic
potentials are often well-defined and satisfy the relations (1.52), however the con-
vergence of probability measures is much more delicate as there are situations where
sequences of probability measures admit more than one accumulation point.

Another task is to formalize the convergence of probability measures from Propo-
sition 1.2, using point processes and the notion of local convergence. The charac-
terization of possible accumulation points of sequences of probability measures then
leads us to the notion of infinite-volume Gibbs measures.

We will focus on the grand-canonical ensemble and the distribution of particle po-
sitions, forgetting about the momenta. Note that for the Hamilton function (1.54),
the canonical partition function (1.46) is a product of an integral over x and an in-
tegral over p; positions and velocities are independent with respect to the canonical
Gibbs measure.

1.4. Exercises.

Exercise 1.1.

(a) Let `, n ∈ N. Compute

k(n, `) := #{(n1, . . . , n`) ∈ N`0 |
∑̀
i=1

ni = n}.

(b) For h > 0 and L > 0, let V (n,L, h) := k(n, bL/hc). Fix ρ > 0 and let
Ln →∞ such that n/Ln → ρ > 0. Compare

lim
n→∞

1

n
log V (n,Ln, h)

and

lim
n→∞

1

n
log

Lnn
n!hn

.

Exercise 1.2. Let [a, b] ⊂ R be a non-empty compact interval and f : [a, b] → R a
continuous function.

(a) Show that

lim
λ→∞

1

λ
log

(∫ b

a

eλf(t) dt

)
= sup
t∈[a,b]

f(t).

(b) Suppose that f is twice continuously differentiable, attains its maximum in
a unique point t0 ∈ (a, b), and f ′′(t0) 6= 0. Show that∫ b

a

eλf(t)dt ∼

√
2π

λ|f ′′(t0)|
eλf(t0) as λ→∞.
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(c) Discuss what could go wrong if there is more than one maximizer, if f ′′(t0) =
0, or if the domain of integration is not compact.

Exercise 1.3. Let Γ(x) :=
∫∞

0
tx−1e−tdt (x > 0) be the Gamma function.

(a) Prove Γ(x+ 1) ∼
√

2πx(x/e)x as x→∞.
(b) Do you have an idea how to compute an expansion, e.g., as a power series

of 1/x, for correction terms?

Exercise 1.4. For n ∈ N, let Cn be the hypercube [−1, 1]n and Hn ⊂ Rn the
hyperplane defined by the equation

∑n
j=1 xj = 0. For x ∈ Rn, let dist(x,Hn) :=

infy∈Hn |x− y|.
(a) Let diamCn := supx,y∈Cn |x− y|. Show that, for every ε > 0,

lim
n→∞

|{x ∈ Cn | dist(x,Hn) ≤ εdiam(Cn)}|
|Cn|

= 1.

Hint : there is a way of proving it using sums of i.i.d. random variables.
(b) What happens if in (a) the constant ε is replaced with a sequence εn such

that εn ↘ 0 but εn � 1/
√
n (i.e.,

√
nεn → ∞)? What happens if εn ∼

c/
√
n for some c > 0?

(c) Let Bn(1) be the n-dimensional closed unit ball centered at the origin and
εn ↘ 0 with εn � 1/

√
n. Show that

lim
n→∞

|{x ∈ Bn(1) | dist(x, ∂Bn(1)) ≤ εn}|
|Bn(1)|

= 1.
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2. Point processes

2.1. Configuration space. Let (X,dist) be a complete separable metric space
and X = B(X) the Borel-σ-algebra, i.e., the σ-algebra generated by the open sets,
and λ a reference measure on (X,X ). Write Xb for the collection of bounded and
measurable sets. We assume that λ(B) <∞ for every B ∈ Xb.

For example, we could choose X = Rd with the Euclidean distance, and λ as
the Lebesgue measure. For lattice systems, we choose X = Zd, with the Euclidean
distance and find that X consists of the power set P(X), i.e., every set B ⊂ Zd is
measurable. The reference measure is chosen as λ(B) = #B.

Our goal is to model configurations that consist of finite or countable collections
x1, . . . , xn or (xj)j∈N of points xj ∈ X. We assume that points do not accumulate,
i.e., every bounded set contains at most finitely many points. The labelling of
particles is considered irrelevant but multiplicities matter. Each such configuration
is uniquely determined by a set with multiplicities (or “multi-set”), consisting of (1)
the set S ⊂ X of particle locations, and (2) for each x ∈ S, the number of particles
nx occupying the location x ∈ S. More generally, we can count how many points
there are in any given region B—with every point configuration, we can associate
a counting measure.

Definition 2.1. Let η be measure on X. We call η a finite counting measure if
η(C) ∈ N0 for all C ∈ X , and a locally finite counting measure if η(B) ∈ N0 for all
bounded sets B ∈ Xb.1 The sets of finite and locally finite counting measures are
denoted Nf and N , respectively.

We further introduce families of maps from N to N0 ∪ {∞} by

nx(η) := η({x}), NB(η) := η(B) (x ∈ X, B ∈ X , η ∈ N ). (2.1)

Clearly nx = N{x}. The next lemma checks that under our assumptions, every
locally finite counting measure is associated with a point configuration (multi-set).
Thus we may work with the space N , which turns out to be preferrable to multi-sets
for technical reasons.

Lemma 2.2. Fix η ∈ N . Set Sη := {x ∈ X | nx(η) ≥ 1}. Then Sη is countable
and

η =
∑
x∈Sη

nx(η)δx.

Proof. Consider first a finite counting measure η ∈ Nf . Let C ∈ X . Then for every
finite set F ⊂ Sη, we have

η(C) ≥ η(C ∩ Sη) ≥ η(C ∩ F ) =
∑

x∈C∩F
η({x}) =

∑
x∈F

nx(η)δx(C),

hence

η(C) ≥ sup
F⊂Sη :
#F<∞

∑
x∈F

nx(η)δx(C). (2.2)

1We follow the terminology of Last and Penrose [33]. In the theory of measures on topological

spaces, often “locally finite” instead means that compact sets have finite measure. Daley and
Vere-Jones [10] therefore say “boundedly finite” to avoid confusion. Of course for our preferred

examples X = Rd and X = Zd, there is no difference.
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Choosing C = X and using nx(η) ≥ 1 for all x ∈ Sη, we have

η(X) ≥ sup
F⊂Sη :
#F<∞

#F = #Sη,

hence #Sη < ∞. The inequality (2.2) shows η ≥
∑
x∈Sη nx(η)δx, it remains to

prove the reverse inequality. For x ∈ X and r ∈ N, let B(x, r) be the closed ball of
radius r > 0 centered at x. Then

lim
m→∞

η(B(x, 1
m )) = η({x}) = nx(η).

Since η(B(x, 1/m)) ∈ N0 for all m ∈ N, it follows that the sequence is eventually
constant and we have

η
(
B(x, εx) \ {x}

)
= 0

for some εx > 0. Since every compact set K can be covered by a finite union of
balls B(x, εx) with x ∈ K, we deduce

η(K) =
∑

x∈Sη∩K
nx(η) =

∑
x∈Sη

nx(η)δx(K).

As a finite Borel measure on a complete separable metric space, η satisfies

η(C) = sup{η(K) | K ⊂ C compact}

for all C ∈ X [3, Theorem 7.1.7], hence

η(C) = sup

∑
x∈Sη

nx(η)δx(K)
∣∣K ⊂ C compact

 ≤ ∑
x∈Sη

nx(η)δx(C)

which completes the proof for finite η.
For locally finite η, let (Λn)n∈N be a sequence of bounded sets with Λn ↗ X.

Set ηn(C) := η(C ∩ [Λn+1 \Λn]). Since each C ∈ X is the disjoint countable union
of C ∩ [Λn+1 \ Λn], the σ-additivity of the measure η yields

η =
∑
n∈N

ηn.

On the other hand each ηn is a finite counting measure, hence Sηn is finite and
ηn =

∑
x∈Sηn

nx(ηn)δx. Using nx(ηn) = nx(ηn)1lΛn+1\ΛN (x) we deduce

η =
∑
n∈N

∑
x∈Sη

nx(ηn)1lΛn+1\Λn(x)δx =
∑
x∈Sη

nx(η)δx,

moreover Sη = ∪n∈NSηn is a countable union of finite sets, hence countable. �

Definition 2.3. N := σ(NB , B ∈ X ) is the σ-algebra generated by the maps
NB : N → N0 ∪ {∞}, η 7→ NB(η) = η(B).

It is convenient not to deal with all counting variables NB , but instead only with
those associated with simple sets, e.g., rectangles [a, b)× [c, d) in R2.

Proposition 2.4. Let R ⊂ Xb be a π-system (A,B ∈ R ⇒ A ∩ B ∈ R) such that
σ(R) = X . Suppose in addition that X = ∪n∈NRn for some increasing sequence
(Rn)n∈N in R. Then N = σ(NB , B ∈ R).
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Proof. Set F = σ(NB , B ∈ R) and let D be the collection of sets C ⊂ X such
that NC is F-measurable; thus R ⊂ D. We want to check that X ⊂ D using a
Dynkin system theorem (see Appendix A). Let (An)n∈N be an increasing sequence
in D and A = ∪n∈NAn. By monotone convergence, η(An)↗ η(A) for every η ∈ N ,
i.e., NAn ↗ NA pointwise on N . Thus NA is the pointwise limit of F-measurable
functions, hence F-measurable. Therefore A ∈ D and D is closed with respect to
limits of monotone increasing sequences. Applying this last bit to X = ∪n∈NRn we
see that X ∈ D.

The only missing piece for D to be a Dynkin system is that it is closed with
respect to proper differences. One would like to use the identity NB\A = NB −NA
for A ⊂ B but runs into the problem that NB and NA could be infinite. For that
reason we proceed slightly differently and introduce, for k ∈ N, the set

Dk = {A ⊂ X | NA∩Rk is F-measurable} = {A ⊂ X | A ∩Rk ∈ D}.

For A,B ∈ Dk with A ⊂ B, we have N(B\A)∩Rk = NB∩Rk − NA∩Rk where all
quantities are finite because Rk is bounded. Then N(B\A)∩Rk is the difference of
two F-measurable maps, hence F-measurable and B \ A ∈ Dk. The set Dk is
closed with respect to monotone increasing limits by an argument similar to D.
The inclusion X ∈ Dk follows from Rk ∈ R ⊂ Dk. Thus Dk is a Dynkin system
and X = σ(R) ⊂ Dk. Consequently NA∩Rk is F-measurable for all A ∈ X , and so
is NA = limk→∞NA∩Rk . It follows that N = σ(NA, A ∈ X ) ⊂ F . The inclusion
F ⊂ N is clearly true, hence F = N. �

Corollary 2.5. Let R be as in Proposition 2.4. Consider the collection Z of subsets
of N that are of the form

{η ∈ N | NR1
(η) = k1, . . . , NRm(η) = km}

with m ∈ N, R1, . . . , Rm ∈ R, k1, . . . , km ∈ N0. Then σ(Z) = N.

The set Z plays a role analogous to cylinder sets in product spaces.

Proof. Let R ∈ R and B ⊂ N. We have

N−1
R (B) =

⋃
k∈B

{η ∈ N | NR(η) = k}.

The right-hand side is a countable union of elements in Z, hence it is in σ(Z). It
follows that NR is measurable with respect to σ(Z). This holds for every R ∈ R
and we deduce σ(NR, R ∈ R) ⊂ σ(Z) so by Proposition 2.4, N ⊂ σ(Z). The
reverse inclusion is obvious and the claim follows. �

Corollary 2.6. Pick n ∈ N and equip Xn with the product σ-algebra X⊗n. The
map

φn : Xn → N , (x1, . . . , xn) 7→
n∑
j=1

δxj .

is measurable.

Proof. Let B ∈ X and k ∈ N0. Then ϕ−1
n ({NB = k}) = ∅ if k = 0 and

ϕ−1
n ({NB = k}) =

⋃
J⊂[n]
#J=k

{x ∈ Xn | xj ∈ B if and only if j ∈ J}
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if k ≥ 1. The right-hand side is a union of Cartesian products of B and X \ B,
hence a measurable subset of Xn. Thus preimages of sets {NB = k} are measurable.
Since sets of this form generate N, it follows that ϕn is measurable. �

2.2. Probability measures.

Definition 2.7. A point process on (X,X ) is a random variable with values in
(N ,N), i.e., a measurable map Z from some probability space (Ω,F ,P) to (N ,N).

Given a probability measure P on (N ,N), we can always find a point process with
distribution P: set (Ω,F ,P) := (N ,N,P) and Z(η) := η, then P(Z ∈ C) = P(C),
for all C ∈ N. By some abuse of language, probability measures P on (N ,N) are
sometimes called point processes too.

Proposition 2.8. Let P, Q be two probability measures on (N ,N), and R ⊂ Xb

be a π-system with σ(R) = X and X =
⋃
n∈NRn for some increasing sequence in

R. Then P = Q if and only if

P(NR1 = k1, . . . , NRn = kn) = Q(NR1 = k1, . . . , NRn = kn)

for all R1, . . . , Rn ∈ R and k1, . . . , kn ∈ N0.

The proposition implies that the distribution of a point process is uniquely deter-
mined by its finite-dimensional distributions.

Proof. Define Z as in Corollary 2.5. Thus P = Q on Z. Now Z is clearly closed
under finite intersections, i.e., a π-systems. Since σ(Z) = N by Corollary 2.5 and
probability measures are uniquely defined by their values on a generating π-system,
it follows that P = Q. �

Example 2.9 (Binomial point process). Let ν be a probability measure on X, m ∈
N, and X1, . . . , Xm i.i.d. X-valued random variables with distribution ν. Then
Z =

∑m
j=1 δXj is a point process (the measurability of Z : Ω → N follows from

Corollary 2.6). Its distribution satisfies, for every ∆ ∈ X and k ∈ N0,

P(N∆ = k) = P
( m∑
j=1

1l{Xj∈∆} = k
)

=

(
m

k

)
ν(∆)k(1− ν(∆))m−k

P is the binomial point process with sample size m and sampling distribution ν.
We had encountered a special case for the particle positions of the ideal gas in the
microcanonical ensemble, see the proof of Lemma 1.3.

Example 2.10 (Ideal lattice gas). Take X = Zd. Then (N ,N) can be identified

with the product space NZd
0 , and any probability measure on (N ,N) is uniquely

determined by the joint distributions of the occupation numbers nx, x ∈ Zd. The
ideal lattice gas at activity z > 0 corresponds to the unique measure P such that the
occupation numbers nx are i.i.d. Bernoulli-distributed with parameter z/(1 + z),
i.e.,

P(nx = 1) =
z

1 + z
, P(nx = 0) =

1

1 + z
.

We have for all ` ∈ N and all k1, . . . , kn ∈ {0, 1}n,

P(n1 = k1, . . . , n` = k`) =
1

(1 + z)`
z#{j∈[`]|kj=1}1l{0,1}n(k1, . . . , kn).
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With the convention exp(−∞) = 0, we can think of the indicator as a weight
exp(−H) for an energy function H that is infinite if two particles occupy the same
lattice site (hard-core on-site repulsion), and zero otherwise. Except for the hard-
core interaction, this looks very much like the ideal gas that we encountered earlier
in continuum systems.

Another important example, the Poisson point process, is introduced in Section 2.4.

2.3. Observables. It remains to understand measurable maps F : N → R∪{∞},
which we call observables. We start with maps restricted to the space Nf of finite
configurations. Since Nf = {NX < ∞}, it is a measurable subset of N . It comes
equipped with the σ-algebra {A ∈ N | A ⊂ Nf}.

Proposition 2.11. A map F : Nf → R ∪ {∞} is measurable if and only if there
exists a number f0 ∈ R ∪ {∞} and a family (fn)n∈N of measurable, symmetric
functions fn : Xn → R ∪ {∞} such that F (0) = f0 and

F
( n∑
j=1

δxj
)

= fn(x1, . . . , xn) (2.3)

for all n ∈ N and (x1, . . . , xn) ∈ Xn.

The proposition allows us to switch back and forth between symmetric functions
of labelled points x1, . . . , xn and functions of point configurations. As an example,
let us look at a function that is a sum of pair contributions.

Example 2.12. Let v : [0,∞)→ R∪{∞} be a pair potential. Set U0 := 0, U1(x) ≡ 0,
and

Un(x1, . . . , xn) :=
∑

1≤i<j≤n

v(|xi − xj |). (2.4)

for n ≥ 2. The associated map U : Nf → R ∪ {∞} is given by

U(η) = 1
2

∑
x∈Sη

v(0)nx(η)
(
nx(η)− 1

)
+ 1

2

∑
x,y∈Sη :
x 6=y

v(|x− y|)nx(η)ny(η)

Proposition 2.11 guarantees that if v is measurable, then so is U .

Proof of Proposition 2.11. “⇒” Let F : Nf → R ∪ {∞} be measurable. Define
f0 := F (0) and for n ∈ N, define fn(x1, . . . , xn) by (2.3). Each fn is clearly
symmetric. The measurability follows from Corollary 2.6 (write fn = F ◦ ϕn).

“⇐” Let f0 ∈ R∪ {∞} and fn, n ∈ N, be symmetric measurable functions from
Xn to R ∪ {∞}. We define F : Nf → R ∪ {∞} by F (0) := f0 and by (2.3). The
function F is well-defined because every finite counting measure can be represented
as a sum of Dirac measures by Lemma 2.2, and because fn(x1, . . . , xn) is indepen-
dent of the chosen representation by the symmetry of fn. It remains to check that
F is measurable.

For k ∈ N0, set Fk := 1l{NX=k}F . Since
∑m
k=0 Fk → F as m→∞ and sums and

pointwise limits of measurable functions are again measurable, it is enough to show
that each Fk is measurable. For k = 0, we note that F0 = 1l{NX=k}f0 with constant
f0 so F0 is measurable.
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For k ≥ 1, we proceed as follows. Let Dk be the class of measurable sets B ⊂ Xk
such that the map Gk : Nf → R, uniquely defined by

Gk(

k∑
j=1

δxj ) =
1

k!

∑
σ∈Sk

1lB(xσ(1), . . . , xσ(k)) (2.5)

for all x1, . . . , xk ∈ Xk, and Gk(η) = 0 if NX(η) 6= k, is measurable. We use a
Dynkin system argument to check that Dk = X⊗k.

For B = Xk, the associated function Gk is Gk = 1l{NX=k} which is measurable,

so Xk ∈ Dk. If (Bn)n∈N is a sequence of disjoint sets in Dk, the function Gk
associated with B =

⋃
n∈NBn is the sum of the functions associated with the Bn’s,

hence measurable. Thus Dk is closed with respect to disjoint countable unions.
Similarly, if A ⊂ B and A,B ∈ Dk, the function Gk associated with B \ A is the
difference of the functions associated with B and A. Thus Dk is closed with respect
to proper differences. Altogether we find that Dk is a Dynkin system.

Let Ck be the collection of Cartesian products of sets B1×· · ·×Bk of measurable
sets such that for all i, j, we have either Bi∩Bj = ∅ or Bi = Bj . Cartesian products
of this form are in Dk: consider for example k = 3 and B1 = B2, B1 ∩ B3 =
∅, then the function G associated with B = B1 × B2 × B3 is proportional to
1l{NX=3, NB1

=2, NB3
=1}, which is measurable. Similar considerations apply to the

general case and show B1 × · · · × Bk ∈ Dk. Thus Ck ⊂ Dk. Ck is closed under
pairwise intersections. Since every Cartesian product A1 × · · · ×Ak of measurable
sets is a finite union of sets B1 × · · · × Bk ∈ Ck, and Cartesian products generate
X⊗k, we have σ(Ck) = X⊗k.

Theorem A.1 shows Dk = X⊗k. Taking linear combinations of indicators and
then pointwise monotone limits, we see that we can replace the indicator in (2.5)
by any non-negative measurable function gk and still obtain a measurable function
Gk. In particular we can choose gk = fk as any symmetric measurable function,
which concludes the proof. �

Among the observables, a special role is played by local and quasi-local observables.
For η ∈ N and Λ ∈ X , define ηΛ ∈ N by

ηΛ(B) := η(B ∩ Λ) (B ∈ X ).

Equivalently,

ηΛ :=
∑

x∈Sη∩Λ

nx(η)δx.

The configuration ηΛ is obtained from η by keeping the points that are in Λ, dis-
carding the rest.

Definition 2.13.

• An observable F is local if for some bounded Λ ∈ Xb, we have

∀η, γ ∈ N : ηΛ = γΛ ⇒ F (η) = F (γ). (2.6)

• An observable is quasilocal if it is the uniform limit of a sequence of bounded
local observables.

Because of (ηΛ)Λ = ηΛ, the condition (2.6) is equivalent to

∀η ∈ N : F (η) = F (ηΛ). (2.7)
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Proposition 2.11 with the observation ηΛ ∈ Nf can be used to show that there is a
one-to-one correspondence between local observables satisfying (2.6) and sequences
(fn)n∈N0 of symmetric, measurable functions fn : Λn → R.

Let AΛ denote the set of bounded local observables that satisfy (2.6),

Aloc = ∪Λ∈Xb
AΛ

the set of local observables, and A the set of quasilocal observables. A is the
closure of Aloc with respect to the supremum norm || · ||∞ in the space L∞(N ,N)
of bounded observables:

Aloc ⊂ Aloc
||·||∞

= A ⊂ L∞(N ,N). (2.8)

We will often want to check that some property holds for all local observables, but
prefer to check it for particularly simple subset of observables H only.

Proposition 2.14. Let M⊂ L∞(N ,N) and H ⊂M. Suppose that:

• H is closed with respect to products (f, g ∈ H ⇒ fg ∈ H) and σ(H) = N.
• 1 ∈M.
• M is a vector space.
• If (fn)n∈N is a monotone-increasing sequence of non-negative functions in
M such that fn ↗ f for some bounded function f : N → R, then f ∈M.

Then M = L∞(N ,N).

A typical choice for H could be the collection of indicator functions of cylinder
sets {NB1

= k1, . . . , NB` = k`} with ` ∈ N, B1, . . . , B` ∈ Xb, k1, . . . , k` ∈ N0.
Other possible choices are H = Aloc or H = A; for these choices Proposition 2.14
characterizes the class of bounded observables as the smallest linear vector space
M of bounded maps that contain the local observables and is closed with respect
to pointwise monotone limits of uniformly bounded sequences. This information
complements the inclusions (2.8).

Proof of Proposition 2.14. The proposition is a direct consequence of the functional
monotone class theorem, see Theorem A.2. The latter ensures that M contains all
bounded σ(H)-measurable functions. Since σ(H) = N by our set of assumptions,
we have L∞(N ,N) ⊂ M. We have assumed M ⊂ L∞(N ,N) so we must have
M = L∞(N ,N). �

2.4. Poisson point process.

Theorem 2.15. Let ν be locally finite measure on X (i.e., ν(B) < ∞ for every
B ∈ Xb). There exists a uniquely defined probability measure P on (N ,N) such
that:

(i) P(NB = k) = 1
k!ν(B)k exp(−ν(B)), for every k ∈ N0 and B ∈ Xb.

(ii) For every m ∈ N and all pairwise disjoint sets B1, . . . , Bm ∈ X , the vari-
ables NB1

, . . . , NBm are independent.

Definition 2.16. Let ν be a locally finite measure on X. A Poisson point pro-
cess with intensity measure ν is a point process whose distribution P satisfies the
conditions (i) and (ii) from Theorem 2.15.

For later purpose we note that if P is the distribution of a Poisson point process
with intensity measure ν, then for all ∆ ∈ Xb,

E[N∆] = ν(∆). (2.9)
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Before we come to the proof of Theorem 2.15, we give another characterization.

Theorem 2.17. Let ν be a locally finite measure on X and P a probability measure
on N . Then P is the distribution of a Poisson point process with intensity measure
ν if and only if for all Λ ∈ Xb and all F ∈ L∞(N ,N)

E[F (ηΛ)] = e−ν(Λ)

(
F (0) +

∞∑
n=1

1

n!

∫
Λn
F (δx1 + · · ·+ δxn)dνn(x)

)
. (2.10)

The theorem is proven at the end of this section. It shows that expectations of local
observables with respect to Poisson point processes can be computed by a fairly
explicit formula, breaking things down to a series and integrals on Xn. Moreover we
recognize, for X = Rd and ν = z Leb, the type of sum encountered in Proposition 1.2
for the ideal gas.

Proposition 2.18. Let ν be a finite, non-zero measure on X. Let M and (Xj)j∈N be
independent random variables, defined on some common probability space (Ω,F ,P),
such that M is integer-valued and has Poisson distribution with parameter ν(X) and

the Xj’s are i.i.d. with distribution P(Xj ∈ B) = ν(B)/ν(X). Then Z :=
∑M
j=1 δXj

is a Poisson point process with intensity measure ν.

Proof. First we note that NX(Z) = M < ∞ so Z takes values in Nf ⊂ N ; the
measurability follows with the help of Corollary 2.6 and the decomposition

Z =

∞∑
m=0

1l{M=m}

m∑
j=1

δXj . (2.11)

So Z is indeed a point process, i.e., a N -valued random variable.
Let m ∈ N and B1, . . . , Bm ∈ X be disjoint sets. Adding X\∪mj=1Bj if necessary,

we may assume without loss of generality that ∪mj=1Bj = X. Pick k1, . . . , km ∈ N0.
Set k := k1 + · · ·+ km. Then

P
(
NB1

(Z) = k1, . . . , NBm(Z) = km
)

= P

M = k,

k∑
j=1

1l{Xj∈B1} = k1, . . . ,

k∑
j=1

1l{Xj∈Bm} = km


=
ν(X)k

k!
e−ν(X)

(
k

k1, . . . , km

)(
ν(B1)

ν(X)

)k1

· · ·
(
ν(Bm)

ν(X)

)km
=

m∏
j=1

ν(Bj)
kj

kj !
e−ν(Bj).

It follows that NBj (Z), . . . , NBm(Z) are independent Poisson variables with re-
spective parameters ν(Bj), hence Z is a Poisson point process with intensity mea-
sure ν. �

Remark. Suppose that ν has bounded support, i.e., there exists some Λ ∈ Xb such
that ν(X \ Λ) = 0. Then we can choose the random variables Xj in the proof of
Proposition 2.18 in such a way that Xj(ω) ∈ Λ for all ω ∈ Ω, which then implies
NX\Λ(Z(ω)) = 0 for all ω 2

2For general Poisson point process Z with intensity measure ν supported in Λ, we can only
say that NX\Λ(Z) = 0 P-almost surely.
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Proof of Theorem 2.15. Uniqueness. Conditions (i) and (ii) determine the distri-
butions of (NB1 , . . . , NBm) with m ∈ N, B1, . . . , Bm ∈ Xb, uniquely, so P is unique
by Proposition 2.8.

Existence. For n ∈ N, let Λn := B(0, n) be the closed ball with radius n centered
at the origin, and νn(A) := ν(A ∩ (Λn \ Λn−1)), with the convention Λ0 := ∅.
Notice ν =

∑∞
n=1 νn. Each νn is finite, so by Proposition 2.18, there is a Poisson

point process Zn with intensity measure νn. We may take (Zn)n∈N as independent
variables defined on some common probability space (Ω,F ,P). Moreover we may
assume NX\Λn(Zn(ω)) = 0 for all ω ∈ Ω.

We claim that Z :=
∑∞
n=1 Zn is a Poisson point process with intensity measure ν.

For each ω ∈ Ω, Z(ω) is a measure on X, we need to check that it is a locally
finite counting measure. Let B ∈ Xb and k large enough so that B ⊂ Λk. Then

NBj (Z(ω)) = 0 for all ω ∈ Ω and j ≥ k+1 and NB(Z(ω)) =
∑k
j=1NB(Zj(ω)) ∈ N0

is finite. It follows that Z(ω) ∈ N , for every ω ∈ Ω. The measurability of Z : Ω→
N is left as an exercise.

Let B ∈ Xb and k ∈ N with B ⊂ Λk. By the previous paragraph, NB(Z) =∑k
j=1NB(Zj), so NB(Z) is the sum of Poisson variables with parameters νj(B),

j = 1, . . . , k, so it is itself a Poisson variable with parameter
∑k
j=1 νj(B) =∑∞

j=1 νj(B) = ν(B).

Finally let m ∈ N and B1, . . . , Bm ∈ X be pairwise disjoint sets. Then NBj (Zn),
j = 1, . . . ,m, n ∈ N, are independent. It follows that

∑
nNB1

(Zn), ...,
∑
nNBm(Zn)

are independent as well.
Consequently Z is a Poisson point process with intensity measure ν and its

distribution P satisfies the conditions (i) and (ii). �

Proof of Theorem 2.17. “⇐” Suppose that P satisfies Eq. (2.10) for all bounded
observables F and all Λ ∈ Xb. Choosing Λ, F = 1l{NΛ=k} we find that NΛ ∼
Poi(ν(Λ)). Let m ∈ N and B1, . . . , Bm ∈ Xb be pairwise disjoint. Let Λ :=
∪mj=1Bj ∈ Xb. Let k1, . . . , km ∈ N0 and k = k1 + · · · + km. If k = 0, then
k1 = · · · = km = 0 and

P(NB1 = 0, . . . , NBm = 0) = P(NΛ = 0) = e−ν(Λ) =

m∏
j=1

e−ν(Bj) =

m∏
j=1

P(NBj = 0).

If k ≥ 1, then

P(NB1
= k1, . . . , NBm = km)

=
1

k!
e−ν(Λ)

∫
Xk

1l{NB1
=k1,...,NBm=km}(δx1

+ · · ·+ δxk)dνk(x)

=
1

k!
e−ν(Λ)

(
k

k1, . . . , km

) m∏
j=1

ν(Bj)
kj =

m∏
j=1

P(NBj = kj).

(2.12)

It follows thatNB1
, . . . , NBm are independent if theBj ’s are bounded. IfB1, . . . , Bm ∈

X , let Λn = B(0, n) for n ∈ N, Λ0 = ∅, An = Λn\Λn−1. Then the variables NBj∩An
with j = 1, . . . ,m and n ∈ N, are independent; using NBj =

∑∞
n=1NBj∩An , we

deduce that NB1
, . . . , NBm are independent as well.

“⇒” Suppose that P satisfies the conditions (i) and (ii). For F = 1l{NB1
=k1,...,NBm=km}

with B1, . . . , Bm ∈ Xb and k1, . . . , km ∈ N0, let k = k1 + · · ·+ km and Λ = ∪mj=1Bj .
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Then

E[F (ηΛ)] = P(NB1
= k1, . . . , NBm = km)

which is equal to the right-hand side of Eq. (2.10) by a computation similar to (2.12).
Thus Eq. (2.10) holds true for all indicator functions of sets of the given form. For
general F the statement follows with a monotone class theorem. �

2.5. Janossy densities. Remember that X is equipped with a locally finite ref-
erence measure λ, for example, the Lebesgue measure on X = Rd or λ(B) = #B
on X = Zd. Write λn for the product measure on Xn. The Janossy densities play
a role analogous to probability densities of real-valued random variables; they are
called system of density distributions by Ruelle [49].

Definition 2.19. Let P be a probability measure on (N ,N). A family of functions
(jn,Λ)n∈N,Λ∈Xb

is a system of Janossy densities of P with respect to λ if they are
symmetric and for every non-negative test function f with f(0) = 0, we have

E
[
f(ηΛ)

]
=

∞∑
n=1

1

n!

∫
Λn
f(

n∑
j=1

δxj )jn,Λ(x1, . . . , xn)dλn(x). (2.13)

The Janossy densities, if they exist, are unique up to λn-null sets, and they deter-
mine the measure P uniquely.

Example 2.20 (Homogeneous Poisson point process). Let X = Rd and λ the Lebesgue
measure. Pick z > 0, and let Pz be the Poisson point process with intensity measure
z λ. The functions jn,Λ given by

jn,Λ(x1, . . . , xn) = zn exp(−z|Λ|)

form a system of Janossy densities. This follows from Theorem 2.17.

Example 2.21 (Binomial process). Take X = Rd, λ the Lebesgue measure, and ν a
probability measure on Rd with probability density p(x). Fix m ∈ N and consider
the binomial distribution P with sampling size m and sampling distribution ν. Then
P admits the Janossy densities

jk,∆(x1, . . . , xk) = m(m− 1) · · · (m− k + 1)(1− ν(∆))m−k
k∏
j=1

p(xj),

see Exercise 2.6.

Notice that the Janossy density jn,Λ depends on the window Λ. For this reason it
is often more convenient to work with other quantities, the correlation functions
defined in Section 2.7.

2.6. Intensity measure, one-particle density. Real-valued random variables
come with a bunch of associated quantities, e.g., expected values E[X], moments
E[Xk] and generating functions, which have analogues for point processes. We start
with the analogue of the expected value.

Lemma 2.22. Let f : X → R+ ∪ {∞} be a measurable function. Then the map
N → R+ ∪ {∞}, η 7→

∫
X fdη =

∑
x∈Sη nx(η)f(x) is measurable.
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Proof. Let If (η) :=
∑
x∈Sη nx(η)f(x). If f = 1lB for some B ∈ X , then If = NB

is measurable by the definition of the σ-algebra N. Taking linear combinations of
indicator functions and then monotone limits, we see that If is measurable for all
non-negative measurable f . �

Definition 2.23. Let P be a probability measure on (N ,N). The intensity measure
of P is the unique measure µ on (X,X ) such that

E

∑
x∈Sη

nx(η)f(x)

 =

∫
X
fdµ (2.14)

for all measurable f : X→ R+ ∪ {∞}. If µ is absolutely continuous with respect to

λ, the Radon-Nikodým derivative ρ1 = dµ
dλ is called one-particle density.

The intensity measure of a point process Z is the intensity measure of its distribu-
tion P, similarly for the one-particle density.

The existence and uniqueness of the intensity measure are easily checked. Choos-
ing f = 1lB we find that µ satisfies

∀B ∈ X : µ(B) = E[NB ], (2.15)

which determines it uniquely. For the existence, one defines µ by Eq. (2.15) and
checks that it is indeed a measure and that Eq. (2.14) holds true, see [33, Chapter
2.2]. In fact Eq. (2.15) is often taken as the definition of the intensity measure.
Eq. (2.14) is Campbell’s formula. It is usually written as

E
[∫

X
f(x)dη

]
=

∫
X
fdµ. (2.16)

For Poisson point processes, Definition 2.23 is consistent with the earlier terminol-
ogy because of (2.9).

Example 2.24. Let X = Zd and λ(B) = #B. Then the one-point correlation
function exists and is given by ρ1(x) = E[nx]. If in addition P(nx ≥ 2) = 0 for
all x ∈ Zd, then ρ1(x) = P(nx = 1) is the probability that there is a point at
x. However,

∑
x∈Zd ρ1(x) = E[NX] which is in general different from 1—the one-

particle density is not a probability density!

Example 2.25. Let X1, . . . , Xn be X-valued random variables. Let P be the distri-
bution of Z =

∑n
j=1 δXj . Then for any non-negative measurable f , we have

E

∑
x∈Sη

nx(η)f(x)

 = E

 n∑
j=1

f(Xj)

 .
It follows that the intensity measure of Z is the sum of the distributions of the Xj ’s.
If the joint distribution (X1, . . . , Xn) has a Radon-Nikodým derivative p(x1, . . . , xn)
with respect to λn, the one-particle density exists and is given by

ρ1(x) =
n∑
j=1

∫
Xn−1

p(y1, . . . , yj−1, x, yj+1, . . . , yn)dλn−1(y1, . . . , yj−1, yj+1, . . . , yn).

In particular, the one-particle density is a sum of one-dimensional marginals.
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2.7. Correlation functions. The Campbell equation (2.14) allows us to express
expectations of sums of one-particle functions in terms of the intensity measure
or, if it exists, in terms of the one-particle density. We may ask for a similar
representation of sums of functions associated with pairs or triplets of distinct
particles, for example, the energy of a configuration given in terms of a sum of
pair potentials as in (2.4). We need to formalize first what we mean by “sum over
n-tuples of distinct particles.”

Lemma 2.26. Let n ∈ N and f : Xn → R+ ∪ {∞} be measurable. Then there is a
uniquely defined, measurable map F : N → R+∪{∞} such that for all k ∈ N0∪{∞}
and all x1, x2, . . . ∈ X (not necessarily distinct),

F
( k∑
j=1

δxj

)
=
∑ 6=

(i1,...,in)

f(xi1 , . . . , xin) (2.17)

where the sum is over n-tuples (i1, . . . , in) with pairwise distinct entries in {1, . . . , k}
if k ∈ N, and pairwise distinct entries in N if k =∞.

We follow the convention that sums over empty sets are zero. If k ≤ n − 1, then
there is no way to choose n distinct indices out of 1, . . . , n and the function F
in (2.17) vanishes.

A more intrinsic way of writing the map F from Lemma 2.26 is the following.

Given η =
∑k
j=1 δxj ∈ N the n-th factorial measure η(n) is the measure on X⊗n

defined by

η(n) =
∑ 6=

(i1,...,in)

δ(xi1 ,...,xin ).

For example, for n = 2 and A,B ∈ Xb, we have η(2)(A×B) = η(A)η(B)−η(A∩B).
Given f : Xn → R ∪∞, the map F from Lemma 2.26 is given by

F (η) =

∫
Xn
fdη(n). (2.18)

Example 2.27. For n = 2 and f : X× X→ R+ ∪ {∞}, we have

F (η) =

∫
X2

fdη(2) =
∑
x∈Sη

nx(η)(nx(η)− 1)f(x, x) +
∑

x,y∈Sη :
x 6=y

nx(η)ny(η)f(x, y).

Proof. The function F , if it exists, is clearly unique. Let m ∈ N ∪ {∞} and

y1, y2, . . . ∈ X such that
∑m
j=1 δyj =

∑k
j=1 δxj . Then m = k and there exists a

bijection σ : N → N if m = k = ∞, or σ ∈ Sk if m = k < ∞, such that xi = yσ(i)

for all i. Then∑6=

(j1,...,jn)

f(yj1 , . . . , yjn) =
∑6=

(i1,...,in)

f(yσ(i1), . . . , yσ(in)) =
∑6=

(i1,...,in)

f(xi1 , . . . , xin)

and it follows that F is well-defined.
The measurability for n = 1 has already been checked in Lemma 2.22. For n = 2,

consider first indicator functions f = 1lA×B with A,B ∈ X . If A and B are disjoint,
then F = NANB , which is measurable. If A = B, then F = NA(NA − 1), which is
again measurable. For general A,B, we note

1lA×B = 1l(A\B)×(B\A) + 1l(A\B)×(A∩B) + 1l(A∩B)×(B\A) + 1l(A∩B)×(A∩B)
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hence the function F associated with 1lA×B is given by

F = NA\BNB\A +NA\BNA∩B +NA∩BNB\A +NA∩B(NA∩B − 1)

= NANB −NA∩B .

which is again measurable. Note that the first line in the previous equation is
always well-defined as a sum of non-negative terms, whereas the second line could
be problematic if NA∩B is infinite.

Now fix Λ ∈ Xb and let DΛ consist of those D ∈ X⊗2, D ⊂ Λ2, for which the
function FD associated with f = 1lD is measurable. We have just checked that D
contains all Cartesian products A × B of measurable subsets A,B ⊂ Λ, hence in
particular Λ×Λ. If C,D ∈ DΛ, then FC(η) ≤ FD(η) ≤ ND(η)2 <∞ because D ⊂ Λ
is bounded and η is locally finite. Therefore FD\C = FD − FC is well-defined and
measurable, thus D\C ∈ DΛ. Finally let (Dn)n∈N be a sequence of pairwise disjoint
sets in DΛ. Given η =

∑
j δxj , let η(2) =

∑
i6=j δ(xi,xj), then FDn =

∫
X2 1lDndη(2)

and the σ-additivity of the measure η(2) shows FD =
∑∞
n=1 FDn , hence D ∈ DΛ.

Thus DΛ is a Dynkin system containing CΛ of Cartesian products of measurable
subsets of Λ. It follows that DΛ contains all measurable subsets of Λ× Λ.

Every A ∈ X is the countable union of disjoint bounded measurable sets (think
An = A∩ (B(0, n+ 1)\B(0, n))), so invoking again the σ-additivity of the measure
η(2) from the previous paragraph, we find that the function FA associated with
A ∈ X is measurable. To conclude the case n = 2, we take linear combinations and
monotone increasing limits.

The proof in the general case is similar and based on the obervation that the
function F associated with indicators of Cartesian sets is a sum of of polynomials
of the form

F =

r∏
k=1

NAk(NAk − 1) · · · (NAk − nk + 1) (2.19)

with A1, . . . , Ar ∈ X pairwise disjoint, n1, . . . , nr ∈ N, and n1 + · · ·+ nr = n. �

Definition 2.28 (Factorial moment measures / correlation functions). Let P be a
probability measure on (N ,N), and n ∈ N. The n-th factorial moment measure is
the uniquely defined measure αn on Xn such that for all measurable f : Xn → [0,∞],
and F given by (2.17), we have

E[F ] =

∫
Xn
fdαn. (2.20)

The n-point correlation function or n-th factorial moment density ρn, if it exists,
is the Radon-Nikodým derivative of αn with respect to λn.

For n = 1, we recover the intensity measure and one-point correlation function. We
can rewrite Eq. (2.20) with the factorial measure η(n) as

E

[∫
Xn
fdη(n)

]
=

∫
Xn
fdαn =

∫
Xn
fρndλn.

Example 2.29. If f = 1lA×···×A is the indicator function of the n-th Cartesian
product of A ∈ X , then

F = NA(NA − 1) · · · (NA − n+ 1)
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and we find

αn(An) =

∫
An

ρndλn = E
[
NA(NA − 1) · · · (NA − n+ 1)

]
,

whence the name factorial moment measure.

Example 2.30. Let n = 2 and f = 1lA×B with disjoint A,B ∈ X . Then F = NANB
and we find

α2(A×B) =

∫
A×B

ρ2(x, y)dλ(x)dλ(y) = E[NANB ].

Expectations of products are closely related to covariances and correlation coeffi-
cients, which explains the name correlation functions.

Example 2.31. Take X = Zd and λ(B) = #B. Then the correlation functions exist
and can be expressed as mixed factorial moments of occupation numbers nx(η)
similar to (2.19). For example,

ρ2(x, y) =

{
E[nx(nx − 1)], x = y,

E[nxny], x 6= y.

Proposition 2.32. Suppose that the probability measure P admits a system of
Janossy densities (jn,Λ)n∈N,Λ∈Xb

. Then the correlation functions exist and for all
n ∈ N, Λ ∈ Xb, λn-almost all (x1, . . . , xn) ∈ Λn, we have

ρn(x1, . . . , xn) =

∞∑
m=n

1

(m− n)!

∫
Λm−n

jm,Λ(x1, . . . , xm)dλ(xn+1) · · · dλ(xm)

(2.21)
where the summand for m = n is interpreted as jn,Λ(x1, . . . , xn).

Notice that the Janossy densities on the right-hand side depend on Λ but the
correlations functions on the left-hand side do not.

Proof. Fix Λ ∈ Xb, n ∈ N, f : Xn → R+ measurable, and define F by (2.17).
Assume that f vanishes on X \ Λ. Then F (η) = F (ηΛ) for all η, F (η) = 0 for
NΛ(η) ≤ n− 1, and

E[F ] =

∞∑
m=n

1

m!

∫
Λm

F (δx1 + · · ·+ δxn)jm,Λ(x)dλk(x)

=

∞∑
m=n

1

m!

∫
Λm

∑6=

1≤i1,...,in≤m

f(xi1 , . . . , xin)jm,Λ(x1, . . . , xm)dλm(x).

The inner sum is a sum over m(m− 1) · · · (m− n+ 1) = m!/(m− n)! terms. Since
the Janossy densities are symmetric functions, the n-dimensional marginals are
independent of the precise choice of indices i1, . . . , in. Thus

E[F ] =

∫
Λn
f(x1, . . . , xn)un,Λ(x1, . . . , xn)dλn(x)

with un,Λ given by the right-hand side of (2.21). It follows that∫
Λn
f(x1, . . . , xn)ρn(x1, . . . , xn)dλn(x) =

∫
Λn
f(x1, . . . , xn)un,Λ(x1, . . . , xn)dλn(x).

(2.22)
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This holds true for all non-negative measurable f , hence ρn = un,Λ, λn-almost
everywhere in Λn. �

Example 2.33 (Homogeneous Poisson point process / ideal gas). Let X = Rd, λ =
Leb the Lebesgue measure, z > 0, and P the Poisson point process with intensity
measure z Leb. Remember jn,Λ = zn exp(−zλ(Λ)

ρn(x1, . . . , xn) =

∞∑
m=n

1

(m− n)!

∫
Xm−n

zme−z|Λ|dxm+1 · · · dxn

= zne−z|Λ|
∞∑
m=n

1

(m− n)!

(
z|Λ|)m−n = zn.

Proposition 2.32 shows that ρn inherits the symmetry of the Janossy densities.

Corollary 2.34. Let P be a probability measure on (N ,N). The correlation func-
tions, if they exist, are symmetric functions, i.e.,

ρn(xσ(1), . . . , xσ(n)) = ρn(x1, . . . , xn) (2.23)

for all n ∈ N, σ ∈ Sn, and λn-almost all (x1, . . . , xn) ∈ Xn.

Finally we address signed observables. If in Lemma 2.26 the function f(x1, . . . , xn)
takes both negative and positive values, we need to worry about the convergence
of the sum in (2.17).

Proposition 2.35. Let P be a probability measure on (N ,N). Fix n ∈ N and a
measurable f : Xn → R. Suppose that

∫
Xn |f |dαn < ∞. Then the right-hand side

in (2.17) is absolutely convergent for P-almost all η =
∑
j δxj ∈ N . Moreover the

function F defined by (2.17) satisfies E|F | <∞ and E[F ] =
∫
Xn fdαn.

Proof. Write f = f+ − f− with f± ≥ 0 the positive and negative parts of f . Let
F± : N → R+ ∪ {∞} be the functions associated to f± by Lemma 2.26. By the
assumption of f , we have E[F+] =

∫
Xn f+dαn <∞, hence F+(η) <∞ for P-almost

all η. A similar argument applies to F−. Thus F+ +F− <∞, P-almost surely. The
proposition then follows from F = F+ − F− and |F | = F+ + F−. �

2.8. Generating functionals and Ruelle bound. Let P be a probability mea-
sure on (N ,N).

Definition 2.36. For f : X→ [0,∞) ∪ {∞} measurable, set

LP[f ] := E
[
exp
(
−
∑
x∈Sη

nx(η)f(x)
)]

= E
[
exp
(
−
∫
X
fdη

)]
with the convention exp(−∞) = 0. LP[·] is the (extended) Laplace functional of P.

The qualificative “extended” is sometimes added to indicate that the domain of LP

is chosen to include functions that may take the value ∞. If f takes some negative
values but E[exp(−

∑
x∈X nx(η)f(x))] exists, by a slight abuse of notation we use

the same letter LP[f ] in this situation as well.

Definition 2.37. For h : X→ [0, 1] measurable, set

GP[h] := E
[ ∏
x∈Sη

h(x)nx(η)
]
.

GP[·] is the probability generating functional of P.
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Notice

GP[h] = LP[− log h] (2.24)

with the convention − log 0 =∞.

Example 2.38. Let P be the distribution of a Poisson point process with intensity
measure ν. Then for all non-negative f , we have

LP[f ] = exp

(
−
∫
X

(1− e−f(x))dν(x)

)
with the usual convention exp(−∞) = 0. Indeed, suppose first that f vanishes
outside some bounded set Λ ∈ Xb. Then η 7→ exp(−

∫
X fdη) is in AΛ and by

Theorem 2.17, we have

LP[f ] = e−ν(Λ)

(
1 +

∞∑
n=1

1

n!

∫
Λn

e−
∑n
j=1 f(xj)dνn(x)

)

= exp

(
−
∫

Λ

(1− e−f(x))dν(x)

)
= exp

(
−
∫
X

(1− e−f(x))dν(x)

)
For general non-negative f , let fn := f1lB(0,n). Then

LP[fn] = exp

(
−
∫
X

(1− e−fn(x))dν(x)

)
. (2.25)

Moreover fn ↗ f so by monotone convergence,
∫
X fndη ↗

∫
X fdη and by dom-

inated convergence (note exp(−
∫
X fndη) ≤ 1), LP[fn] → LP[f ]. We also have

0 ≤ 1− exp(−fn)↗ 1− exp(−f) so
∫
X(1− exp(−fn))dν →

∫
X(1− exp(−f))dν by

monotone convergence. Passing to the limit in Eq. (2.25) we obtain the expression
for LP[f ].

The functionals are the analogues of the Laplace transform and probability gen-
erating function of integer-valued random variables. The analogy proves helpful
in understanding the relation between the Laplace functional and the correlation
functions. Let N be a random variable with values in N0, defined on some prob-
ability space (Ω,F ,P). Let t ≥ 0 and s = exp(−t) − 1. A formal computation
yields

E
[
e−tN

]
= E[(1 + s)N ] = E

[ N∑
k=0

(
N

k

)
sN
]

=

∞∑
k=0

sk

k!
E
[
N(N − 1) · · · (N − k + 1)

]
.

(2.26)
Eq. (2.26) shows how the Laplace transform might be expressed in terms of the
factorial moments. However the computation is formal because the exchange of
summation and expectations requires justification; in fact without assumptions on
N the factorial moments might be infinite. A sufficient condition for (2.26) to hold
true is that E[N(N − 1) · · · (N − k + 1)] ≤ ξk for some ξ > 0 and all k ∈ N0. The
following is an analogue of this condition.

Definition 2.39. Let P be a probability measure on (N ,N). Then P satisfies
Ruelle’s bound if all its correlation functions ρn(x1, . . . , xn) exist and satisfy the
condition

ρn(x1, . . . , xn) ≤ ξn (Rξ)

for some ξ > 0, all n ∈ N, and λn-almost all (x1, . . . , xn) ∈ Xn.
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Equivalently, if the factorial moment measures αn satisfy

αn(B) ≤ ξnλn(B)

for all n ∈ N and all B ∈ X⊗n.

Theorem 2.40. Suppose that P satisfies Ruelle’s bound. Then for all measurable
f : X→ R ∪ {∞} with ∫

X
|e−f(x) − 1|dλ(x) <∞,

we have

LP[f ] = 1 +

∞∑
n=1

1

n!

∫
Xn

n∏
j=1

(e−f(xj) − 1)ρn(x)dλn(x)

with absolutely convergent integrals and sums.

Remark. From exp(−f) − 1 ≥ −f we get f− ≤ | exp(−f) − 1| and under the
condition of the theorem,

∫
X f−(x)ρ1(x)dx < ∞. Proposition 2.35 then shows∫

X f−dη < ∞ for P-almost all η. Therefore
∫
X fdη is well-defined, but it can be

infinite; similarly, exp(−
∫
X fdη) is well-defined but can be zero.

Proof of Theorem 2.40. Let Λ ∈ Xb with f = 0 on X \ Λ. For |ρn| ≤ ξn, we have

1 +

∞∑
n=1

1

n!

∫
Xn

n∏
j=1

∣∣e−f(xj) − 1
∣∣ρn(x)dλn(x)

≤ exp

(
ξ

∫
X
|e−f(x) − 1|dλ(x)

)
<∞ (2.27)

which proves the absolute convergence. Write η =
∑n
j=1 δxj with n ∈ N0 ∪ {∞},

x1, . . . , xn ∈ X. If n <∞, we have

Φ(η) := e
−

∑
x∈Sη nx(η)f(x)

=

n∏
j=1

e−f(xj) = 1 +
∑
J⊂[n]:
J 6=∅

∏
j∈J

(
e−f(xj) − 1

)
.

If n = ∞ we observe that η ∈ N can only have finitely many particles in Λ. Let
m ∈ N0 be the number of those particles and assume without loss of generality that
these are x1, . . . , xm. Then

Φ(η) =

m∏
j=1

e−f(xj) =
∑
J⊂[m]

∏
j∈J

(
e−f(xj) − 1

)
=
∑
J⊂N

∏
j∈J

(
e−f(xj) − 1

)
with the convention that the product over the empty set is 1. Only finitely many
J ⊂ N give a non-zero contribution to the sum. Instead of summing directly over
subsets J , we can sum over integers k and then over subsets J with cardinality k,
which gives

Φ
( n∑
j=1

δxj

)
= 1 +

∞∑
k=1

1

k!

∑6=

(i1,...,ik)

k∏
r=1

(e−f(xir ) − 1). (2.28)

The factorial 1/k! comes in because we sum over ordered k-tuples (i1, . . . , ik) instead
of sets J = {i1, . . . , ik} of cardinality k. Only finitely many summands in (2.28)
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are non-zero. Let

Gk

( n∑
j=1

δxj

)
=
∑ 6=

(i1,...,ik)

k∏
r=1

(e−f(xir ) − 1) (2.29)

so that Φ = 1 +
∑∞
k=1

1
k!Gk. By Proposition 2.35 and Eq. (2.27), we have

E[Gk] =

∫
Xk

k∏
j=1

(e−f(xj) − 1)ρk(x)dλk(x)

with
∑∞
k=1

1
k!E|Gk| < ∞. Therefore we can exchange summation and expectation

and find that

E[Φ] =

∞∑
k=1

1

k!
E[Gk]

which concludes the proof if f has bounded support. If f has unbounded support,
the bound (2.27) and Proposition 2.35 show that

∑
J⊂N

∣∣∣∣∣∣
k∏
j=1

(e−f(xj) − 1)

∣∣∣∣∣∣ <∞
for P-almost all η =

∑∞
j=1 δxj ∈ N . This together with Exercise 2.10 shows that

the identity Φ = 1 +
∑∞
k=1Gk/k! stays true, up to P-null sets, and the proof is

concluded as before. �

Ruelle’s bound (Rξ) says that the correlation functions of P are bounded by those
of a Poisson point process Pξλ with intensity measure ξλ. Notice that as k →∞,

Pξλ
(
NB = k) =

1

k!
(ξλ(B))ke−ξλ(B) ∼ 1√

2πk
e−k log(k/e)+k log(λξ(B))−ξλ(B)

by Stirling’s formula. The next lemma provides a similar bound for P(NB ≥ k),
which shows that P(NB ≥ k) goes to zero as k →∞ faster than any exponential: it
is highly unlikely that many particles accumulate in B. This is the intuitive content
of Ruelle’s bound.

Lemma 2.41. Let P satisfy condition (Rξ). Then we have, for all B ∈ Xb and all
k ∈ N,

P(NB ≥ k) ≤ exp

(
−
(
k log

k

ξλ(B)
− k + ξλ(B)

))
.

Proof. We have

E
[
etNB

]
= E

[
1 +

∞∑
n=1

1

n!
NB(NB − 1) · · · (NB − n+ 1)(et − 1)n

]
≤ 1 +

∞∑
n=1

1

n!
(et − 1)(ξλ(B))n = exp

(
ξ(et − 1)λ(B)

)
.

In passing from the first to the second line, we have used that summation and
expectations can because all terms are non-negative. (Alternatively, we may note
that E[exp(tNB)] = LP[−t1lB ] and use Theorem 2.40). By Markov’s inequality, we
have

P
(
NB ≥ k

)
≤ e−tkE

[
etNB

]
≤ exp

(
ξ(et − 1)λ(B)− tk

)
.



GIBBSIAN POINT PROCESSES 33

This holds true for all t > 0, so we may take the infimum over t on the right-hand
side. We evaluate

inf
t>0

(
ξ(et − 1)λ(B)− tk

)
= k − ξλ(B)− k log

k

ξλ(B)

and obtain the required bound. �

2.9. Moment problem. Inversion formulas. Mathematical physics often deals
with correlations functions only and disregards probability measures entirely. It is
therefore reassuring to know that, under some conditions, the correlation functions
determine the measure uniquely. This is analogous to the uniqueness part in the
moment problem of probability—is the probability distribution of a real-valued
random variable X uniquely determined by its moments E[Xn]?3

Theorem 2.42. Let P,Q be two probability measures on (N ,N). Suppose that P
and Q have identical correlation functions and that P satisfies Ruelle’s bound. Then
P = Q.

The theorem follows from Theorem 2.40 and the fact that the Laplace functional LP

determines the probability measure P uniquely, compare Propositions 2.10 and 4.12
in [33]. We provide an alternative proof based on an inversion of the relation
between correlation functions and Janossy densities from Proposition 2.32.

Theorem 2.43. Assume that P satisfies Ruelle’s condition. Then it admits a
system of Janossy densities (jn,Λ) and we have, for all non-empty Λ ∈ Xb, n ∈ N,
and λn-almost all (x1, . . . , xn) ∈ Xn,

jn,Λ(x1, . . . , xn) =

∞∑
k=0

(−1)k

k!

∫
Λk
ρn+k(x1, . . . , xn+k)dλ(xn+1) · · · dλ(xn+k).

(2.30)

Notice that Ruelle’s condition is sufficient to guarantee the absolute convergence of
the series in (2.30). Theorems 2.42 and 2.43 are proven at the end of the section.

For the proof of Theorem 2.43, we try to invert the mapping from Lemma 2.26.

Lemma 2.44. Let F,G : Nf → R. The following two conditions are equivalent:

(a) G(0) = F (0) and for all n ∈ N and x1, . . . , xn ∈ X,

G
( n∑
j=1

δxj
)

=
∑
J⊂[n]

F
(∑
j∈J

δxj

)
. (2.31)

(b) F (0) = G(0) and for all n ∈ N and x1, . . . , xn ∈ X,

F
( n∑
j=1

δxj
)

=
∑
J⊂[n]

(−1)n−#JG
(∑
j∈J

δxj

)
. (2.32)

Remark (Möbius inversion). Let (M,�) be a partially ordered set. Suppose that
it has a minimal element and that for every b ∈M , there are at most finitely many
elements with a � b. Then, given a weight function w : M → R we can define a
new weight by

ŵ(b) =
∑
a�b

w(a).

3In general, the answer is no, see [9, Chapter 2.3.e] for counter-examples.
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The mapping w 7→ ŵ can be inverted as

w(b) =
∑
a�b

ŵ(a)µ(a, b)

for some function µ(a, b), called Möbius function, that depends on (M,�) only.
Lemma 2.44 corresponds to the special case (M,�)= the finite subsets of N or-
dered by inclusion (with minimal element the empty subset) and weights w(I) =
F (
∑
i∈I δxi) for some given x1, x2, . . . ∈ X and given F . The Möbius function in

this example is µ(I, J) = (−1)#(J\I).

Proof of Lemma 2.44. To simplify notation, let us write f0 = F (0), fn(x1, . . . , xn) =
F (
∑n
j=1 δxj ), and define (gn)n∈N0

in an analogous fashion.

“(a) ⇒(b)”: We evaluate∑
J⊂[n]

(−1)n−#Jg#J

(
(xj)j∈J

)
= (−1)n

∑
J⊂[n]

(−1)#J
∑
I⊂J

fn(xI)

= (−1)n
∑
I⊂[n]

fn(xI)
∑
J⊂[n]:
J⊃I

(−1)#J .

If I = [n], the only contribution to the inner sum is from J = [n], which is (−1)n.
If I ( [n], we may write (think K = J \ I)∑

J⊂[n]:
J⊃I

(−1)#J = (−1)#I
∑

K⊂[n]\I

(−1)#K = (−1)#I
∏

k∈[n]\I

(1 + (−1)) = 0.

It follows that

fn(x1, . . . , xn) =
∑
J⊂[n]

(−1)n−#Jg#J

(
(xj)j∈J

)
which yields (b). The proof of the reverse implication “(b) ⇒ (a)” is similar and
therefore omitted. �

For Λ ∈ Xb, let NΛ = {η ∈ N | NX\Λ(η) = 0}. Notice NΛ ⊂ Nf .

Lemma 2.45. Let F,G : Nf → R be related by F (0) = G(0) and Eqs. (2.32)
and (2.31). Let Λ ∈ Xb. The following statements are equivalent:

(a) F (η) = 0 for all η ∈ Nf \ NΛ.
(b) G(η) = G(ηΛ) for all η ∈ Nf .

Moreover if F satisfies condition (a) we may extend G to N by setting for x1, x2, . . . ∈
X,

G
( ∞∑
j=1

δxj
)

=
∑
J⊂N

#J<∞

F
(∑
j∈J

δxj

)
. (2.33)

The sum on the right-hand side is finite and the extended function G satisfies (b’):
G(ηΛ) = G(η) for all η ∈ N .

Consequently the mapping K : F 7→ G is a bijection from the space of maps
F : Nf → R that are locally supported, meaning that they satisfy condition (a) of
the previous lemma for some bounded Λ ∈ Xb, to the space of local observables.
We call G = KF the K-transform of F and note that Lemma 2.44(b) provides a
formula for K−1G.
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Proof of Lemma 2.45. “(a)⇒ (b)”: The only relevant contributions in the sum
in (2.31) are from label sets J ⊂ [n] such that xj ∈ Λ for all j ∈ Λ. It follows that
G(ηΛ) = G(η).

“(b)⇒ (a)” Let η =
∑n
j=1 δxj ∈ N \ NΛ. Thus one of the xj ’s is in X \ Λ. We

may assume without loss of generality xn ∈ X \ Λ. Then

F
( n∑
j=1

δxj
)

=
∑

I⊂[n−1]

(−1)n−#I
(
G
(∑
j∈I

δxj
)
−G

(
δxn +

∑
j∈I

δxj
))

= 0.

Thus we have proven the equivalence (a)⇔ (b). Now suppose F satisfies condition
(a) and define G on N \ Nf by (2.33). The only relevant contributions are from
sets J such that xj ∈ Λ for all j ∈ J . Since any configuration η =

∑∞
j=1 δxj has at

most finitely many particles in Λ, this leaves us with a finite amount of non-zero
summands. Condition (b’) is checked as in the implication (a)⇒ (b). �

Lemma 2.46. Let F : Nf → [0,∞)∪{∞}. Define G : N → [0,∞)∪{∞} by (2.31)
and (2.33); thus G = KF . Then

E[G] = F (0) +

∞∑
k=1

1

k!

∫
Xk
F
( k∑
j=1

δxj
)
ρk(x)dλk(x). (2.34)

The statement also holds true if F : Nf → R is supported in NΛ for some Λ ∈ Xb

and if it satisfies

∞∑
k=1

1

k!

∫
Xk

∣∣F ( k∑
j=1

δxj
)∣∣ρk(x)dλk(x) <∞, (2.35)

in which case we also have E|G| <∞.

Proof. Let n ∈ N ∪ {∞} and x1, x2, . . . ∈ X. For k ∈ N, set fk(x1, . . . , xk) =
F (δx1

+ · · ·+ δxk). Eqs. (2.31) and (2.33) become (think #J = k)

G
( n∑
j=1

δxj
)

= F (0) +

n∑
k=1

1

k!

∑ 6=

(i1,...,ik)

fk(xi1 , . . . , xik). (2.36)

For non-negative F we can exchange summation and integration. The lemma fol-
lows from the definition of the correlation functions.

If F is real-valued, supported in NΛ, and satisfies condition (2.35), then for every
m ∈ N,

E[G1l{NΛ≤m}] = E[G(ηΛ)1l{NΛ≤m}] = F (0)+

m∑
k=1

1

k!

∫
Xk
F (δx1+· · ·+δxk)ρk(x)dλk(x)

with absolutely convergent integrals. The passage to the limit m → ∞ is justified
with dominated convergence: we have

|G(ηΛ)|1l{NΛ≤m}(η) ≤ |G(ηΛ)| = |G(η)|.

Since |G(ηΛ)| is given by an expression similar to (2.31) with F replaced with |F |,
the first part of the lemma together with condition (2.35) shows E[|G(ηΛ)|] < ∞.
Thus |G| is integrable and can be used as an m-independent majorizing function
for the dominated convergence theorem. �
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Proof of Theorem 2.43. Let G ∈ AΛ be a bounded local observable. Define F
by (2.32). Then for all n ∈ N and x1, . . . , xn ∈ X,

|F (

n∑
j=1

δxj )| ≤
(

sup
N
|G|
) ∑
J⊂[n]

1 =
(

sup
N
|G|
)

2n (2.37)

and F (η) = 0 for η ∈ N \ NΛ. If P satisfies Ruelle’s moment bound (Rξ), then
∞∑
n=1

1

n!

∫
Λn
|F (

n∑
j=1

δxj )|ρn(x)dλn(x) ≤ exp(2ξλ(Λ)) <∞.

Hence Lemma 2.46 applies and shows that E[G] is given by

E[G] = F (0) +

∞∑
n=1

1

n!

∫
Λn
F (

n∑
j=1

δxj )ρn(x)dλn(x)

= G(0) +

∞∑
n=1

1

n!

∫
Λn

∑
J⊂[n]

(−1)n−#JG
(∑
j∈J

δxj
)
ρn(x)dλn(x).

The sums and integrals are all absolutely convergent, so we can exchange the order
of operations. Exploiting the symmetry of the correlation functions, we deduce

E[G] = G(0) +

∞∑
n=1

1

n!

n∑
k=0

(
n

k

)
(−1)n−k

∫
Λk
G
( k∑
j=1

δxj
)
ρn(x)dλn(x)

= G(0)
(

1 +

∞∑
n=1

(−1)n

n!
E[NΛ(NΛ − 1) · · · (NΛ − n+ 1)]

)
+

∞∑
k=1

1

k!

∫
Λk
G
( k∑
j=1

δxj
)
uk,Λ(x1, . . . , xk)dλ(x1) · · · dλ(xk).

with

uk,Λ(x1, . . . , xk) =

∞∑
n=k

(−1)n−k

(n− k)!

∫
Λn−k

ρn(x)dλ(xk+1) · · · dλ(xn).

Specializing to G ∈ AΛ with G(0) = 0 and comparing with Definition 2.19, we
deduce that jk,Λ := uk,Λ forms a system of Janossy densities. (Note that it is
enough to check (2.13) for bounded observables.) �

Proof of Theorem 2.42. Let P and Q satisfy Ruelle’s condition and have identical
correlation functions. Theorem 2.43 shows that P and Q admit a system of Janossy
densities, and that their Janossy densities coincide. By the definition of Janossy
densities, this shows

∫
N fdP =

∫
N fdQ for all f ∈ Aloc, hence P = Q. �

Finally we address the question of the existence of a probability measure that
has a given family of functions as correlation functions.

Theorem 2.47. Let (ρn)n∈N be a family of symmetric functions ρn : Xn → R+ with
ρn ≤ ξn λn-a.e., for all n ∈ N and some ξ > 0. Then the ρn’s are the correlation
functions of some probability measure P on N if and only if for all Λ ∈ Xb, all
n ∈ N, and λn-almost all (x1, . . . , xn) ∈ Λn, we have

∞∑
k=0

(−1)k

k!

∫
Λk
ρn+k(x1, . . . , xn+k)dλ(xn+1) · · · dλ(xn+k) ≥ 0 (2.38)
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and for all Λ ∈ Xb,

1 +

∞∑
k=1

(−1)k

k!

∫
Λk
ρk(x)dλk(x) ≥ 0. (2.39)

The non-negativity conditions are sometimes called Lenard positivity ; they go back
to [35]. It is instructive to work out an alternative formulation in terms of measures
rather than densities: Given the family (ρn)n∈N, define a measure α on Nf by the
requirement∫

Nf

F dα = F (0) +

∞∑
k=1

1

k!

∫
Xk
F (δx1

+ · · ·+ δxk)ρk(x)dλk(x) (2.40)

for all non-negative measurable F : Nf → R+ ∪{∞}. If the ρn’s are the correlation
functions of some probability measure P, then α is called the correlation measure
of P and Lemma 2.46 says that∫

N
(KF )dP =

∫
Nf

F dα. (2.41)

for every locally supported F : Nf → R ∪ {∞} that is non-negative or satisfies∫
Nf
|F |dP <∞. Choosing F = K−1G with G ∈ Aloc, we get∫

N
GdP =

∫
Nf

(K−1G) dα

hence

G ≥ 0 ⇒
∫
Nf

(K−1G) dα ≥ 0. (2.42)

Lenard positivity amounts to asking that the implication (2.42) holds true for all
G ∈ Aloc.

Proof of Theorem 2.47. “⇒” If the ρn’s are the correlation functions of some prob-
ability measure P, then Eq. (2.38) is the formula for the Janossy-densities, which
must be non-negative (up to λn-null sets). The expression (2.39) is treated with
the help of Exercise 2.8.

“⇐” Let jn,Λ(x1, . . . , xn) and j0,Λ be the expressions from (2.38) and (2.39),
respectively. The functions jn,Λ are well-defined, symmetric, and non-negative, but
we do not yet know that they are the Janossy densities of some measure P. For
Λ ∈ Xb and A ∈ N with A ⊂ NΛ, set

PΛ(A) := 1lA(0)j0,Λ +

∞∑
k=1

1

k!

∫
Λk

1lA(δx1 + · · ·+ δxk)jk,Λ(x)dλk(x).

One easily checks that PΛ defines a measure on NΛ. We claim that it is in fact a
probability measure. Proceeding as in the proof of Theorem 2.43, one checks that

PΛ(A) = ϕ(1lA ◦ πΛ)

where πΛ(η) = ηΛ and ϕ : Aloc → R is given by

ϕ(g) =

∫
Nf

(K−1g)dα = (K−1g)(0)+

∞∑
k=1

1

k!

∫
Xk

(K−1g)(δx1
+· · ·+δxk)ρk(x)dλk(x).
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In particular, PΛ(NΛ) = ϕ(K−11). For n ∈ N and x1, . . . , xn ∈ X, we have

(K−11)
( n∑
j=1

δxj ) =
∑
I⊂[n]

(−1)n−#I = (−1)n(1 + (−1))#I = 0.

By definition of the K-transform, we also have K−11(0) = 1(0) = 1. Hence
K−11 = 1l{NX=0} and

PΛ(NΛ) =

∫
Nf

(K−11)dα = 1.

It follows that PΛ is a probability measure. The family (PΛ)Λ∈Xb
is a consistent

family : let ∆ ⊂ Λ and p : NΛ → N∆, η 7→ η∆, then we have, for measurable
A ⊂ N∆ and η ∈ N ,

1lp−1(A)(ηΛ) = 1lA(p(ηΛ)) = 1lA
(
(ηΛ)∆

)
= 1lA(η∆)

hence
PΛ(p−1(A)) = P∆(A).

By a variant of Kolmogorov’s extension theorem,4 there exists a uniquely defined
probability measure P on N such that P ◦ π−1

Λ = PΛ for all Λ ∈ Xb. The measure
P has the system of Janossy densities (jn,Λ)n∈N,Λ∈Xb

.
To conclude, it remains to check that the ρn’s are indeed the correlation functions

of P. This can be done with Proposition 2.32. Alternatively, we observe that

E[1lB ] = P(B) = ϕ(1lB) =

∫
Nf

(
K−11lB

)
dα

for all events B ∈ N that are local, i.e., 1lB ∈ Aloc. The identity extends to all
local observables g = Kf with

∫
Nf
|f |dα < ∞, which gives E[Kf ] =

∫
Nf
fdα. On

the other hand E[Kf ] is determined by the correlation functions by Lemma 2.46.
Comparing the two expressions one deduces that the ρn’s are indeed the correlation
functions of P. �

Remark. Another way to organize the proof of the implication “⇐”, especially if
we take (2.42) as a starting point (the reader should check that the latter readily
follows from (2.38) and (2.39)), is as follows. Let NΛ be the σ-algebra generated
by the counting variables NB with measurable B ⊂ Λ. It follows from Exercise 2.2
that B ∈ NΛ if and only if 1lB ∈ AΛ. Let

Z = {B ∈ N | 1lB ∈ Aloc} =
⋃

Λ∈Xb

NΛ

be the collection of local events. Note that Z is an algebra: it contains N and is
closed with respect to complements and finite unions. For B ∈ Z, set

P(B) =

∫
Nf

(K−11lB)dα. (2.43)

K−11lB is well-defined because 1lB is local, and
∫
Nf
|K−11lB |dα < ∞ because of

Ruelle’s bound and becauseK−11lB is locally supported. We have P(B) ≥ 0 because
of Eq. (2.42), P(N ) = 1 because of 1lN = 1 and K−11 = 1l{NX=0}, and P is clearly

4See [42, Proposition 1.3]. Note that the space (N ,N) is a standard Borel space: there exists a

metric d on N such that (i) (N , d) is a complete, separable metric space, and (ii) N is precisely the
associated Borel-σ-algebra. See for example [8, Appendix A.2.6]. Extension theorems for inverse

limits of standard Borel spaces are discussed in [39, Chapter 3].
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finitely additive. If we knew that P is continuous in the sense that limn→∞ P(An) =
0 for every decreasing sequence (An)n∈N in Z with ∩n∈NAn = ∅, then we would
conclude that P is in fact countably additive and extends to a probability measure P
on σ(Z) = N by Carathéodory’s extension theorem. Eq. (2.43) then shows that α
ist the correlation measure of P, or equivalently, the ρn’s are indeed the correlation
functions of P.

Now, for each Λ ∈ Xb, the restriction of P to the σ-algebra NΛ is countably
additive and continuous: indeed if An ∈ NΛ and An ↘ ∅, then K−11lAn ↘ 0 and
|K−11lAn | ≤ 1l{NX\Λ=0}2

NΛ , which is integrable against α, and one concludes with
dominated convergence.

So the missing link is to go from continuity (or σ-additivity) on NΛ to continuity
on N. This is exactly the non-trivial step taken care of in the proof of Kolmogorov-
type extension theorems [39, Chapter 3]. The step requires additional properties
from the measure spaces, which are inherited from the completeness and separability
of the metric space (X,dist).

2.10. Local convergence.

Definition 2.48 (Local convergence). A sequence (Pn)n∈N of probability measures

on (N ,N) converges locally to a probability measure P, written Pn
loc−→ P, if

∀f ∈ Aloc : lim
n→∞

∫
N
fdPn =

∫
N
fdP. (2.44)

A straightforward ε/3-argument shows that if Pn
loc−→ P, then the convergence in

Eq. (2.44) extends to all quasi-local observables f ∈ A.

Example 2.49 (Binomial and Poisson point process). Let (Λn)n∈N be an increasing
sequence in Xb such for every B ∈ Xb and all sufficiently large n, we have B ⊂ Λn;
for example, Λn = B(0, n). Let Zn be a binomial point process with sample size n
and sampling distribution νn(B) = λ(B ∩ Λn)/λ(Λn). Fix ρ > 0 and suppose that
n/λ(Λn)→ ρ. Proceeding as in the proof of Proposition 1.2, one can show that Zn
converges locally to a Poisson point process with intensity measure ρ λ.

Proposition 2.50. Let (Pn)n∈N be a sequence of probability measures that satisfy
the Ruelle bound (Rξ) for some n-independent ξ > 0. Suppose that (Pn)n∈N con-
verges locally to some probability measure P as n → ∞. Then P satisfies (Rξ) as
well.

Proof. Let α
(n)
k and αk be the factorial moment measures of Pn and P, respec-

tively. For B ∈ X⊗k, let f : N → [0,∞) ∪ {∞} be the observable defined by the
requirement

f
(∑̀
j=1

δxj
)

=
∑ 6=

(i1,...,ik)

1lB(xi1 , . . . , xik)

for all ` ∈ N0∪{∞} and x1, x2, . . . ∈ X, so that E[f ] = αk(B) and En[f ] = α
(n)
k (B).

Suppose that B ⊂ Λk for some Λ ∈ Xb. Then f is local but in general unbounded,
so the convergence (2.44) applies, a priori, to truncated versions of f only. For
m ∈ N, we have

E
[
f1l{NΛ≤m}

]
= lim
n→∞

En
[
f1l{NΛ≤m}

]
≤ lim sup

n→∞
α

(n)
k (B) ≤ ξkλk(B).
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By monotone convergence, E
[
f1l{NΛ≤m}

]
converges to E[f ] = αk(B) as m → ∞.

Thus αk(B) ≤ ξkλk(B). The lemma follows. �

The next theorem states that under Ruelle’s condition (Rξ), local convergence of
probability measures is equivalent to a suitably defined weak convergence of the
correlation functions.

Theorem 2.51. Let P and Pn, n ∈ N, be probability measures on (N ,N) that

satisfy condition (Rξ). Let ρ
(n)
k and ρk be their respective correlation functions.

Then (Pn)n∈N converges locally to P if and only if, for all k ∈ N and all f ∈
L1(Xk, λk), we have

lim
n→∞

∫
Xk
fρ

(n)
k dλk =

∫
Xk
fρkdλk. (2.45)

Remark. It is not needed to explicitly ask that P satisfies Ruelle’s bound. Indeed if
(Pn)n∈N converges locally to P, then P inherits Ruelle’s bound by Proposition 2.50.
Conversely, if we merely know that the correlation functions ρk of P exist and (2.45)

holds true for all f ∈ L1(Xk, λk), then ρ
(n)
k ≤ ξk implies∫

Xk
fρkdλk = lim

n→∞

∫
Xk
fρ

(n)
k dλk ≤

∫
Xk
fξkdλk

for all non-negative f ∈ L1(Xk, λk), hence ρk ≤ ξk λk-a.e.

Proof of Theorem 2.51. “⇒” Suppose that (Pn) converges to P locally. Fix k ∈ N
and f ∈ L1(Xk, λk). Let (Λm)m∈N be a sequence in Xb such that Λm ↗ Rd.
Set fm := f1l{|f |≤m}1lΛm and let Fm be the associated local observable from
Lemma 2.26,

Fm
(∑̀
j=1

δxj
)

=
∑ 6=

(i1,...,ik)

fm(xi1 , . . . , xik).

Similarly, let F be the observable associated with f ; by Proposition 2.35, it is
defined up to Pn-null sets and P-null sets. Fm is local and satisfies

|Fm| ≤ mNΛ(NΛ − 1) · · · (NΛ − k + 1) ≤ mNk
Λ.

We claim that limn→∞ En[Fm] = E[Fm] even though Fm is not bounded. Indeed
for every p ∈ N, we have

|En[Fm]− E[Fm]| ≤
∣∣En[Fm1l{NΛ≤p}]− En[Fm1l{NΛ≤p}]

∣∣
+mEn

[
Nk

Λ1l{NΛ>p}
]

+mE
[
Nk

Λ1l{NΛ>p}
]
. (2.46)

By the Cauchy-Schwarz inequality,

E
[
Nk

Λ1l{NΛ>p}
]
≤ (En

[
N2k

Λ

]
)1/2

(
Pn(NΛ > p)

)1/2
.

N2k
Λ can be written as a linear combination of factorial momentsNΛ(NΛ−1) · · · (NΛ−

r+1), Ruelle’s bound therefore implies that En[Nk
Λ] ≤ q(ξ) for some n-independent

polynomial q(ξ). By Lemma 2.41, we have (Pn(NΛ > p) ≤ δp(ξ) for some δp that
depends on ξ and p only and satisfies limp→∞ δp(ξ) = 0. Similar bounds apply if E
is replaced with En. Consequently given ε > 0, we can find p ∈ N such that

mEn
[
Nk

Λ1l{NΛ>p}
]
≤ ε/3, mEn

[
Nk

Λ1l{NΛ>p}
]
≤ ε/3.
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In (2.46) Fm1l{NΛ≤p} is local and bounded so given ε and p, we can find n0 such
that for all n ≥ n0, ∣∣En[Fm1l{NΛ≤p}]− En[Fm1l{NΛ≤p}]

∣∣ ≤ ε/3.
Altogether for all n ≥ n0, we have |En[Fm] − E[Fm]| ≤ ε. This proves En[Fm] →
E[Fm] as n→∞ at fixed m.

Next we observe

En
[
|F − Fm|

]
=

∫
Xk
|f − fm|ρ(n)

k dλk ≤
∫
Xk
|f − fm|ξkdλk =: εm

where εm is independent of n and goes to zero as m→∞. A similar bound applies
to E[|F −Fm|], and an ε/3-argument then shows En[F ]→ E[F ] which proves (2.45).

“⇐” Let G ∈ AΛ for some Λ ∈ Xb. Define F = K−1G. Then |F | ≤ 2NΛ sup |G|
and F vanishes on Nf \ NΛ. It follows that

|F (0)|+
∞∑
k=1

1

k!

∫
Xk
|F (δx1

+ · · ·+ δxk |ρk(x)dλk(x)

≤
∞∑
k=0

1

k!
(2ξλ(Λ)))k sup |G| ≤ e2ξλ(Λ) <∞.

Lemma 2.46 yields

En[G] = En[KF ] = F (0) +

∞∑
k=1

1

k!

∫
Xk
F
( k∑
j=1

δxj
)
ρ

(n)
k (x)dλk(x). (2.47)

A similar formula holds for E[G]. By (2.45), each integral in the sum in (2.47)
converges to

∫
Xk fkρkdλk with fk(x) = F (δx1

+ · · ·+ δxk). An ε/3-argument based
on∣∣∣En[G]−E[G]

∣∣∣ ≤ ∣∣∣ p∑
k=1

1

k!

∣∣∣∫
Xk
fk(ρ

(n)
k −ρk)dλk(x)

∣∣∣+2 sup |G|
∞∑

k=p+1

1

k!
(2ξλ(Λ))k

shows En[G]→ E[G]. �

The theorem has the following corollary (use dominated convergence):

Corollary 2.52. Let Pn, P, ρ
(n)
k , ρk be as in Theorem 2.51. Suppose that

lim
n→∞

ρ
(n)
k (x1, . . . , xk) = ρk(x1, . . . , xk) (2.48)

for all k ∈ N and λk-almost all (x1, . . . , xk) ∈ Xk. Then Pn
loc−→ P.

Finally we show that the set of probability measures that satisfy (Rξ) for a given
ξ > 0 is sequentially compact.

Theorem 2.53. Let Pn, n ∈ N be probability measures on (N ,N) that satisfy con-
dition (Rξ) for some n-independent ξ > 0. Then (Pn)n∈N has a locally convergent
subsequence.

The proof is based on diagonal sequences and the Banach-Alaoglu theorem from
functional analysis, which says that the unit ball in the dual of a Banach space
is compact in the weak∗-topology. Applied to the Banach space L1(Xk,X⊗k, λk)
with its dual L∞(Xk,X⊗k, λk), this shows that every bounded sequence (ϕn) in
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L∞(Xk,X⊗k, λk) has a subsequence (ϕnj )j∈N that converges in the weak∗ sense,
i.e., ∫

Xk
gϕnjdλ

k →
∫
Xk
gϕdλk

for some bounded measurable ϕ : Xk → R and all g ∈ L1(Xk,X⊗k, λk).

Proof. Let ρ
(n)
k be the correlation functions of P. Since ρ

(n)
k ≤ ξk, the Banach-

Alaoglu theorem in the form recalled above applies. For k = 1, it yields the existence

of a subsequence (ρ
(nj)
1 )j∈N and function ρ1 : X→ R+ with ||ρ1||∞ ≤ ξ such that

lim
j→∞

∫
X
fρ

(nj)
1 dλ =

∫
X
fρ1dλ

for every f ∈ L1(X, λ). Taking successive subsequences, we see that there are limit
functions ρk : Xk → R+ with ||ρk||∞ ≤ ξk and injective maps ψk : N → N such
that

lim
j→∞

∫
Xk
fρ

(ψk◦···◦ψ1(j))
k dλk =

∫
Xk
fρkdλk

for all f ∈ L1(Xk, λk). Set mj := ψj ◦ · · · ◦ ψ1(j), then we have for all k ∈ N and
all f ∈ L1(Xk, λk),

lim
j→∞

∫
Xk
fρ

(mj)
k dλk =

∫
Xk
fρkdλk. (2.49)

In view of Theorem 2.51, it remains to check that there is a probability measure
P such that the functions ρk are the correlation functions of P. Let αn and α be

the measures on Nf associated with the families (ρ
(n)
k )k∈N and (ρk)k∈N via (2.40).

As noted in (2.42), we have
∫
Nf

(K−1g)dαn ≥ 0 for all n ∈ N and all non-negative

g ∈ Aloc. It follows that∫
Nf

K−1gdα = lim
n→∞

∫
Nf

K−1gdαn ≥ 0.

Proceeding as in the proof of Theorem 2.43 or Theorem 2.47, one checks that for
all g ∈ AΛ, we have∫

Nf

K−1gdα = g(0)j0,Λ +

∞∑
k=1

1

k!

∫
Xk
g(δx1 + · · ·+ δxk)jk,Λ(x)dλk(x) (2.50)

where jk,Λ(x1, . . . , xk) and j0,Λ given by (2.38) and (2.39). For (2.50) to be non-
negative for all non-negative g ∈ AΛ, it is necessary that jk,Λ ≥ 0 for all k ∈ N0,
λk-a.e. Consequently the ρk’s satify the criteria of Theorem 2.47 and are the
correlation functions of some probability measure P. �

2.11. Summary.

• Configurations are modelled by locally finite counting measures η on (X,X ).
The space N of configurations is equipped with the smallest σ-algebra N
generated by sets of the form {NB = n} with B ∈ X .
• Probability measures on (N ,N) are uniquely determined by the joint dis-

tributions of the counting variables NB . The system of Janossy densities,
if it exists, plays a role analogous to the probability density of a real-valued
random variable.
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• Among the observables (measurable maps), we have singled out local ob-
servables and quasi-local observables. There is a one-to-one correspondence
between bounded local observables f ∈ AΛ and families (fn)n∈N0 of mea-
surable symmetric functions fn : Λn → R with supn ||fn||∞ <∞.
• The intensity measure and factorial moment measure (or the one-particle

density and the correlation functions) are analogous to the expected value
and factorial moments of a random variable. If a probability measure P
satisfies Ruelle’s moment bound (Rξ), then it is uniquely determined by its
correlation functions.
• The Poisson point processes form an important class of probability mea-

sures, for which the correlation functions and Laplace functional can be
computed explicitly.
• We work with the notion of local convergence of probability measures. If

a sequence (Pn)n∈N satisfies Ruelle’s bound (Rξ) for some n-independent
ξ > 0, then:

– It has a locally convergent subsequence, and every accumulation point
satisfies (Rξ) too.

– Local convergence of (Pn)n∈N is equivalent to a suitably defined weak
convergence of the correlation functions.

2.12. Exercises.

Exercise 2.1. Let X = R. Consider the set F of sets that are either countable or
have countable complement. Define η(A) = 0 if A is countable, and 1 if A is not
countable. Show that (a) F is a σ-algebra, (b) η is a measure, (c) η cannot be
written as

∑
x∈S nxδx with S countable and nx ∈ N.

Exercise 2.2. Fix a non-empty set Λ ∈ Xb and let NΛ := σ(NB : B ∈ X and B ⊂
Λ). Let F : N → R be N-measurable. Consider the following conditions:

(i) F (η) = F (ηΛ) for all η ∈ N , where ηΛ(B) := η(B ∩ Λ).
(ii) F is NΛ-measurable.

The purpose of this exercise is to check that (i) and (ii) are equivalent.

(a) Let ϕΛ : N → N , η 7→ ηΛ. Show that for every A ∈ N, ϕ−1
Λ (A) ∈ NΛ.

(b) Show that NΛ is the smallest σ-algebra among the σ-algebras F such that
ϕΛ, as a map from (N ,F) to (N ,N), is measurable.

(c) Prove (i) ⇔ (ii).

Hint : you can use the factorization theorem [33, Theorem A.3].

Exercise 2.3. Let f : X→ [0,∞) be measurable and F (η) :=
∑
x∈Sη f(x)nx(η).

(a) Provide a sufficient condition on f so that F is local. (You don’t need to
prove the measurability of F .)

(b) For X = Rd, Euclidean distance, Λn := B(0, n), prove or disprove the
following claim: if lim|x|→∞ f(x) = 0, then Fn defined by Fn(η) := F (ηΛn)
converges uniformly to F .

Exercise 2.4.

(a) Let A ∈ N. Show that if 1lA is quasi-local, then it is local.
(b) Assume that X is unbounded. Show that 1l{NX≥1} ∈ L∞(N ,N) \A, where
A is the set of bounded quasi-local observables.
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Exercise 2.5. Let Zj : Ω → N , j ∈ N, be a family of point processes defined on
some common probability space (Ω,F ,P). Suppose that

∑∞
j=1NB(Zj(ω)) <∞ for

all B ∈ Xb and ω ∈ Ω. Show that Z :=
∑∞
j=1 Zj is a a point process.

Exercise 2.6. Check the expression for the Janossy densities of the binomial point
process from Example 2.21.

Exercise 2.7. Let P be a probability measure on N with correlation functions
ρn(x1, . . . , xn).

(a) Show that if ρ2(x, y) = ρ1(x)ρ1(y) for all x, y ∈ X with x 6= y, then for all
disjoint A,B ∈ Xb, the variables NA and NB are uncorrelated.

(b) Suppose that P is the distribution of a Poisson point process. Prove or
disprove: for all n ∈ N and λn-almost all (x1, . . . , xn) ∈ Xn, we have
ρn(x1, . . . , xn) = ρ1(x1) · · · ρn(xn).

(c) Let A,B ∈ Xb be two disjoint sets. Suppose that the random variables ηA
and ηB are independent. Show that for all m,n ∈ N and λm+n-almost all
(x1, . . . , xm+n) ∈ Am ×Bn,

ρm+n(x1, . . . , xm+n) = ρm(x1, . . . , xm)ρn(xm+1, . . . , xm+n).

Exercise 2.8. Let P be a probability distribution on N . Suppose that the reference
measure λ is atom-free, i.e., λ({x}) = 0 for all x ∈ X, and that the two-point
correlation function ρ2(x, y) exists. Show that P(∃x ∈ X : nx(η) ≥ 2) = 0.

Exercise 2.9. Let P be a probability distribution on N and B ∈ Xb. Suppose that
P satisfies Ruelle’s bound (Rξ). Show that the avoidance probability P(NB = 0)
can be expressed as a series involving the correlation functions ρn.

Exercise 2.10. Let (an)n∈N be a sequence of real numbers.

(a) Suppose that
∑
J⊂N,#J<∞

∏
j∈J |aj | <∞. Show that

lim
n→∞

n∏
j=1

(1 + aj) = 1 +
∑
J⊂N:

#J<∞

∏
j∈J

aj .

(b) Prove or disprove: in (a) it is actually enough to assume
∑∞
j=1 |aj | <∞.

Exercise 2.11. Let P be a probability measure on N and Q the distribution of the
Poisson point process on X with intensity measure λ. Let PΛ, QΛ be the images of
P, Q under the projection N → NΛ, η 7→ ηΛ.

(a) P admits a system of Janossy densities (jn,Λ) if and only if each PΛ, Λ ∈ Xb,
is absolutely continuous with respect to QΛ.

(b) Suppose that P admits a system of Janossy densities. Let (ρk)k∈N be the
correlation functions of P. Find functions ϕΛ : NΛ → R+ such that

ρk(x1, . . . , xk) =

∫
NΛ

ϕΛ(δx1
+ · · ·+ δxk + η)dQΛ(η),

for all Λ ∈ Xb, k ∈ N, and x1, . . . , xk ∈ Λ.
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3. Gibbs measures in finite volume

The grand-canonical Gibbs measure in a finite volume Λ ∈ Xb, Λ 6= ∅ (with
empty boundary conditions), is a probability measure on NΛ = {NX\Λ = 0} that
depends on two parameters β, z > 0 and an energy function H. The quantities
enter in the combination zNΛ exp(−βH).

In statistical mechanics, β, z,H are physical quantities, called inverse temper-
ature, activity, and (potential) energy, and the grand-canonical Gibbs measure
models a system that can exchange particles and energy with its environment.

In stochastic geometry and spatial statistics, the Gibbs measure is one of sev-
eral models used to model random configurations. The function H is a way to
encode dependencies and deviations from the Poisson distribution—large values of
H correspond to unlikely configurations, H =∞ to forbidden configurations. The
parameter β controls how strongly the preferences encoded in H affect the prob-
ability measure (not at all for β = 0, very much for large β). The parameter z
controls the number of particles per unit volume.

3.1. Energy functions and interaction potentials. Remember that by Propo-
sition 2.11 there is a one-to-one correspondence between measurable maps H :
Nf → R ∪ {∞} and families (Hn)n∈N0 of measurable symmetric functions Hn :
Xn → R ∪ {∞}. We formulate definitions in terms of H(η) but the reader who
prefers to do so might reformulate them in terms of Hn(x1, . . . , xn).

Definition 3.1. An energy function H is a measurable map H : Nf → R ∪ {∞}
with the following properties:

(i) H(0) = 0.
(ii) If H(η) <∞ and x ∈ Sη, then H(η − δx) <∞.

(iii) For some B ≥ 0 and all η ∈ Nf , we have

H(η) ≥ −BNX(η). (3.1)

Condition (i) says that empty configuration have zero energy. It is natural for sta-
tistical mechanics but could be relaxed to H(0) <∞, a non-degeneracy condition.
Condition (ii) says that if a configuration has finite energy, then any configura-
tion obtained by removing a particle has finite energy as well. This property is
sometimes called hereditarity. Condition (iii) is called stability.

Example 3.2 (Pair potentials). Take X = Rd. Let v : [0,∞) → R ∪ {∞}. Suppose
that either v(r) ≥ 0 for all r ≥ 0, or

• v has a hard core: for some rhc > 0 and all r < rhc, v(r) =∞.
• v is lower regular: there exists a monotone-decreasing function ψ : R+ →
R+ with

∫∞
0
rd−1ψ(r)dr <∞ such that v(r) ≥ −ψ(r) for all r ≥ 0.

Define H0 = 0, H1(x1) ≡ 0, and Hn : Xn → R ∪ {∞} by

Hn(x1, . . . , xn) =
∑

1≤i<j≤n

v(|xi − xj |).

Then the associated map H : Nf → R ∪ {∞} is an energy function. Condi-
tions (i) and (ii) are trivial. For the stability, let n ≥ 2 and x1, . . . , xn ∈ X. If
Hn(x1, . . . , xn) <∞, then |xi − xj | ≥ rhc for all i 6= j and we have, for every fixed
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i and some constant C > 0,∑
j∈[n]:
j 6=i

v(|xi − xj |) ≥ −
∞∑
n=0

ϕ(n) #{j | n ≤ |xj − xi| ≤ n+ 1}

≥ −C
∞∑
n=0

ϕ(n)
(n+ 1)d−1

rdhc

=: −2B.

Our assumptions on ϕ imply that B <∞. It follows that

Hn(x1, . . . , xn) =
1

2

n∑
i=1

∑
j∈[n]:
j 6=i

v(|xi − xj |) ≥ −Bn.

For Hn(x1, . . . , xn) = ∞ or n = 1, the inequality holds true as well, and we have
checked that H is stable.

Example 3.3 (Widom-Rowlinson model). Define H0 = 0 and for n ∈ N, x1, . . . , xn ∈
X,

Hn(x1, . . . , xn) = |
n⋃
j=1

B(xj , 1)| − n|B(0, 1)|. (3.2)

Then the associated map H : Nf → R ∪ {∞} is an energy function. By the
inclusion-exclusion principle, we have

Hn(x1, . . . , xn) =
∑
I⊂[n]
#I≥2

(−1)#I−1
∣∣ n⋂
j=1

B(xj , 1)
∣∣. (3.3)

Thus the energy of the Widom-Rowlinson model is not a sum of pair potentials,
but instead of multi-body potentials. In fact any energy function can be written in
this way.

Proposition 3.4. Let H : Nf → R∪{∞} be an energy function. Then there exists
a measurable function V : Nf → R ∪ {∞} with V (0) = 0 such that for all n ∈ N
and x1, . . . , xn ∈ X, we have

H
( n∑
j=1

δxj
)

=
∑
I⊂[n]

V
(∑
i∈I

δxi
)
. (3.4)

If V and W satisfy (3.4) with V (0) = W (0) = 0, then then V (η) = W (η) for every
finite-energy configuration η.

We call V a multi-body potential or interaction potential compatible with H. If
H is everywhere finite, the interaction potential is uniquely determined, otherwise
there are some ambiguities due to the convention that ∞+ x =∞ for all x ∈ R.

Proof. The proposition is a variant of Lemma 2.44. Set V (0) = 0. For η = δx1
+· · ·+

δxn with n ∈ N and x1, . . . , xn ∈ X, we distinguish two cases. If H
(∑

i∈I δxi
)

=∞
for some I ( [n], we set V (η) = 0. If H

(∑
i∈I δxi

)
<∞ for all I ( [n], we set

V
( n∑
j=1

δxj
)

:=
∑
I⊂[n]

(−1)n−#IH
(∑
i∈I

δxi
)
. (3.5)
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If H(δx1
+ · · ·+ δxn) <∞, then (3.4) is proven as in Lemma 2.44. If H(δx1

+ · · ·+
δxn) = ∞, there is at least one subset I ⊂ [n] such that H(

∑
i∈I δxi) = ∞ and

H(
∑
i∈J δxi) < ∞ for all J ( I. Then V (

∑
i∈I δxi) = ∞ and (3.4) holds true as

well.
Next let η =

∑n
j=1 δxj ∈ Nf be a finite-energy configuration and V,W two multi-

body potentials compatible with H. Proceeding as in Lemma 2.44, one checks
that both V (η) and W (η) are equal to the right-hand side of (3.5), which shows
V (η) = W (η). �

A particularly simple class of energy functions and interaction potentials is the
following.

Definition 3.5.

(a) An interaction potential V has finite range if for some R ≥ 0, we have
V (η) = 0 whenever diam(Sη) > R.

(b) An energy function has finite range if it has a compatible interaction po-
tential V with finite range.

For example, the energy of the Widom-Rowlinson model has finite range. For rota-
tionally invariant pair potentials v(r) as in Example 3.2, if v has bounded support
supp v ⊂ [0, R], then the interaction has finite range.

From now on we assume that we are given an interaction potential V and that H
is the energy function associated with it (note that the stability condition imposes
conditions on V ).

3.2. Boundary conditions. Next we introduce a notion of energy in a bounded
volume with boundary conditions, which is needed to deal with Gibbs measures in
infinite volume. Fix ∆ ∈ Xb. We want to define a function

H∆ : N∆ ×N → R ∪ {∞}, (η, γ) 7→ H∆(η | γ),

with H∆(η | γ) the energy of η given the boundary condition γ. If γ is a finite
configuration with H(γX\∆) <∞, we define

H∆(η | γ) := H(η + γX\∆)−H(γX\∆). (3.6)

Clearly

H∆(0 | γ) = 0, H∆(η | 0) = H(η), HΛ(η | γ) = HΛ(η | γX\∆).

Furthermore,

H∆

( n∑
i=1

δxi |
n+k∑
i=n+1

δyj
)

=
∑

I⊂[n+k]
I∩[n] 6=∅

V
( ∑
i∈I∩[n]

δxi +
∑

i∈I\[n]

δyi
)

(3.7)

for all n ∈ N, k ∈ N0, x1, . . . , xn ∈ ∆, and yn+1, . . . , yn+k ∈ X \∆ with H(δyn+1 +
· · ·+δyn) <∞ and k ∈ N0∪{∞}. Thus H∆(η | γ) collects all interactions of points
in η and γX\∆ that involve at least one particle from η and discards interactions
between particles of γX\∆.
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Eq. (3.6) allows us to extend the definition of the conditional energy as follows.
Let η ∈ N∆, γ ∈ N . Write

η =

n∑
j=1

δxj , γX\∆ =

n+k∑
j=n+1

δyj

with n ∈ N0, k ∈ N0 ∪ {∞} and the convention η = 0 if n = 0 and γ = 0 if k = 0.
Write

∑′
for the sum over subsets I such that I ⊂ [n + k] if k ∈ N, and I ⊂ N,

#I <∞ if k =∞. We set

H∆(η | γ) =
∑′

I∩[n]6=∅

V
( ∑
i∈I∩[n]

δxi +
∑

i∈I\[n]

δyi
)

(3.8)

if the sum is absolutely convergent, and ∞ otherwise. The extended function
H∆ : N∆ ×N → R ∪ {∞} satisfies (3.2) as well.

Suppose that V has finite range R > 0. Fix ∆ ∈ Xb and let

∆R = {x ∈ X | dist(x,∆) ≤ R}.

Then for all η ∈ N∆ and γ ∈ N , we have

H∆(η | γ) = H∆(η | γ∆R
).

3.3. Grand-canonical Gibbs measure. Remember that we are given a locally
finite reference measure λ on X (e.g., Lebesgue measure on X = Rd).

Definition 3.6. Fix β, z > 0 and a non-empty set Λ ∈ Xb. Let γ ∈ N . The
grand-canonical partition function with boundary condition γ is

ΞΛ|γ = ΞΛ|γ(β, z) = 1 +

∞∑
n=1

zn

n!

∫
Xn

exp
(
−βHΛ(

n∑
j=1

δxj | γ)
)

dλn(x). (3.9)

For γ = 0 (empty boundary conditions), we write ΞΛ instead of ΞΛ|0. The param-
eters β and z are called inverse temperature and activity, respectively.

Integrals such as (3.9) can be cumbersome to write. A more compact form is

possible if we introduce a new measure λ̃ on Nf , defined by∫
Nf

f(η)dλ̃(η) = f(0) +

∞∑
n=1

1

n!

∫
Xn
f
(
δx1

+ · · ·+ δxn
)
dλn(x) (3.10)

for all non-negative f . When X = Rd and λ = Leb, the measure λ̃ is often called
Poisson-Lebesgue measure. Notice that it is not a probability measure—in general,
we have λ̃(Nf) = ∞ whenever λ(X) = ∞. The grand-canonical partition function
can now be rewritten as

ΞΛ|γ =

∫
NΛ

zNΛ(η)e−βHΛ(η|γ)dλ̃(η).

Notice that for the empty boundary condition,

1 ≤ ΞΛ ≤ exp
(
zeβBλ(Λ)

)
<∞.
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Definition 3.7. Fix β, z > 0 and a non-empty set Λ ∈ Xb. Let γ ∈ N with
ΞΛ|γ <∞. The grand-canonical Gibbs measure is the probability measure PΛ|γ on
NΛ uniquely defined by the requirement that∫

NΛ

fdPΛ|γ =
1

ΞΛ|γ

∫
NΛ

f(η)zNΛ(η)e−βHΛ(η|γ)dλ̃(η)

for all measurable f : NΛ → [0,∞).

Equivalently,∫
NΛ

fdPΛ|γ

=
1

ΞΛ|γ

f(0) +

∞∑
n=1

zn

n!

∫
Λn
fn
(
δx1

+ · · ·+ δxn
)

exp
(
−βHΛ(

n∑
j=1

δxj | γ)
)

dλn(x)

 .

Remark. Let QΛ be the distribution of the Poisson point process on Λ with intensity
measure λ (more precisely, λ restricted to Λ). The Gibbs measure PΛ|γ is absolutely
continuous with respect to QΛ, with Radon-Nikodým derivative

dPΛ|γ

dQΛ
(η) =

eλ(Λ)

ΞΛ|γ
zNΛ(η)e−βHΛ(η|γ) =: u(η).

The density u(η) has the property that if u(η) = 0, then u(ζ) = 0 whenever ζ ≥ η.
Such densities are called hereditary. In the probabilistic literature, the existence of
a hereditary density is sometimes adopted as a definition of Gibbs point processes
in finite volume.

3.4. The pressure and its derivatives. The grand-canonical partition function
ΞΛ|γ(β, z) enters the stage as a rather modest normalization constant. However a
much better probabilistic analogy is to view it as a generating function. Indeed, as
we explain in this section, taking derivatives with respect to β and z one obtains
information on expected values of the energy and particle numbers, variances, etc.

We assume throughout this section that we are given an energy function and a
fixed finite reference volume Λ ∈ Xb. For simplicity we restrict to empty boundary
conditions. The finite volume pressure is

pΛ(β, z) :=
1

βλ(Λ)
log ΞΛ(β, z). (3.11)

Sometimes it is more convenient to work with the chemical potential µ instead of
the activity z = exp(βµ), so we also define

p̄Λ(β, µ) := pΛ(β, eβµ). (3.12)

Notice that

∂p̄Λ

∂µ
(β, µ) = z

∂βpΛ

∂z
(β, z)

∣∣∣∣
z=exp(βµ)

. (3.13)

Write 〈f〉 =
∫
NΛ

fdPΛ for the expected value with respect to the finite volume

Gibbs measure.
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Proposition 3.8. Suppose that X = Rd and λ = Leb. Then

∂

∂β
βpΛ(β, z) = −

〈 H
|Λ|

〉
,

∂2

∂β2
βpΛ(β, z) =

〈 (H − 〈H〉)2

|Λ|

〉
z
∂

∂z
βpΛ(β, z) =

〈NΛ

|Λ|

〉
,

(
z
∂

∂z

)2

βpΛ(β, z) =
〈 (NΛ − 〈NΛ〉)2

|Λ|

〉
.

For general X and λ, the formulas hold true if we replace |Λ| with λ(Λ).

Example 3.9. For the ideal gas (H ≡ 0), we have βpΛ(β, z) = z and 〈NΛ

|Λ| 〉 = z,

hence βpΛ(β, z) = 〈NΛ

|Λ| 〉. The reader with knowledge in thermodynamics should

recognize the ideal gas law pV = NkBT .

Proof of Proposition 3.8. We treat the case X = Rd and the β-derivatives only, the
general case and the z-derivatives are similar. Let us check first that H has finite
expectation and variance. Fix ε ∈ (0, β/2). In view of exp(ε|H|) ≤ exp(εH) +
exp(−εH), we get∫

NΛ

eε|H|zNΛe−βHdλ̃ ≤ ΞΛ(β + ε, z) + ΞΛ(β − ε, z) <∞.

With the inequality x exp(−x) ≤ 1/e for all x > 0, we get

|H|k ≤ 1

(δe)k
eδk|H|

for all k ∈ N and δ > 0. Choosing δ = δ(k, ε, β) small enough, we find that∫
NΛ

|H|keε|H|zNΛe−βHdλ̃ <∞.

for all k ∈ N0. In particular, all moments of |H| with respect to PΛ are finite. Next
we note that we can exchange differentiation and integration. Indeed for t 6= 0 with
|t| ≤ ε, we have

1

t

(
ΞΛ(β + t, z)− ΞΛ(β, z)

)
=

∫
NΛ

1

t
(e−tH − 1)zNΛe−βHdλ̃.

The integrand on the right-hand side converges pointwise to −H exp(−βH) as
t→ 0. Furthermore∣∣∣∣1t (e−tH − 1)

∣∣∣∣ =
1

|t|

∣∣∣∣∫ t

0

He−sHds

∣∣∣∣ ≤ |H|eε|H|.
Dominated convergence shows that we can pass to the limit t→ 0 and we get

∂

∂β
ΞΛ = −

∫
NΛ

HzNΛ(η)e−βHdλ̃.

Similar arguments work for the second derivative. It follows that

∂

∂β
βpΛ(β, z) =

1

|Λ|
1

ΞΛ

∂

∂β
ΞΛ = − 1

ΞΛ

∫
NΛ

H

|Λ|
zNΛe−βHdλ̃ = −

〈 H
|Λ|

〉
and

∂

∂β
βpΛ(β, z) =

1

ΞΛ

∫
NΛ

H2

|Λ|
zNΛe−βHdλ̃− 1

|Λ|Ξ2
Λ

(∫
NΛ

HzNΛe−βHdλ̃

)2

=
〈H2〉 − 〈H〉2

|Λ|
=

〈
(H − 〈H〉)2

|Λ|

〉
. �
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Proposition 3.8 brings in the variances of H and NΛ. Since variances are always
non-negative, we obtain as a first corollary a statement on the monotonicity of the
energy and particle densities. Let us make the β, z,Λ-dependence of 〈f〉 explicit
and write 〈f〉β,z,Λ instead.

Corollary 3.10.

(a) The energy density 〈 H|Λ| 〉β,z,Λ is a monotone increasing function of 1/β.

(b) The particle density 〈NΛ

|Λ| 〉β,z,Λ is a monotone increasing function of z.

Thus if the temperature increases, the energy increases; and if the activity (or the
chemical potential) increases, then the particle density increases.

Functions of a real variable defined on some interval that have a non-negative
second derivative are convex, so we have a second corollary on convexity (which
one could have checked directly using Hölder’s or Jensen’s inequality).

Corollary 3.11.

(a) The map R 3 µ 7→ p̄Λ(β, µ) is convex, for every β > 0.
(b) The map (0,∞) 3 β 7→ βpΛ(β, z) is convex, for every z > 0.

Remark. The pressure is analogous to the cumulant generating function

ϕ(t) = logE[exp(tX)]

of real-valued random variable X: Suppose that E[exp(tX)] < ∞ for all t in some
neighborhood (−ε, ε) of the origin, then

ϕ′(0) = E[X], ϕ′′(0) = E
[
(X − E[X])2

]
.

Derivatives at t 6= 0 give the expectation and variance of tilted random variables X̂t

with law P(X̂t ∈ B) = E[1lB(X) exp(tX)]/E[exp(tX)]. The cumulant generating
function ϕ(t) is convex.

3.5. Correlation functions. Fix β, z > 0, Λ ∈ Xb, and γ ∈ N with ΞΛ|γ < ∞.

Proceeding as in Proposition 2.32, we see that for all k ∈ N and λk-almost all
(x1, . . . , xk) ∈ Λk,

ρk(x1, . . . , xk) =
1

ΞΛ|γ

∞∑
n=0

zn

n!

∫
Λn
zke−βHΛ(δx1+···+δxk+n

|γ)dλ(xk+1) · · · dλ(xk+n).

(3.14)
In statistical mechanics Eq. (3.14) is usually adopted as the definition of the corre-
lation function, thus removing indeterminacies on null sets from the definition as a
Radon-Nikodým derivative. We adopt this modified definition in the remainder of
this section.

We would like to know whether Ruelle’s bound (Rξ) holds true. To that pur-
pose we note that ρk(x1, . . . , xk) can be written as an expectation of a certain

function with respect to the Gibbs measure PΛ|γ : For η =
∑k
j=1 δxj ∈ Nf and

ζ =
∑k+m
j=k+1 δxj ∈ N we define, in analogy with H∆(η | γ),

H
( k∑
j=1

δxj

∣∣∣ k+m∑
j=k+1

δxj

)
=

∑′

I∩[k] 6=∅

V
(∑
i∈I

δxi

)
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if the sum is absolutely convergent, and ∞ otherwise. Again the prime refers to
summation over finite subsets of [k +m] if m is finite and N if m is infinite. If η, ζ
are finite configuations with H(ζ) <∞, then

H(η | ζ) = H(η + ζ)−H(ζ).

Notice H∆(η | ζ) = H(η | ζX\∆). We observe that for all χ, η ∈ NΛ and all γ ∈ N ,
we have

H(χ+ η | γX\Λ) = H(χ | η + γX\Λ) +H(η | γX\Λ)

or equivalently,

HΛ(χ+ η | γ) = H(χ | η + γX\Λ) +HΛ(η | γ).

The identity applied to χ = δx1
+ · · ·+ δxk and η = δxk+1

+ · · ·+ δxn in (3.14) yields
the following lemma.

Lemma 3.12. Let γ ∈ N with ΞΛ|γ <∞. The k-point correlation function satisfies

ρk(x1, . . . , xk) =

∫
NΛ

zke−βH(δx1
+···+δxk |η+γX\Λ)dPΛ|γ(η) (3.15)

for all (x1, . . . , xk) ∈ Λk.

For H = 0, we recover the expression ρk = zk from the ideal gas (Poisson point
process with intensity measure zλ). Eq. (3.15) replaces this explicit formula when
there are non-zero interactions.

Definition 3.13. An energy function H is locally stable if for some C ≥ 0, all
x ∈ X, and all finite-energy configurations η ∈ Nf , we have

H(η + δx)−H(η) ≥ −C.

An interaction potential V is locally stable if the associated energy function H is
locally stable.

For example, the sum of pair potentials from Example 3.2 is locally stable. The
energy of the Widom-Rowlinson model is strongly stable as well, since for all n ≥ 1
and x1, . . . , xn we have(
| ∪nj=1 B(xj , 1)| − n|B(0, 1)|

)
−
(
| ∪n−1

j=1 B(xj , 1)| − (n− 1)|B(0, 1)|
)
≥ −|B(0, 1)|.

The telescope identity

H
(
δx1 + · · ·+ δxn

)
=

n∑
k=1

[
H(δx1 + · · ·+ δxk

)
−H(δx1 + · · ·+ δxk−1

)]
(3.16)

shows that local stability implies the stability condition (iii) from Definition 3.1.
More generally, we have the following:

Lemma 3.14. Suppose that V is locally stable with constant C. Let γ ∈ N be such
that H(ζ) <∞ for all ζ ∈ Nf with ζ ≤ γ. Then

H(η | γ) ≥ −CNX(η)

for all η ∈ Nf .
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Proof. If H(η | γ) = ∞, there is nothing to prove. If H(η | γ) < ∞, set Λn :=
B(0, n) and observe

H(η | γ) = lim
n→∞

H(η | γΛn).

Since γΛn is a finite configuration and smaller than γ, the assumption on γ guar-
antees H(γn) <∞. A telescope sum analogous to (3.16) shows that

H(η | γΛn) = H(η + γΛn)−H(γΛn) ≥ −CNX(η).

Passing to the limit n→∞, we obtain the required inequality. �

Proposition 3.15. Suppose that V is locally stable with constant C. Let γ ∈ N
be such that H(ζ) < ∞ for all ζ ∈ Nf with ζ ≤ γX\∆. Set ξ = z exp(βC). Then

ΞΛ|γ <∞ and for all k ∈ N, we have ρk ≤ ξk on Λk.

Proof. Lemma 3.14 implies that

HΛ(η | γ) = H(η | γX\Λ) ≥ −CNX(η)

for all η ∈ NΛ. It follows that ΞΛ|γ ≤ exp(zeβCλ(Λ)) <∞.
The only relevant contributions to the representations (3.14) and (3.15) of the

correlation function ρk(x1, . . . , xk) come from configurations η ∈ NΛ such that
H(δx1 + · · ·+ δxk + η | γX\Λ) <∞. For such configurations, we have H(ζ) <∞ for
all finite configurations ζ with ζ ≤ η + γX\Λ, hence

H(δx1
+ · · ·+ δxk | η + γX\Λ) = −Ck

by Lemma 3.14. We insert the inequality into (3.15) and find that ρk(x1, . . . , xk) ≤
zk exp(βCk). �

Remark. Ruelle’s bound can be proven for a broader class of potentials or energies,
for example, superstable potentials, see [49]. Superstability estimates allow for pair
potentials v(r) that do not have a hard core.

3.6. Summary.

• The key ingredient to the definition of a Gibbs measure is an energy function
H. Energy functions are required to be stable and hereditary, and the
vacuum η = 0 has zero energy. Every energy function can be written as a
sum of pair or multi-body interactions, the associated interaction potential
V is essentially unique.
• The grand-canonical Gibbs measure in a finite volume Λ depends, in ad-

dition to H, on two positive parameters β, z > 0. For empty boundary
conditions β, z,H enter the definition of the Gibbs measure in the combi-
nation zNΛ exp(−βH).
• The pressure is proportional to the logarithm of a normalization constant.

It is a function of β, z whose partial derivatives encode information on the
expected value and variance of the energy and particle number, and it has
some convexity properties.
• We have introduced additional functions derived from the energy H:

– H(η | γ) is the sum of the energy of η and the interactions of points
in η with points in γ.

– HΛ(η | γ) = H(η | γX\Λ) enters the definition of the Gibbs measure
with boundary condition γ.
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• For the ideal gas (H = 0), the k-point correlation function is equal to zk.
For general H, it is equal to zk times the expected value of the exponential
of an interaction term. Under additional assumptions on the energy, the
correlation functions satisfy Ruelle’s moment bound (Rξ).

3.7. Exercises.

Exercise 3.1. Fix z1, z2 > 0 and Λ ∈ Xb. Let Z1, Z2 : Ω → NΛ be independent
Poisson processes on Λ, defined on some common probability space (Ω,F ,P), with
respective intensity measures z1λ, z2λ (or more precisely zjλΛ with λΛ the restric-
tion of λ to Λ). We may think of points of Z1 as blue and points of Z2 as red.
Consider the event C that no two points of different colors can have distance ≤ 1.
Find a function H : NΛ → R and parameters β, z > 0 such that

P(Z1 ∈ A | C) =
1

Ξ

∫
NΛ

1lAz
NΛe−βHdλ̃.

for some normalization constant Ξ.

Exercise 3.2. Let V,H : Nf → R ∪ {∞} with V (0) = 0 and H(δx1
+ · · · + δxn) =∑

I⊂[n] V (
∑
i∈I δxi). Suppose that for some C ≥ 0 and all n ∈ N, x1, . . . , xn, and

i0 ∈ [n], we have ∑
I⊂[n]
I3i0

1

#I
V
(∑
i∈I

δxi

)
≥ −C.

Show that H is an energy function.

Exercise 3.3. Fix Λ ∈ Xb. Let QΛ be the distribution of a Poisson point process
on Λ with intensity measure λ (more precisely, λ restricted to Λ). Let PΛ be a
probability measure on NΛ. Suppose that PΛ is absolutely continuous with respect
to QΛ, and that it has a Radon-Nikodým derivative u = dPΛ/dQΛ such that

u(η) = 0⇒ ∀x ∈ Λ : u(η + δx) = 0.

Show that there exists a function H : NΛ → R ∪ {∞} that satisfies conditions (i)
and (ii) from the definition of energy functions and

u(η) = c exp(−H(η))

for some c > 0 and all η ∈ NΛ.

Exercise 3.4. Take X = Rd. Let ϕ : Rd → R be an absolutely integrable function
with ∫

Rd
ϕ(x)dx < 0.

Let Hn(x1, . . . , xn) =
∑

1≤i<j≤n ϕ(xi − xj). Show that we can choose Λ ∈ Xb so
that for all β, z > 0,

1 +

∞∑
n=1

zn

n!

∫
Λn

e−βHn(x)dx =∞.

Hint : use Jensen’s inequality.
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4. The infinite-volume limit of the pressure

Here we show that the limit limn→∞ pΛn(β, z) along so-called van Hove sequences
(Λn)n∈N exists, and deduce a number of consequences. We specialize to X = Rd,
λ = Leb, and pair potentials v(x − y) that are either non-negative or are lower
regular with a hard core as in Example 3.2. As noted earlier, one of the reasons to
be interested in the pressure is its analogy with cumulant generating functions. In
fact we have, for every t ∈ R,

1

β|Λ|
log E

(β,z)
Λ

[
eβtNΛ

]
= p̄Λ(β, µ+ t)− p̄Λ(β, µ)

where z = exp(βµ). The existence of the infinite-volume limit of the pressure hence
translates into pointwise convergence of rescaled cumulant generating functions. We
start with a few probabilistic consequences.

4.1. An intermezzo on real-valued random variables. Let (Xn)n∈N be se-
quence of real-valued random variables defined on some probability space (Ω,F ,P),
and (sn)n∈N a sequence of positive numbers with sn → ∞ as n → ∞; think
sn = β|Λn| and Xn a variable whose law is the distribution of NΛn/|Λn| under

P
(β,z)
Λn

, where (Λn)n∈N is a sequence of bounded Borel sets with |Λn| → ∞. Sup-
pose that the pointwise limit

ϕ(t) = lim
n→∞

1

sn
logE

[
etsnXn

]
∈ R ∪ {∞}

exists for all t ∈ R. Then ϕ : R → R ∪ {∞} is a convex function with ϕ(0) = 0.
Therefore its effective domain D := {t ∈ R | ϕ(t) < ∞} is non-empty and convex;
let us assume that it has non-empty interior and that 0 ∈ Int (D). By general facts
on convex functions, ϕ is continuous in Int(D) and the left and right derivatives

ϕ′(t±) = lim
h↘0

ϕ(t± h)− ϕ(t)

±h

exist for all t ∈ Int (D). Moreover they have the monotonicity property

ϕ′(a−) ≤ ϕ′(a+) ≤ ϕ′(b−) ≤ ϕ′(b+)

for all a, b ∈ Int(D) with a < b.

Proposition 4.1. Suppose that the pointwise limit ϕ(t) exists on R and is finite
in some neighborhood of the origin. Then:

(a) If ϕ is differentiable in 0, then Xn → ϕ′(0) in probability.
(b) More generally, set x± := ϕ′(0±). We have for every δ > 0,

lim
n→∞

P
(
Xn ∈ [x− − δ, x+ + δ]

)
= 1.

Proposition 4.2. Suppose that the pointwise limit ϕ(t) exists on R and is finite
in some neighborhood of the origin. Then:

(a) If ϕ is differentiable in 0, then limn→∞ E[Xn] = ϕ′(0).
(b) More generally, set x± = ϕ′(0+). Then

x− ≤ lim inf
n→∞

E[Xn] ≤ lim sup
n→∞

E[Xn] ≤ x+.
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Proof of Proposition 4.1 . Fix δ > 0. Set x± := ϕ′(0±) and

ϕ∗(x) := sup
t∈R

(
tx− ϕ(t)

)
(x ∈ R).

(The function ϕ∗ : R→ R+ ∪ {∞} is the Legendre transform of ϕ.) We show

lim sup
n→∞

1

sn
logP

(
Xn ≥ x+ + δ

)
≤ −ϕ∗(x+ + δ) < 0, (4.1)

lim sup
n→∞

1

sn
logP

(
Xn ≤ x− − δ

)
≤ −ϕ∗(x− − δ) < 0. (4.2)

We have, for every t > 0,

P
(
Xn ≥ x+ + δ

)
≤ e−snt[x++δ]E

[
esntXn

]
hence

lim sup
n→∞

1

sn
logP

(
Xn ≥ x+ + δ

)
≤ − sup

t>0
(t(x+ + δ)− ϕ(t)) .

Similarly,

lim sup
n→∞

1

sn
logP

(
Xn ≤ x− − δ

)
≤ sup

t<0
(t(x+ + δ)− ϕ(t)) .

Because of the convexity of ϕ, we have ϕ(t) ≥ ϕ(0) + tx± = tx± for all t, hence for
t < 0,

t(x+ + δ)− ϕ(t) ≤ tδ < 0 = 0(x+ + δ)− ϕ(0).

Therefore

sup
t>0

(t(x+ + δ)− ϕ(t)) = sup
t∈R

(t(x+ + δ)− ϕ(t)) = ϕ∗(x+ + δ).

Since

x+ + δ = δ + lim
t↘0

ϕ(t)− ϕ(0)

t

and ϕ(0) = 0, there exists some t > 0

ϕ∗(x+ + δ) ≥ t0(x+ + δ)− ϕ(t0) > 0.

Thus we have proven (4.1). The proof of (4.2) is similar. Part (b) now follows and
part (a) is an immediate consequence of part (a). �

Proof of Proposition 4.2. Let ϕn(t) := s−1
n logE[exp(βtsnXn)]. Pick ε > 0 so that

ϕ <∞ on [−ε, ε]. Taking n large enough, we may assume that ϕn(±ε) <∞ hence
for all t ∈ [−ε, ε],

E[esnt|Xn|] ≤ E[esnεXn ] + E[e−snεXn ] = ϕn(ε) + ϕn(−ε) <∞.
It follows that ϕn < ∞ on (−ε, ε) and, by an argument similar to the proof of
Proposition 3.8,

ϕ′n(t) =
1

sn

E[snXn exp(sntXn)]

E[exp(sntXn)]

for all t ∈ (−ε, ε). In particular ϕ′n(0) = E[Xn]. Moreover ϕn is convex, hence

ϕn(t) ≥ ϕn(0) + ϕ′n(0)t.

It follows that for all t ∈ (0, ε),

ϕ(t)− ϕ(0)

t
= lim
n→∞

ϕ′n(t)− ϕ′n(0)

t
≥ lim sup

n→∞
ϕ′n(0).
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Passing to the limit t↘ 0 we get

ϕ′(0+) ≥ lim sup
n→∞

ϕ′n(0) = lim sup
n→∞

E[Xn].

Similarly, for every t ∈ (−ε, 0),

ϕ(t)− ϕ(0)

t
= lim
n→∞

ϕ′n(t)− ϕ′n(0)

t
≤ lim inf

n→∞
ϕ′n(0)

hence ϕ′(0−) ≤ lim infn→∞ E[Xn]. This proves the first part of the lemma. If ϕ
is differentiable in 0, then ϕ′(0−) = ϕ′(0+) = ϕ′(0) and the previous inequalities
yield limn→∞ E[Xn] = ϕ′(0). �

Remark. A close look at the proof shows: if f : I → R is the pointwise limit of a
sequence of convex, differentiable functions fn : I → R in some open interval I and
if f is differentiable, then f ′ = limn→∞ f ′n.

Next we mention a central limit theorem. For t ∈ C we have | exp(tsnXn)| =
exp((Re t)snXn), so if E[exp(±εsnXn)] < ∞, then E[exp(tsnXn)] ∈ C is well-
defined for all t ∈ C with |Re t| ≤ ε. Moreover t 7→ E[exp(tsnXn)] is holomorphic
in the open strip |Re t| < ε. Now suppose that E[exp(tsnXn)] is non-zero for all
t in some open, connected set U ⊂ C containing 0. Then there exists a uniquely
defined function ϕn : U → C such that ϕn(0) = 0, ϕn is holomorphic in U , and

E
[
etsnXn

]
= esnϕn(t) (t ∈ U ⊂ C).

We write

ϕn(t) =
1

sn
logE

[
etsnXn

]
. (4.3)

Theorem 4.3 (Bryc [4]). Suppose that there exists some open neighborhood Uε =
{t ∈ C | |t| < ε} such that (i) E[exp(tsnXn)] 6= 0 for all t ∈ Uε, and (ii) the
pointwise limit

lim
n→∞

1

sn
logE

[
etsnXn

]
∈ C

exists for all t ∈ Uε. Then ϕ′(0) and σ2 := ϕ′′(0) ≥ 0 exist, and the distribution of√
sn(Xn − E[Xn]) converges weakly to the normal law N (0, σ2).

Proof sketch. For |t| < ε, let ϕn(t) be as in (4.3) and ϕ(t) = limn→∞ ϕn(t). Fix
δ ∈ (0, ε/2). As a first step, we show that

sup
n∈N

sup
t∈C:
|t|≤δ

|ϕn(t)| <∞. (4.4)

By assumption, the sequences (ϕn(±2δ))n∈N have finite limits and therefore they
are bounded; let M > 0 be a common upper bound for |ϕn(±2δ)|, n ∈ N. Conse-
quently

1

sn
logE

[
e2δsn|Xn|

]
≤ 1

sn
logE

[
e2δsnXn + e−2δsnXn

]
≤ 1

sn
log 2 +M.

which is bounded. Remembering that Re log f = log |f | for all f5, we have for
|t| ≤ 2δ

Reϕn(t) =
1

sn
log
∣∣E[etsnXn ]

∣∣ ≤ 1

sn
logE[e2δsn|Xn|]

5f = exp(log f) = exp(Re log f + iIm log f) yields |f | = exp(Re log f).
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hence (Reϕn(t))n∈N is uniformly bounded from above in B(0, 2δ). An extra ar-
gument is needed for a bound from below. The Borel-Carathéodory theorem from
complex analysis allows us to pass from the real part to the function itself, in a
smaller ball, and (4.4) follows.

In a second step, one notes that the functions ϕn(t) are holomorphic in B(0, 2δ),
therefore by general theorems from complex analysis, pointwise convergence and
the uniform bound (4.4) actually imply uniform convergence of ϕn and its deriva-
tives in B(0, δ/2), moreover the limit function ϕ(t) is holomorphic and limits and
differentiation can be exchanged.

Third, we have for |t| ≤ δ√sn/2

E
[
et
√
sn(Xn−E[Xn])

]
= exp

(
sn
(
ϕn( t√

sn
)− ϕ′n(0) t√

sn

))
= exp

(
1
2ϕ
′′(0)t2 + sn sup

u∈B(0,δ/2),
n∈N

|ϕ(3)
n (u)|O

(
s−3/2
n )

)
→ exp

(
1
2ϕ
′′(0)t2

)
.

It follows that

E
[
eiτ
√
sn(Xn−E[Xn])

]
→ exp

(
− 1

2σ
2τ2
)

pointwise on R. Lévy’s continuity theorem then yields the required convergence in
distribution. �

Theorem 4.3 provides an incentive for studying the pressure and the partition func-
tion at complex activities z ∈ C; the zeros of the partition functions are related to
condition (i) of the theorem.

4.2. Existence of the limit of the pressure. For Λ ∈ Xb and h > 0, let

∂hΛ := {x ∈ Rd | dist(x, ∂Λ) ≤ h}
Definition 4.4. A sequence (Λn)n∈N of bounded Borel sets is a van Hove sequence
if |Λn| → ∞ and for all h > 0,

lim
n→∞

|∂hΛn|
|Λn|

= 0.

We specialize to translationally invariant pair interactions

V (η) =

{
v(x− y), η = δx + δy,

0, NX(η) 6= 2.

The pair potential v : Rd → R ∪ {∞} has a hard core rhc if v(x) = ∞ for |x| <
rhc, it is lower regular if v(x) ≥ −ψ(|x|) for some monotone decreasing function
ψ : R → R+ with

∫∞
0
rd−1ψ(r)dr < ∞, and it is upper regular if v(x) ≤ ψ(|x|)

whenever |x| ≥ b, for some b > 0 and ψ(r) as before. The potential is two-sided
regular if it is upper and lower regular.

Theorem 4.5. Let X = Rd, λ = Leb, and V a translationally invariant pair
interaction. Assume that the pair potential has a hard core and is two-sided regular.
Then the limit

p(β, z) = lim
n→∞

pΛn(β, z) ∈ R

exists, for all β, z > 0 and every van Hove sequence (Λn)n∈N. Moreover the limit
does not depend on the van Hove sequence.
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By Propositions 4.1 and 4.2, Theorem 4.5 implies limit theorems for the particle
density NΛn/|Λn|. Set

ρ(β, z) = z
∂

∂z
βp(β, z) =

∂

∂µ
p(β, eβµ)

∣∣∣∣
µ=β−1 log z

.

if the partial derivative exists.

Corollary 4.6. Let v be as in Theorem 4.5. Fix β, z > 0. Suppose that the partial
derivative of p(β, z) with respect to z exists. Then for every van Hove sequence
(Λn)n∈N, we have

lim
n→∞

E
(β,z)
Λn

[
NΛn

|Λn|

]
= ρ(β, z)

and for all ε > 0,

lim
n→∞

P
(β,z)
Λn

(∣∣∣∣NΛn

|Λn|
− ρ(β, z)

∣∣∣∣ ≥ ε) = 0.

If the partial derivative ∂zp(β, z) does not exist, then in the limit n→∞ we only
know that the density NΛn/|Λn| concentrates on an interval [ρ−(β, z), ρ+(β, z)]
where ρ±(β, z) are the right and left derivatives of p̄Λ(β, ·) at µ = β−1 log z; we
leave the precise formulation to the reader. In addition, there are analogous state-
ments for the energy density HΛ/|Λ| related to the β-derivatives of β 7→ βp(β, z).

The key ingredient to the proof of the theorem is a form of subadditivity. Remember
that if a real-valued sequence (an)n∈N is sub-additive, i.e., am+n ≤ am + an for all
m,n ∈ N, then the limit limn→∞ an/n exists in R∪{−∞} and is equal to infN(an/n).
Now, if the pair potential is non-negative and Λ1, Λ2 are two disjoint sets, it is not
difficult to check that

log ΞΛ1∪Λ2
≤ log ΞΛ1

+ log ΞΛ2
. (4.5)

We look first at the limit along cubes

Qn = [0, 2nL0]d (n ∈ N0)

with fixed L0 > 0. For non-negative interactions, the inequality (4.5) together with
the translational invariance of the interaction leads to the monotonicity

1

|Qn+1|
log ΞQn+1

≤ 2d

|Qn+1|
log ΞQn =

1

|Qn|
log ΞQn

and the existence of the limit along (Qn) follows. For general pair potentials, we
need to estimate error terms coming from the interaction between disjoint regions.

Let rhc > 0 be the hard core of the pair potential, if it has one, and rhc = 0 if v
has no hard core. Set

N ∗ := {η =

κ∑
j=1

δxj ∈ N | ∀i 6= j : |xi − xj | ≥ rhc}

and N ∗Λ := N ∗ ∩NΛ. Let

W
( n∑
i=1

δxi ;

κ∑
j=1

δyj

)
=

n∑
i=1

κ∑
j=1

v(xi − yj) ∈ R ∪ {∞} (4.6)

be the interaction between a finite configuration η =
∑n
j=1 δxj ∈ Nf and a possibly

infinite configuration γ =
∑κ
j=1 δyj ∈ N ∗. Proceeding as in Example 3.2, one can
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check that for non-negative pair potentials or pair potentials with a hard core, we
have

κ∑
j=1

v−(xi; yj) ≤ C (4.7)

for some constant C that depends only on the pair potential v. As a consequence
the sum (4.6) is well-defined even if κ =∞, for all

∑κ
j=1 δyj ∈ N ∗.

Lemma 4.7. Assume that v is non-negative or lower regular with a hard core.
Then for every ε > 0, there exists a constant Cε ≥ 0 such that for all L ≥ 1, all
η ∈ N ∗[0,L]d and γ ∈ N ∗, we have

W (η; γX\[0,L]d) ≥ −CεLd−1 − εLd.

Proof. If v is non-negative, then W is non-negative too and the inequality is trivial.
If v is lower regular with a hard core, let rhc > 0 and ψ(r) be as in Example 3.2.
Write η =

∑n
i=1 δxi and γX\[0,L]d =

∑κ
j=1 δyj . We have |xi−xj | ≥ rhc and |yi−yj | ≥

rhc for all i 6= j. Fix ε > 0. For M > 0, we split the interaction as

W (η; γX\[0,L]d) =

n∑
i=1

κ∑
j=1

v(|xi−yj |)1l{|xi−yj |≤M}+

n∑
i=1

κ∑
j=1

v(|xi−yj |)1l{|xi−yj |≥M}.

(4.8)
The only points xi contributing to the first sum are those that have distance smaller
or equal to M to the boundary of the cube [0, L]d; the number of such points
is bounded by some constant c1 times MLd−1. Each such point contributes an
interaction energy larger or equal to −C with C as in (4.7), so altogether the first
sum on the right-hand side of (4.8) is bounded from below by −CMc1L

d−1. The
second sum is bounded from below by a term of the order of −c2Ld

∫∞
M
rd−1ψ(r)dr

with c2 > 0 some constant. It can be made smaller than εLd if we choose M = Mε

large enough. We set Cε = −CMεc1L
d−1 and the proof is complete. �

Lemma 4.8. Assume that v is non-negative or lower regular with a hard core.
Then for every ε > 0, there exists a constant Cε ≥ 0 such that for all n, k ∈ N0, we
have

ΞQn+k
≤
(
ΞQk

)2nd
eβ2nd[CεL

d−1
k +εLdk].

Proof. Qn+k is the union of 2kd shifted copies Q
(j)
k of Qk. For η ∈ NQn+k

we
decompose

H(η) =

2nd∑
j=1

H(η
Q

(j)
n

) +
∑

1≤i<j≤2nd

W (η
Q

(i)
k

; η
Q

(j)
k

).

If v is non-negative, we deduce

ΞQn+k
≤
∫
NQn+k

zNQn+k
(η)e
−β

∑2nd

j=1 H(η
Q

(j)
k

)
dλ̃(η)

=

2nd∏
j=1

∫
NQk

z
N
Q

(j)
k e−βHdλ̃

=

2nd∏
j=1

Ξ
Q

(j)
k

=
(
ΞQk

)2nd
.

(4.9)
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If v is lower regular with a hard core, we note that the only relevant contributions to
ΞQn+k

come from configurations η ∈ N ∗Qn+k
. For such η we can estimate interactions

between sub-cubes Q
(j)
n in a way similar to Lemma 4.7, and we find∑

1≤i<j≤2nd

W (η
Q

(i)
k

; η
Q

(j)
k

) ≤ 2nd(CεL
d−1
k + εLk)

for every ε > 0 and some constant Cε ≥ 0. From here the proof is completed by a
chain of inequalities similar to (4.9). �

Lemma 4.9. Assume that v is non-negative or lower regular with a hard core. The
limit

βp(β, z) = lim
n→∞

1

|Qn|
log ΞQn ∈ [0,∞)

exists.

Proof. Fix ε > 0 and let Cε ≥ 0 be as in Lemma 4.8. Keeping in mind that
Ln+k = 2nLk and |Qn+k| = 2nd|Qk|, we have

1

|Qn+k|
log ΞQn+k

≤ 1

|Qk|
log ΞQk + β

(Cε
Lk

+ ε
)
.

We take the limit m = n+ k →∞ and deduce

lim sup
m→∞

1

|Qm|
log ΞQm ≤

1

|Qk|
log ΞQk + β

(Cε
Lk

+ ε
)
.

Next we take the limit k →∞ and get

lim sup
m→∞

1

|Qm|
log ΞQm ≤ lim inf

k→∞

1

|Qk|
log ΞQk + βε.

Finally the limit ε↘ 0 shows that

lim sup
m→∞

1

|Qm|
log ΞQm ≤ lim inf

k→∞

1

|Qk|
log ΞQk

which shows that the limsup and the liminf have to be equal, and the limit βp(β, z)
exists. It is a non-negative finite number because of the bound 1 ≤ ΞΛ ≤ exp(zeβB |Λ|).

�

Proof of Theorem 4.5. The main idea is to approximate domains Λ by unions of
cubes. For k ∈ Zd and a > 0, let Q(k, a) = [k1a, (k1 + 1)a)× · · · × [kda, (kd + 1)a).
For Λ ∈ Xb, let

N−(Λ, a) := #{k ∈ Zd | Q(k, a) ⊂ Λ}

N+(Λ, a) := #{k ∈ Zd | Q(k, a) ∩ Λ 6= ∅}.

Note ⋃
k∈Zd:

Q(k,a)⊂Λ

Q(k, a) ⊂ Λ ⊂
⋃
k∈Zd:

Q(k,a)∩Λ6=∅

Q(k, a)

Write Λ−(a) and Λ+(a) for the previous unions of cubes, so that Λ−(a) ⊂ Λ ⊂
Λ+(a). If x ∈ Λ+(a) \ Λ−(a), then dist(x, ∂Λ) ≤

√
da. It follows that along every

van Hove sequence,

lim
n→∞

|Λ+
n (a) \ Λ−n (a)|
|Λn|

→ 0.
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Put differently, |Λ+
n (a)|− |Λ−n (a)| = o(|Λn|) = o(|Λ+

n (a)|). Therefore for every fixed
a > 0,

lim
n→∞

|Λ−n (a)|
|Λn|

= lim
n→∞

|Λ+
n (a)|
|Λn|

= 1.

Next we note

ΞΛ−n (a) ≤ ΞΛn ≤ ΞΛ+
n (a).

Proceeding as in Lemma 4.8, we see that for every ε > 0, some Cε ≥ 0, and all
n ∈ N, a > 0, we have

ΞΛ+
n (a) ≤ exp

(
βN+(Λn, a)(Cεa

d−1 + εad)
)
Ξ
N+(Λn,a)

[0,a]d
.

We can choose a = Lm = 2mL0. Taking first the limit n → ∞, then the limit
m→∞, and finally the limit ε↘ 0, we get

lim sup
n→∞

1

|Λn|
log ΞΛn ≤ βp(β, z).

For a lower bound we exploit the upper regularity of the pair potential. Fix m ∈ N.
Let us pick a = Lm + b where |v(r)| ≤ ψ(r) on r ≥ b. For k ∈ Zd, let

Qb(k, a) = {x ∈ Q(k, a) | dist(x, ∂Q(k, a) ≥ b/2)}

= ×dj=1[kia+ b/2, (ki + 1)− b/2).

We have ⋃
k∈Zd:

Q(k,a)⊂Λn

Qb(k, a) ⊂ Λ−n (a) ⊂ Λn. (4.10)

We bound the partition function ΞΛn from below by the partition function for
the union of cubes Qb(k, a) as on the left-most side of (4.10). If xi, xj are in two
distinct sub-cube interiors, then they have distance larger or equal to b and therefore
|v(xi − xj)| ≤ ψ(r). Arguments similar to Lemmas 4.7 and 4.8 show that

1

|Λn|
log ΞΛn ≥

N−(Λn, Lm + b)Ldm
|Λn|

× 1

Ldm
log ΞQm − β(CεL

−1
m + ε).

Therefore

lim inf
n→∞

1

n
log ΞΛn ≥

Ldm
(Lm + b)d

× 1

Ldm
log ΞQm − β(CεL

−1
m + ε).

We take first the limit m→∞, then ε↘ 0, and obtain

lim inf
n→∞

1

n
log ΞΛn ≥ βp(β, z).

Altogether we have shown that the limit along any van Hove sequence exists and
is equal to the limit along the cubes Qn. �

The result extends to multi-body interactions provided we can bound the inter-
action between distinct regions of space. Consider for example the energy of the
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Widom-Rowlinson model. Let Λ = [0, L]d, η =
∑n
j=1 δxj ∈ NΛ, and γ ∈ Nf with

γX\Λ =
∑κ
j=1 δyj . Then

HΛ(η | γ)−H(η) = H(η + γX\Λ)−H(η)−H(γX\Λ)

=

∣∣∣∣∣∣
(

n⋃
i=1

B(xi, 1)

)
∪

 k⋃
j=1

B(yj , 1)

∣∣∣∣∣∣−
∣∣∣∣∣
n⋃
i=1

B(xi, 1)

∣∣∣∣∣−
∣∣∣∣∣∣
k⋃
j=1

B(yj , 1)

∣∣∣∣∣∣
= −

∣∣∣∣∣∣
(

n⋃
i=1

B(xi, 1)

)
∩

 k⋃
j=1

B(yj , 1)

∣∣∣∣∣∣ ≥ −((L+ 1)d − (L− 1)d
)
.

It follows that for some constant C > 0 and all L ≥ 1,

−CLd−1 ≤ HΛ(η | γ)−H(η) ≤ 0.

The inequality extends to infinite γ ∈ N because the interaction potential of the
Widom-Rowlinson model has finite range and HΛ(η | γ) depends only on γ[−1,L+1]d .
The inequality replaces Lemma 4.7 and the upper regularity of the pair potential.

Theorem 4.10. Let X = Rd, λ = Leb, and H the energy of the Widom-Rowlinson
model. Then the limit

p(β, z) = lim
n→∞

pΛn(β, z) ∈ R

exists, for all β, z > 0 and every van Hove sequence (Λn)n∈N. Moreover the limit
does not depend on the van Hove sequence.

The proof is similar to the proof of Theorem 4.5 and therefore omitted.

4.3. A first look at cluster expansions. For the ideal gas, the pressure can
be computed explicitly and is given by βp(β, z) = z. For general pair potentials,
there is in general no closed-form expression, however we may hope for a Taylor
expansion for small z. Indeed the pressure in finite volume

βpΛ(β, z) =
1

|Λ|
log
(

1 + z|Λ|+ z2

2

∫
Λ2

e−βv(x1−x2)dx1dx2 + · · ·
)

is the logarithm of a power series, so it should have an expansion itself. In this
section we show that such an expansion is indeed possible, and the expansion can
be organized in a “graphical” way. In a later chapter we discuss expansions of the
correlation functions as well, which is a way of estimating differences between the
Gibbs measure and the Poisson point process with intensity measure z Leb (ideal
gas at activity z).

The key trick is to expand the Boltzmann weight exp(−βH) in terms of Mayer’s
f -function

f(x, y) = e−βv(x−y) − 1 (x, y ∈ Rd)
(to lighten notation we suppress the β-dependence of f). We have

e−β
∑

1≤i<j≤n v(xi−xj) =
∏

1≤i<j≤n

(
1 + f(xi, xj)

)
=
∑
E

∏
{i,j}∈E

f(xi, xj)

where sum runs over collections E ⊂ {{i, j} | i, j ∈ [n], i 6= j} and the product over
the empty set E = ∅ is 1. The sum is interpreted as a sum over graphs.

Definition 4.11.
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(a) A graph (undirected, no self-edges, no multiple edges) is a pair G = (V,E)
consisting of a set V and a subset E ⊂ {{v, w} | v, w ∈ V, v 6= w}. Elements
of V are called vertices, elements of E are edges.

(b) A graph G = (V,W ) is connected if for all v, w ∈ V with v 6= w there exist
v1, . . . , vn ∈ V such that {v, v1}, {v1, v2}, . . . , {vn, w} are in E.

We write G(V ) and C(V ) for the collections of graphs and connected graphs with
vertex set V . For V = [n] we abbreviate Gn = G([n]) and Cn = C([n]). For V a
finite set, G = (V,E) a graph with vertex set V , and x ∈ XV , we define

w(G; (xi)i∈V ) =
∏

{i,j}∈E

f(xi, xj)

and

wΛ(G) =

∫
Λn
w(G;x1, . . . , xn)dx1 · · · dxn.

Then ∏
1≤i<j≤n

(1 + f(xi, xj)) =
∑
G∈Gn

w(G;x1, . . . , xn)

and

ΞΛ(β, z) = 1 +

∞∑
n=1

zn

n!

∑
G∈Gn

wΛ(G). (4.11)

The partition function, as a function of z, is the exponential generating function for
the family of weighted graphs. Taking the logarithm of ΞΛ(β, z) eliminates graphs
that are not connected.

Theorem 4.12. The power series
∑
n
zn

n! |
∑
G∈Cn wΛ(G)| has a strictly positive

radius of convergence RΛ(β), and we have, for all z ∈ C with |z| < RΛ(β),

log ΞΛ(β, z) =

∞∑
n=1

zn

n!

∑
G∈Cn

wΛ(G).

Remark. Suppose that the pair potential vanishes when |x| ≥ R. Then f(xi, xj) = 0
for |xi − xj | ≥ R and for every connected graph G ∈ Cn, if w(G;x1, . . . , xn) 6= 0,
then x1, . . . , xn is R-connected in the sense that for all i 6= j, either |xi − xj | ≤ R
or we can find a sequence i1, . . . , ik such that for all ` ∈ 1, . . . , k, |xi` − xi`−1

| ≤ R,
where i0 = i and ik+1 = j. So the only relevant contribution to wΛ(G) comes from
connected configurations or “clusters”. The expansion of log ΞΛ(β, z) is a cluster
expansion.

The proof of Theorem 4.12 starts from the observation that every graph G ∈
G(V ) splits into connected components G1, . . . , Gr. Their vertex sets V1, . . . , Vr
form a partition of V , and the weights satisfy

w(G;xV ) =

r∏
j=1

w(Gj ;xVj ), wΛ(G) =

r∏
j=1

wΛ(Gj).

Let Pn be the collection of set partitions of [n], i.e.,

Pn =
{
{V1, . . . , Vr} | r ∈ N, V1, . . . , Vr ⊂ [n] non-empty and disjoint,∪ri=1Vi = [n]

}
.
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Set

Φ(V ) =
∑

G∈C(V )

wΛ(G).

Then ∑
G∈Gn

wΛ(G) =

n∑
r=1

∑
{V1,...,Vr}∈Pn

Φ(V1) · · ·Φ(Vr). (4.12)

Lemma 4.13. The weight Φ(V ) depends on #V alone.

Proof. Let V and V ′ be finite sets with #V = #V ′ and σ a bijection from V onto
V ′. The bijection σ induces a bijection from C(V ) onto C(V ′) via

G = (V,E) 7→ Gσ =
(
V ′,
{
{σ(v), σ(w)} | {v, w} ∈ E

})
.

The graph Gσ is obtained from G by relabelling the vertices of G via v 7→ σ(v). To
each x ∈ XV we assign xσ ∈ V ′ by defining (xσ)j = xσ−1(j). Then

w(Gσ;xσ) = w(G;x).

It follows that wΛ(Gσ) = wΛ(G) and then Φ(V ) = Φ(V ′). �

Proof of Theorem 4.12. We write log ΞΛ = log[1 + (ΞΛ − 1)]. Let

|z| < (log 2)e−βB/|Λ|. (4.13)

We estimate∣∣ΞΛ(β, z)− 1
∣∣ ≤ ∞∑

n=1

|z|n

n!
(eβB |Λ|)n = exp(|z|eβB |Λ|)− 1 < 1.

For u ∈ (−1, 1), the series log(1 + u) =
∑∞
n=1

(−1)n−1

n un is absolutely convergent.
The statement extends to complex u ∈ C with |u| < 1, then log(1+u) = Log(1+u)
is the principal branch of the logarithm Log z = log |z|+iArg z with Arg z ∈ (−π, π].
As a consequence

log ΞΛ(β, z) =

∞∑
n=1

(−1)n−1

n

( ∞∑
k=1

zk

k!

∫
Λk

e−βHkdx

)n
with

∞∑
n=1

1

n

( ∞∑
k=1

|z|k

k!

∫
Λk

e−βHkdx

)n
<∞.

Because of the absolute convergence, we can change the order of summation and
get

log ΞΛ(β, z) =

∞∑
n=1

zn

n!
An

with

An =

n∑
r=1

∑
(k1,...,kr)∈Nr
k1+···+kr=n

(−1)r−1 n!

k1! · · · kr!

r∏
j=1

(∫
Λkj

e−βHkj (x)dx

)
. (4.14)
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In order to show that An = Φ([n]), we show that it satisfies a set of equations
similar to (4.12). We have

exp

( ∞∑
n=1

zn

n!
An

)
= 1 +

∞∑
r=1

1

r!

( ∞∑
k=1

zk

k!
Ak

)r

= 1 +

∞∑
r=1

1

r!

∑
k1,...,kr∈N

r∏
j=1

(
zkj

kj !
Akj

)

= 1 +

∞∑
n=1

zn

n!

∑
r,k1,...,kr∈N:
k1+···+kr=n

n!

r!k1! · · · kr!
Ak1 · · ·Akr .

(4.15)

The inner sum is a sum over set partitions, since∑
r∈N,{V1,...,Vr}∈Pn

r∏
j=1

A#Vj =

n∑
r=1

1

r!

∑
(V1,...,Vr):
{V1,...,Vr}∈Pn

r∏
j=1

A#Vj

=

n∑
r=1

1

r!

∑
(k1,...,kr)∈Nr:
k1+···+kr=n

∑
(V1,...,Vr):
{V1,...,Vr}∈Pn

1l{∀j: #Vj=kj}

r∏
j=1

Akj

=

n∑
r=1

1

r!

∑
(k1,...,kr)∈Nr:
k1+···+kr=n

(
n

k1, · · · , kr

) r∏
j=1

Akj .

Comparing with (4.15) we get

ΞΛ(β, z) = exp

( ∞∑
n=1

zn

n!
An

)
=

∞∑
n=1

zn

n!

∑
{V1,...,Vr}∈Pn

r∈N

r∏
j=1

A#Vj ,

moreover
∑∞
n=1 |z|n|An|/n! < ∞ for z as in (4.13). Expansion coefficients are

unique, so Eq. (4.11) yields∑
G∈Gn

wΛ(G) =

n∑
r=1

∑
{V1,...,Vr}∈Pn

r∏
j=1

A#Vj = An +

n∑
r=2

∑
{V1,...,Vr}∈Pn

r∏
j=1

A#Vj

for all n ∈ N. A simple induction over n shows that given the wΛ(G)’s, the set
of equations has a unique solution. By Eq. (4.12) and Lemma 4.13, the numbers
Φ([k]) solve the system of equations as well, therefore An = Φ([n]) for all n. �

Remark (Möbius inversion). Let p = {W1, . . . ,Wm} and q = {V1, . . . , Vr} be two
partitions of some finite set V ⊂ N. We say p � q if p is a refinement of q, i.e.,
if we can label the sets in p as W ′k,j , k = 1, . . . , r, j = 1, . . . , nk, in such a way

that for each k, {W ′k,1, . . . ,W ′k,nk} is a partition of Vk. Suppose we are given a

family of weights a(V ) on finite subsets V ⊂ N. We can extend it to partitions as
A(p) =

∏
V ∈p a(V ). Let us define

B(q) =
∑
q�p

A(q)
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and b(V ) = B({V }), then

b([n]) =

n∑
r=1

∑
{V1,...,Vr}∈Pn

a(V1) · · · a(Vr)

which is precisely the type of relation from (4.12). Eq. (4.14) is related to a Möbius
inversion.

In Theorem 4.12 one would like to pass to the limit |Λ| → ∞ along van Hove
sequences (Λn)n∈N. In a later chapter we show that for small |z|, this is indeed
possible, and that

lim inf
n→∞

RΛn(β) > 0.

In Theorem 4.12 we had only proven the crude bound RΛn ≥ const/|Λn|, which
is clearly not enough. Here we content ourselves with the observation that the
expansion coefficients converge in the infinite-volume limit.

Lemma 4.14. Suppose that
∫
Rd | exp(−βv(x)) − 1|dx < ∞. Then for all n ∈ N

and G ∈ Cn, ∫
(Rd)n−1

|w(G; 0, x2, . . . , xn)|dx2 · · · dxn <∞.

Furthermore for all n ∈ N and every van Hove sequence (Λk)k∈N, we have

lim
k→∞

1

|Λk|
∑
G∈Cn

wΛk(G) =
∑
G∈Cn

∫
(Rd)n−1

w(G; 0, x2, . . . , xn)dx2 · · · dxn.

Lemma 4.14 suggests the formula

βp(β, z) = z +

∞∑
n=2

zn

n!

∑
G∈Cn

∫
(Rd)n−1

w(G; 0, x2, . . . , xn)dx2 · · · dxn, (4.16)

at least for small z, but for now we don’t even know that the series (4.16) has a
positive radius of convergence.

Proof. Given G = ([n], E), by removing edges if needed, we can find a subgraph
T that is a tree, i.e., T = ([n], E′) with E′ ⊂ E and T has no cycles. Stable pair
potentials satisfy v(x− y) ≥ −2B, so we can estimate

|w(G; 0, x2, . . . , xn)| ≤ (e2βB − 1)n
2

w(T ; 0, x2, . . . , xn).

The n2 is a rough upper bound for the number of edges that have to be removed
from the graph to obtain a tree. It is a general result from graph theory that the
number of edges in a tree on n vertices has n− 1 edges. We get∫

(Rd)n−1

|w(G; 0, x2, . . . , xn)|dx2 · · · dxn ≤ (e2βB−1)n
2

(∫
Rd
|e−βv(x) − 1|dx

)n−1

<∞.

Next we note that for each van Hove sequence (Λk) and each fixed n,G

1

|Λk|

∫
Λnk

w(G;x1, . . . , xn)dx =
1

|Λk|

∫
Λnk

w(G; 0, x2 − x1, . . . , xn − x1)dx

=

∫
(Rd)n−1

αk(x′)w(G; 0, x′2, . . . , x
′
n)dx′
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with

αk(x′) =
1

|Λk|

∫
Λk

1lΛnk (x1, x1 + x′2, . . . , x1 + x′n)dx1

=
1

|Λk|
|Λk ∩ (Λk − x′2) ∩ · · · ∩ (Λk − x′n)|

→ 1 (k →∞).

Clearly 0 ≤ αk(x′) ≤ 1 for all x′ ∈ (Rd)n−1. Dominated convergence yields

lim
k→∞

1

|Λk|
wΛk(G) =

∫
(Rd)n−1

w(G; 0,x′)dx′. �

4.4. Summary.

• We take infinite-volume limits along van Hove sequences, for which the
boundary is negligible compared to the bulk.
• Under suitable assumptions on the interaction, the infinite-volume limit of

the pressure along van Hove sequences exists and the value of the limit is
independent of the precise choice of sequences—it doesn’t matter whether
we take limits along disks or cubes.
• The existence of the limit of the pressure implies the existence of the limit of

rescaled cumulant generating functions for the particle density with respect
to the Gibbs measure. By general results on real-valued random variables,
we get limit laws for the particle density: if ∂zp exists at (β, z), then the
particle density converges in probability, otherwise we only know that it
concentrates on some interval defined in terms of left and right partial
derivatives.
• In general, there is no explicit formula for the pressure. However for small
z, pair potentials, in finite volume, we can give an expansion in powers of
z. The expansion coefficients are expressed as sums over connected graphs,
the expansion is an example of a cluster expansion.

4.5. Exercises.

Exercise 4.1. Let (an)n∈N be a sequence in R with am+n ≤ am+an for all m,n ∈ R.
Show that limn→∞ an/n = infn∈N an/n.
Hint : for p ∈ N and k = mp+ q, compare ak/k and ap/p.

Exercise 4.2. Let I be a non-empty open interval and f : I → R a convex function,
i.e.,

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y)

for all x, y ∈ I and t ∈ [0, 1]. Show that:

(a) For all a, b, c ∈ I with a < b < c,

f(b)− f(a)

b− a
≤ f(c)− f(a)

c− a
≤ f(c)− f(b)

c− b
.

(b) The limits f ′(x+) = limh↘0[f(x + h) − f(x)]/h, f ′(x−) = limh↘0[f(x −
h)− f(x)]/(−h) exist, for each x ∈ I.

(c) For all a, b ∈ I with a < b, we have f ′(a−) ≤ f ′(a+) ≤ f ′(b−) ≤ f ′(b+).
(d) For all x0, x ∈ I, we have

f(x) ≥ f(x0) + f ′(x0+)(x− x0), f(x) ≥ f(x0) + f ′(x0−)(x− x0).
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Exercise 4.3. A sequence (Λn)n∈N of bounded Borel sets in Rd is a Fisher sequence
if there exist a non-negative function s(α) with limα→0 s(α) = 0 and some α0 > 0
such that for all sufficiently small α and all sufficiently large n,

|∂α diam(Λn)Λn|
|Λn|

≤ s(α).

(s(α) is called shape function.) Let d = 2 and Λn := [0, n2] × [0, n]. Show that
(Λn)n∈N is a van Hove sequence but not a Fisher sequence.

Exercise 4.4. Fix a > 0. For n ∈ N and L > 0, define

Zn(L) :=
1

n!

∫
[0,L]n

∏
1≤i<j≤n

1l{|xi−xj |>a}dx.

(a) Show that Zn(L) = 1
n! (L− (n− 1)a)n for all n ∈ N and L > (n− 1)a.

(b) Let ρ ∈ (0, 1/a) and (Ln)n∈N a sequence with n/Ln → ρ. Compute

f(ρ) := − lim
n→∞

1

Ln
logZn(L).

(c) Set a = 1. Let p(z) := supρ>0(ρ log z − f(ρ)). Show that (i) ρ 7→ (ρ log z −
f(ρ)) has a unique maximizer ρ(z), (ii) zp′(z) = ρ(z), and (iii)

p(z) =
ρ(z)

1− ρ(z)
.

Exercise 4.5. Let Zn(L) and f(ρ) be as in Exercise 4.4, with a = 1. Show that

lim
L→∞

1

L
log

(
1 +

∞∑
n=1

znZn(L)

)
= sup

ρ>0
(ρ log z − f(ρ)).

Hint: with the help of the inequality n! ≥ (n/e)n and Exercise 4.4, check that

Zn(L) ≤ e−(L+1)f( n
L+1 ),

then show that contributions from those n for which n/L is far from ρ(z) are
negligible.

Exercise 4.6. Let X = Rd, λ = Leb, and v : Rd → R∪{∞} a pair potential that has
a hard core and is two-sided regular. Let p(β, z) be the pressure from Theorem 4.5;
remember that it was defined starting from empty boundary conditions. Show that
for all γ ∈ N ∗ and every van Hove sequence (Λn)n∈N,

lim
n→∞

1

|Λn|
log ΞΛn|γ(β, z) = βp(β, z).

Hint: Compare ΞΛn|γ and ΞΛ′n|0 = ΞΛ′n|0, where Λ′n is equal to Λn or slightly
different, using a suitable adaptation of Lemma 4.7.

Exercise 4.7.

(a) Let Sn be the set of permutations on {1, . . . , n} and

S(z) = 1 +

∞∑
n=1

zn

n!
#Sn, C(z) =

∞∑
n=1

zn

n!
#{σ ∈ Sn | σ is a cycle}

the exponential generating functions of permutations and cycles. Show that
S(z) = exp(C(z)).
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(b) Let X be a real-valued random variable such that E[etX ] < ∞ for all
t ∈ (−ε, ε) and some ε > 0. The j-th cumulants is given as

κj =
dj

dtj
logE[etX ]

∣∣∣∣
t=0

.

Show that for all n ∈ N, we have

E[Xn] =

n∑
r=1

∑
{V1,...,Vr}∈Pn

κ#V1
· · ·κ#Vr

where Pn is the collection of set partitions of [n] = {1, . . . , n}.
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5. Gibbs measures in infinite volume

If λ(X) = ∞, then the partition function for Λ = X is infinite and we can
no longer define Gibbs measure as in finite volume. Instead, Gibbs measures are
defined by structural equations.

5.1. A structural property of finite-volume Gibbs measures. Fix a non-
empty set Λ ∈ Xb and a boundary condition γ ∈ N with ΞΛ|γ < ∞. Let ∆ ∈ Xb

with ∆ ⊂ Λ. We observe

HΛ(η | γX\Λ) = H∆(η∆ | ηΛ\∆ + γX\Λ) +HΛ(ηΛ\∆ | γX\Λ) (5.1)

for all η ∈ NΛ and∫
NΛ

f(η)dλ̃(η) =

∫
NΛ\∆

(∫
N∆

f(η′ + η′′)dλ̃(η′)

)
dλ̃(η′′) (5.2)

for all non-negative measurable f . Eqs. (5.1) and (5.2) imply that for every non-
negative, measurable f , we have∫

NΛ

f(η)zNΛ(η)e−βHΛ(η|γ)dλ̃(η)

=

∫
NΛ\∆

(∫
N∆

f(η′ + η′′)zN∆(η′)e−βH∆(η′|η′′+γX\Λ)dλ̃(η′)

)
zNΛ(η′′)e−βHΛ(η′′|γ)dλ̃(η′′).

Dividing by ΞΛ|γ , we obtain∫
NΛ

fdPΛ|γ =

∫
NΛ\∆

(∫
N∆

f(η′ + η′′)zN∆(η′)e−βH∆(η′|η′′+γX\Λ)dλ̃(η′)

)
dPΛ|γ(η′′).

(5.3)
Applying the identity to f = 1 we get 1 =

∫
NΛ\∆

Ξ∆|η′′+γX\ΛdPΛ|γ(η′′), hence

Ξ∆|η′′+γX\Λ <∞ for PΛ|γ-almost all η′′ ∈ NΛ\∆.

This allows us to express the inner integral on the right-hand side in (5.3) in terms
of

f̄(ζ) =

∫
N∆

f(η′ + ζΛ\∆)dP∆|ζ(η
′)

as ∫
NΛ

fdPΛ|γ =

∫
NΛ\∆

Ξ∆|η′′+γX\Λ f̄(η′′)dPΛ|γ(η′′)

=

∫
NΛ\∆

(∫
N∆

f̄(η′′)zN∆(η′)e−βH∆(η′|η′′+γX\Λ)dλ̃(η′)

)
dPΛ|γ(η′′)

=

∫
NΛ

f̄(ζ)dPΛ|γ(ζ).

In the last line we have applied Eq. (5.3) to f̄ . Thus we have shown∫
NΛ

fdPΛ|γ =

∫
NΛ

(∫
N∆

f(η + ζΛ\∆)dP∆|ζ+γX\Λ(η)

)
dPΛ|γ(ζ) (5.4)

for all non-negative measurable f .
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5.2. DLR equations. In infinite volume we define Gibbs measures by relations
similar to (5.4). The equations are named after Dobrushin, Lanford and Ruelle.
Let

R∆ = {γ ∈ N | ΞΛ|γ <∞}.

Definition 5.1. Fix β, z > 0. A probability measure P on (N ,N) satisfies the DLR
conditions if for all non-empty ∆ ∈ Xb, we have P(R∆) = 1 and∫

N
fdP =

∫
N

(∫
N∆

f(η + γ∆c)dP∆|γ(η)
)

dP(γ) (DLR)

for all non-negative observables f . A measure that satisfies the DLR conditions is
called a (grand-canonical) Gibbs measure. The set of Gibbs measures is denoted
G (β, z).

The DLR conditions can be reformulated with the help of conditional probabilities.
It is convenient to set P∆|γ = 0 if γ ∈ N \ R∆. For Λ ∈ X , let NΛ = σ(NB : B ⊂
Λ, B ∈ X ). Equivalently, NΛ is the σ-algebra generated by the (N ,N)-valued map
γ 7→ γΛ (see Exercise (2.2)).

Proposition 5.2. Fix β, z > 0. A probability measure P on (N ,N) satisfies the
DLR conditions if and only if for all non-empty ∆ ∈ Xb and all B ∈ N, the map
γ 7→ P∆|γ(B) is a version of the conditional expectation E[1lB(η∆) | NX\∆].

We write

P(η∆ ∈ B | ηX\∆ = γX\∆) = P∆|γ(B). (5.5)

Proof. “⇒” Suppose that P satisfies (DLR). Let ∆ ∈ Xb be a non-empty set and
B ∈ N. The map γ 7→ P∆|γ(B) is measurable, moreover P∆|γ(B) = P∆|γ∆c

(B).
Therefore γ 7→ P∆|γ(B) is measurable with respect to N∆c (see Exercise (2.2)). Let
g : N → R+ be N∆c-measurable. By Exercise 2.2, g(η) = g(η∆c) for all η ∈ N .
(DLR) applied to f(η) = g(η∆c)1lB(η) yields

E[g(η)1lB(η∆)] =

∫
N
g(γ)P∆|γ(B)dP(γ) = E

[
g(·)P∆|·(B)

]
. (5.6)

This holds true for all non-negative N∆c-measurable g, thus γ 7→ P∆|γ(B) is a
version of the conditional expectation E[1lB(η∆) | NX\∆].

“⇐” Suppose that P satisfies (5.5). Fix ∆ ∈ Xb. By (5.6), Eq. (DLR) holds true
for all non-negative observables f of the form f(η) = g(η∆c)1lB(η) with g : N → R+

measurable and B ∈ N, B ⊂ N∆. A Dynkin system argument shows that (DLR)
holds true for all indicator functions of sets in N. Taking monotone limits we find
that (DLR) holds true for all non-negative measurable f .

Eq. (5.6) applied to B = N and the constant function g = 1 shows 1 =∫
N P∆|γ(X)dP(γ). Since P∆|γ(X) ∈ {0, 1} for all γ ∈ N , it follows that P∆|η∆c

(X) =
1 for P-almost all γ, hence P(R∆) = 1. �

Another reformulation of the DLR conditions highlights some analogies with
invariant measures of Markov chains. It is expressed with a family of kernels

π∆ : N ×N→ [0,∞) (∆ ∈ Xb, ∆ 6= ∅) (5.7)

given by

π∆(γ,A) := P∆|γ

(
{η ∈ N∆ | η + γ∆c ∈ A}

)
. (5.8)
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Notice that P∆|γ is a measure on NΛ but π∆(γ, ·) is a measure on N . In abstract
terms, π∆(γ, ·) is the image of P∆|γ under the map

N∆ → N , η 7→ η + γ∆c (5.9)

which transforms a configuration η in ∆ into a configuration on the whole space X
by adding the particles from the boundary condition γ∆c . The kernels act from the
left on functions and from the right on measures:

(π∆f)(γ) :=

∫
N
π∆(γ,dη)f(η) =

∫
N∆

f(η + γ∆c)dP∆|γ(η), (5.10)

Pπ∆(B) =

∫
N

dP(γ)π∆(γ,B), (5.11)

and there is a notion of composition or product given by(
πΛπ∆

)
(γ,B) =

∫
N
πΛ(γ,dη)π∆(η,B). (5.12)

Notice that πΛ(γ,X) ∈ {0, 1} for all γ ∈ N (πΛ is a quasi-probability kernel).

Proposition 5.3. P satisfies the DLR-conditions if and only if for all non-empty
∆ ∈ Xb, we have

Pπ∆ = P.

Proof. The equation Pπ∆ = P holds true if and only if for every measurable f :
N → R+, we have ∫

N
(π∆f)dP =

∫
N
fdP.

The left-hand side is equal to
∫
N (
∫
N∆

f(η + γ∆c)dP∆|γ(η))dP(γ). The proposition

now follows from Proposition 5.1. �

The kernels π∆ have some interesting properties. Let X ∗b be the non-empty bounded
Borel sets.

Proposition 5.4. The family of kernels (π∆)∆∈X∗b form a specification with respect
to (R∆)∆∈X∗b , which means:

(a) π∆(γ, ·) is a probability measure on N , for every ∆ ∈ X ∗b and γ ∈ R∆.
(b) π∆(γ,A) = 0 for every ∆ ∈ X ∗b , γ ∈ N \R∆ and all A ∈ N.
(c) The map γ 7→ π∆(γ,A) is NX\∆-measurable, for every ∆ ∈ X ∗b and A ∈ N.
(d) π∆(·, A) = 1lA∩R∆(·) if ∆ ∈ X ∗b , A ∈ NX\∆.
(e) πΛπ∆ = πΛ whenever ∆ ⊂ Λ.

The proof of parts (a) to (d) is left as an exercise, we only prove (e). Property
(d) leads to the following: if f : N → R+ satisfies f(η) = f(ηX\∆) for all η ∈ N ,
then π∆f = 1lR∆

f , which is quite natural: intuitively, π∆f is just the function f
after averaging out what happens inside ∆. If f does not depend on what happens
inside ∆, then the averaging should not change anything, except for the indicator
1lR∆

that is inherited from the definition of π∆.
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Proof of Proposition 5.4(e). If γ ∈ N \RΛ, then πΛπ∆(γ,A) = πΛ(γ,A) = 0 for all
A ∈ N. If γ ∈ RΛ and f is a non-negative observable, we simply rewrite (5.4) as

πΛf(γ) =

∫
NΛ

f(η + γΛc)dPΛ|γ(η)

=

∫
NΛ

(∫
N∆

f(η + ζΛ\∆ + γX\Λ)dP∆|ζ+γX\Λ(η)

)
dPΛ|γ(ζ)

=

∫
NΛ

(π∆f)(ζ + γX\Λ)dPΛ|γ(ζ) = (πΛπ∆f)(γ).

Choosing f = 1lA we find πΛ(γ,A) = (πΛπ∆)(γ,A). �

So the property πΛπ∆ = πΛ is essentially a reformulation of the structural prop-
erty (5.4) of finite-volume Gibbs measures noted in Section 5.1. To conclude, we
also formulate the analogue of Eq. (5.3).

Definition 5.5. P satisfies Ruelle’s equation if for all measurable F : N → R+ ∪
{∞} and all ∆ ∈ Xb, we have∫

N
FdP =

∫
NX\∆

(∫
N∆

F (η + γ∆c)zN∆(η)e−βH∆(η|γ)dλ̃(η)

)
dP(γ). (R)

In Theorem 5.10 below we show that the DLR conditions are equivalent to Ruelle’s
equation.

5.3. Existence. A priori it is not clear that the set G (β, z) of Gibbs measures is
non-empty. The probability question at the heart of the existence problem is: given
a family of kernels (π∆)∆∈X∗b , is it possible to find a probability measure P such
that P(η∆ ∈ A | η∆c = γ∆c) = π∆(γ,A)? In general, the answer is negative, see
Exercise 5.2, but additional conditions related to decay at infinity of interactions
and quasi-locality of π∆ in γ ensure a positive answer.

Theorem 5.6. Fix β, z > 0 and let H be a locally stable energy function with finite
range. Then G (β, z) 6= ∅.

Proof. Let Λn = B(0, n) and Pn(·) = πΛn(0, ·) be the finite volume Gibbs measure
in Λn with empty boundary conditions. The local stability of the energy and
Proposition 3.15 ensure that the sequence (Pn)n∈N satisfies the Ruelle bound (Rξ)
with n-independent ξ. By Theorem 2.53, (Pn)n∈N admits a locally convergent

subsequence Pnj
loc−→ P. Fix a non-empty set ∆ ∈ Xb. Taking n large enough, we

may assume ∆ ⊂ Λn. By Proposition 5.4(e), we have Pnπ∆ = Pn, hence∫
N

(π∆f)dPn =

∫
N
fdPn (5.13)

for all non-negative measurable f . Suppose that f is a bounded local observable,
i.e., f ∈ AB for some B ∈ Xb. Then π∆f is local as well. Indeed, as the energy H
has finite range R, we have

P∆|γ = P∆|γ∆+
= P∆|(γB∪∆+ )∆+

= P∆|γB∪∆+

with ∆+ = {x ∈ X | dist(x,∆) ≤ R}. We note

f(η + γ∆c) = f(ηB + γ∆c∩B) = f
(
η + (γB∪∆+)∆c

)
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and therefore

(π∆f)(γ) = (π∆f)(γB∪∆+).

It follows that π∆f is a bounded local observable, we can pass to the limit along
the subsequence (Pnj ) in (5.13), and (DLR) holds true for P and bounded local f .
A monotone class argument then shows that this holds true for all f ∈ L∞(N ,N)
and it follows that P ∈ G (β, z). In particular, G (β, z) 6= ∅. �

In general sequences of finite volume Gibbs measures need not converge, however
every accumulation point is in G (β, z).

Theorem 5.7. Assume that the energy is locally stable and has finite range. Let
(Λn)n∈N be an increasing sequence in Xb such that every bounded set ∆ is eventually
contained in some Λn. Let γ ∈ N be such that H(ζ) < ∞ for all ζ ∈ Nf with
ζ ≤ γ. Then the sequence (PΛn|γ)n∈N has a locally convergent subsequence, and
every accumulation point is in G (β, z).

The proof is similar to the proof of Theorem 5.6 and therefore omitted.

The proof of Theorem 5.6 is easily adapted to the more general case where (i) all
finite-volume Gibbs measures PΛ with empty boundary conditions satisfy Ruelle’s
bound (Rξ) for some Λ-independent ξ, and (ii) π∆ maps local functions F to quasi-
local functions π∆F . Specifications (π∆)∆∈X∗b that satisfy condition (ii) are called

quasi-local specifications. Unfortunately, for particles in X = Rd, the specifications
at hand are usually not quasi-local, and existence proofs become more involved.

We restrict to pair interactions

V (η) =

{
v(x, y), η = δx + δy,

0, NX(η) 6= 2

where v : X× X→ R ∪ {∞} is stable, i.e.,∑
1≤i<j≤n

v(xi, xj) ≥ −Bn (S)

for some B ≥ 0 and all n ∈ N, x1, . . . , xn ∈ X. We also assume the integrability
condition ∫

X
|e−βv(x,y) − 1|dλ(y) <∞ (I)

for all β > 0 and for all x ∈ X.

Theorem 5.8. Let v be a pair potential that satisfies (S) and (I). Suppose that the
finite-volume Gibbs measures PΛ with empty boundary conditions satisfy Ruelle’s
bound (Rξ) for some Λ-independent ξ. Then G (β, z) 6= ∅.

The theorem goes back to Ruelle [49], our presentation follows closely Kuna [31].
It is proven in Section 5.7.

5.4. GNZ equation. Georgii [18] and Nguyen and Zessin [38] devised a charac-
terization of Gibbs measures equivalent to the DLR conditions. The starting point
is another decomposition of the energy, this time singling out a particle x rather
than a domain ∆: Let W (x; η) = H(δx | η). Then for all η ∈ Nf and x ∈ X,

H(η + δx) = W (x; η) +H(η) (5.14)
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and

zNX(η+δx)e−βH(η+δx) = ze−βW (x;η) × zNX(η)e−βH(η). (5.15)

Definition 5.9. P satisfies the GNZ-equation if for all measurable F : X × N →
R+ ∪ {∞}, we have∫
N

∑
x∈Sη

nx(η)F (x, η)

 dP(η) =

∫
X

(∫
N
F (x, η + δx)ze−βW (x;η)dP(η)

)
dλ(x).

(GNZ)

(GNZ) can also be written as

E

[∫
X
F (x, η)dη(x)

]
=

∫
X
E
[
ze−βW (x;η)F (x, η + δx)

]
dλ(x).

For example, if F (x, η) = 1
λ(∆)1l∆(x)NB(x,r)(η−δx) for some r > 0, then

∫
X F (x, η)dη(x)

represents the average number of r-neighbors of points x ∈ Sη ∩∆.

Theorem 5.10. Fix β, z > 0, and P a probability measure on N . The following
conditions are equivalent:

(a) P satisfies the DLR equations.
(b) P satisfies the Ruelle equation.
(c) P satisfies the GNZ equation.

Proof. (DLR) implies (GNZ): Let F : X×N → R+ ∪ {∞} be a measurable map.
Suppose that for some ∆ ∈ Xb and some f, g : N → R+ ∪ {∞}, we have

F (x, η) = 1l∆(x)f(x, η∆)g(η∆c) (x ∈ X, η ∈ N ). (5.16)

Set fn(x;x1, . . . , xn) = f(x; δx1
+ · · · + δxn) and H∆,n(x1, . . . , xn | γ) = H∆(δx1

+
· · ·+ δxn | γ). Then for all γ ∈ R∆, we have∫
N∆

(∑
x∈Sη

nx(η)f(x, η)
)

dP∆|γ(η)

=
1

Ξ∆|γ

∞∑
n=1

zn

n!

∫
∆n

n∑
j=1

fn(xj ;x1, . . . , xn)e−βH∆,n(x1,...,xn|γ)dλn(x)

=
1

Ξ∆|γ

∞∑
n=1

zn

n!

∫
∆n

nfn(x1;x1, . . . , xn)e−β[W (x1;
∑n
j=2 δxj+γ∆c )+H∆,n−1(x2,...,xn|γ)]dλn(x)

=
1

Ξ∆|γ

∫
∆

{ ∞∑
m=0

zm

m!

∫
∆m

fm+1(x; y1, . . . , ym)ze−β[W (x;
∑m
j=1 δyj+γ∆c )+H∆,m(y|γ)]dλm(y)

}
dλ(x)

=
1

Ξ∆|γ

∫
∆

{∫
N∆

f(x; η)ze−βW (x;η+γ∆c )dP∆|γ(η)

}
dλ(x).

We multiply with g(γ∆c), note

F (x, η + γ∆c) = 1l∆(x)f(x, η)g(γ∆c) (x ∈ X, η ∈ N∆, γ ∈ N∆c),

integrate over γ with respect to P on both sides, use the DLR equations and find
that (GNZ) holds true for F .
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The identity applies, in particular, to F (x, η) = 1l∆(x)1l{N∆≤n}(η)1lB∩C(η) with
∆ ∈ Xb, n ∈ N, B ∈ N∆ and C ∈ NX\∆. Moreover for such F the expression
in (GNZ) is bounded by

E

∑
x∈Sη

nx(η)1l∆(x)1l{N∆≤n}

 = E
[
N∆1l{N∆≤n}

]
≤ n <∞.

The sets B ∩ C with B ∈ N∆ and C ∈ NX\∆ form a π-system generating N. A
Dynkin system argument then shows that (GNZ) holds true for functions F (x, η) =
1l∆(x)1l{N∆≤n}(η)1lA(η) withA ∈ N. Taking monotone limits, we find that Eq. (GNZ)
holds true for all indicator functions of Cartesian products ∆×A ∈ X ⊗N.

Now we may view the left and right sides of (GNZ), when applied to indicator
functions, as the definition of measures µ and ν on X ⊗N. We have just checked
that those measures coincide on the generating π-system of Cartesian products,
furthermore we have seen that µ(∆×{N∆ ≤ n}) = ν(∆×{N∆ ≤ n}) ≤ n <∞ for
all ∆ ∈ Xb, n ∈ N. In particular, µ and ν are σ-finite. It follows that µ = ν, i.e.,
Eq. (GNZ) holds true for the indicator functions of all sets in X ⊗N. Consequently
it holds true for all measurable non-negative F .

(GNZ) implies (R): Let F : N → R+ ∪ {∞} be a non-negative observable and
∆ ∈ Xb. The GNZ equation applied to G(x, η) = 1l∆(x)1l{N∆=m}F (η) with m ∈ N
yields∫

N
m1l{N∆=m}FdP =

∫
∆

(∫
N

1l{N∆=m}(η + δx)F (η + δx)dP(η)

)
dλ(x)

hence∫
N

1l{N∆=m}FdP =
1

m

∫
∆

(∫
N

1l{N∆=m−1}(η)F (η + δx)ze−βW (x1;η)dP(η)

)
dλ(x1).

If m ≥ 2, then in the inner integral, we keep x = x1 fixed and apply (GNZ) to
G(x, η) = 1l∆(x)1l{N∆=m−1}F (η + δx1

) exp(−βW (x1; η)). We find∫
N

1l{N∆=m}FdP

=
1

m(m− 1)

∫
∆2

(∫
N

1l{N∆=m−2}(η)F (η + δx1 + δx2)z2e−β[W (x1;η+δx2
)+W (x2;η)]dP(η)

)
dλ2(x).

We iterate the procedure. Exploiting

W (x1; η+δx2+· · ·+δxm)+W (x2; η+δx3+· · ·+δxm)+· · ·+W (xm; η) = H(δx1+· · ·+δxm | η),

we find∫
N

1l{N∆=m}FdP

=
1

m!

∫
∆m

(∫
N

1l{N∆=0}(η)F
(
η + δx1

+ · · ·+ δxm
)
zme−βH(δx1+···+δxm |η)dP(η)

)
dλm(x)

=

∫
NX\∆

(
zm

m!

∫
∆m

F (η + δx1 + · · ·+ δxm)e−βH(δx1
+···+δxm |η)dλm(x)

)
dP(η).
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For m = 0 we have ∫
N

1l{N∆=0}FdP =

∫
NX\∆

F (0 + η)dP(η).

Summing over m ∈ N0, we find that (R) holds true for F .

(R) implies (DLR): Let F be a non-negative observable. We have∫
N
FdP =

∫
NX\∆

(∫
N∆

F (η + γ)zN∆(η)e−βH∆(η|γ)dλ̃(η)

)
dP(γ)

=

∫
NX\∆

(π∆F )(γ)Ξ∆|γdP(γ)

=

∫
NX\∆

(∫
N∆

(π∆F )(γ)zN∆(η)e−βH∆(η|γ)dλ̃(η)

)
dP(γ)

=

∫
N

(π∆F )dP

hence Pπ∆ = P. For F = 1 we get 1 =
∫
N Ξ∆|γdP(γ), hence Ξ∆|γ <∞ P-a.s. and

P(R∆) = 1. �

The GNZ equation can be iterated, leading to a multivariate form that is helpful
in evaluating correlation functions.

Proposition 5.11 (Multivariate GNZ equation). Let P ∈ G (β, z). Then we have,
for all m ∈ N and all measurable F : Xm ×N → R+ ∪ {∞},

E
[∫

Xm
F (x; η)dη(m)(x)

]
=

∫
Xm

E
[
F (x; η + δx1 + · · ·+ δxm)zme−βH(δx1

+···+δxm |η)
]
dλm(x). (MGNZ)

Proof. The proof is by induction over m. For m = 1, Eq. (MGNZ) reduces to the
GNZ equation and there is nothing to prove. Now suppose that Eq. (MGNZ) holds
true for m−1 and all measurable non-negative test functions. Let F : Xm+1×N →
R+ ∪ {∞}. We have, for every κ ∈ N0 ∪ {∞}, y1, y2, . . . ∈ X, and η =

∑κ
j=1 δyj ,∫

Xm
F (x; η)dη(m)(x) =

∑ 6=

(j1,...,jm)

F (yj1 , . . . , yjm ;

κ∑
i=1

δyi)

=

κ∑
j1=1

∑6=

(j2,...,jm)

1l{∀` 6=1: j` 6=j1}F (yj1 , . . . , yjm ;

κ∑
i=1

δyi)

=

∫
X
G(x1; η)dη(x1)

where

G(x1; η) =

∫
Xm−1

F (x1, x2, . . . , xm; η)dη(m−1)
x1

(x2, . . . , xm), ηx1
:= η − δx1

.

The GNZ equation shows

E
[∫

Xm
F (x; η)dη(m)(x)

]
=

∫
X
E
[
G(x1; η + δx1

)ze−βW (x1;η)
]
dλ(x1) (5.17)
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Notice

G(x1; η + δx1) =

∫
Xm−1

F (x1, x2, . . . , xm; η + δx1)dη(m−1)(x2, . . . , xm).

Thus

G(x1; η + δx1
)ze−βW (x1;η) =

∫
Xm−1

Hx1
(x2, . . . , xm; η)dη(m−1)(x2, . . . , xm)

with Hx1(x2, . . . , xm; η) = F (x1, x2, . . . , xm; η)ze−βW (x1;η). The induction hypoth-
esis yields

E
[
G(x1; η + δx1)ze−βW (x1;η)

]
=

∫
Xm−1

E
[
F (x1, x2, . . . , xm; η)zme−β[W (x1;η+δx2

+···+δxm )+H(δx2
+···+δxm |η)]

]
dλ(x2) · · · dλ(xm).

We insert this identity into Eq. (5.17), exploit

H(δx1
+ · · ·+ δxm | η) = W (x1; η + δx2

+ · · ·+ δxm) +H(δx2
+ · · ·+ δxm | η),

and obtain (MGNZ). �

5.5. Correlation functions and Mayer-Montroll equation. From the multi-
variate GNZ equation, we obtain an infinite-volume version of Lemma 3.12 as a
simple consequence.

Proposition 5.12. Let P ∈ G (β, z). The correlation functions of P exist and
satisfy

ρn(x1, . . . , xn) =

∫
N
zne−βH(δx1+···+δxn |η)dP(η) (5.18)

for all n ∈ N and λn-almost all (x1, . . . , xn) ∈ Xn.

In particular, the one-particle density is

ρ1(x) =

∫
N
ze−βW (x;η)dP(η).

Proof. The proposition is an immediate consequence of the multivariate GNZ equa-
tion: let m ∈ N and f : Xm → R+ ∪ {∞} measurable, then (MGNZ) applied to
F (x; η) = f(x) yields

E
[∫

Xm
f(x)dη(m)

]
=

∫
Xm

f(x)E
[
zme−βH(

∑m
j=1 δxj |η)

]
dλm(x).

As the identity holds true for all non-negative measurable f , and the left-hand side
is equal to

∫
Xm fdαm by definition of the factorial moment measure αm, it follows

that the factorial moment measure is absolutely continuous with respect to λm with
Radon-Nikodým derivative

ρm(x) =
dαm
dλm

(x) = E
[
zme−βH(

∑m
j=1 δxj |η)

]
λm-a.e.

This proves the claim. �

For pair interactions v(x, y), Proposition 5.12 can be combined with the Theo-
rem 2.40 on Laplace functionals.
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Lemma 5.13. Suppose that the pair potential v(x, y) is stable (S) and satisfies the
integrability condition (I). Let W (x1, . . . , xn; y) :=

∑n
j=1 v(xj − y). Then for all

n ∈ N and x1, . . . , xn ∈ Rd, we have∫
Rd
|e−βW (x1,...,xn;y) − 1|dy ≤ e2βnB

n∑
j=1

∫
X
|e−βv(xj ,y) − 1|dλ(y) <∞.

Proof. Fix y ∈ Rd and set ϕj := exp(−βv(xj − y))− 1. We have

n∏
j=1

(1 + ϕj)− 1 = ϕn

n−1∏
j=1

(1 + ϕj) + ϕn−1

n−2∏
j=1

(1 + ϕj) + · · ·+ ϕ2(1 + ϕ1) + ϕ1

and
k∏
j=1

(1 + ϕj) = e−β
∑k
j=1 v(xj−y) ≤ eβ2Bk ≤ eβ2Bn

because v(x, y) = H2(x, y) ≥ −2B for all x, y ∈ X. Hence∣∣∣∣∣∣
n∏
j=1

(1 + ϕj)− 1

∣∣∣∣∣∣ ≤ e2βBn
n∑
j=1

|ϕj |.

We integrate on both sides with respect to y and obtain the required inequality. �

Theorem 5.14. Let P ∈ G (β, z). Assume that the interaction is a pair potential
that satisfies (S) and (I), and that P satisfies Ruelle’s bound (Rξ). Then the
correlation functions ρn satisfy the Mayer-Montroll equations: for all n ∈ N and
λn-almost all (x1, . . . , xn) ∈ Xn, we have

ρn(x1, . . . , xn) = zne−βH(x1,...,xn)

×

1 +

∞∑
k=1

1

k!

∫
(X)n

k∏
j=1

(
e−βW (x1,...,xn;yj) − 1

)
ρk(y1, . . . , yk)dλk(y)

 . (MM)

Proof. By Proposition (5.18),

ρn(x1, . . . , xn) = zne−βH(x1,...,xn)E
[
e
−β

∑
y∈Sη W (x1,...,xn;y)ny(η)]

.

Because of Lemma 5.13, we can apply Theorem 2.40 to f(y) = W (x1, . . . , xn; y)
and (MM) follows. �

5.6. Kirkwood-Salsburg equation. Another set of integral equations expresses
the correlation function ρn+1(x0, . . . , xn) with a point x0 singled out in terms of
the interaction of x0 with points from η and the whole set of correlation func-
tions (ρk)k∈N. It is the correlation function sibling of the GNZ equation. Histor-
ically, though, integral equations such as Mayer-Montroll and Kirkwood-Salsburg
appeared long before the DLR or GNZ equation.

To lighten notation, we drop the Dirac symbols when there is no risk of confusion;
so we write H(x1, . . . , xn | η) for H(δx1

+ · · · + δxn | η), W (x0;x1, . . . , xn) for
W (x0; δx1

+ · · ·+ δxn), etc.
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Theorem 5.15. Let P be a probability measure that satisfies Ruelle’s bound (Rξ).
Assume that the pair interaction satisfies (S) and (I). Then P ∈ G (β, z) if and
only if the correlation functions satisfy the Kirkwood-Salsburg equations:

ρn+1(x0, x1, . . . , xn) = ze−βW (x0;x1,...,xn)

×

ρn(x1, . . . , xn) +

∞∑
k=1

1

k!

∫
(X)k

k∏
j=1

(
e−βv(x0,yj) − 1

)
ρn+k(x1, . . . , xn,y)dλk(y)


(KS)

for all n ∈ N0 and λn-almost all (x0, x1, . . . , xn) ∈ Xn+1, with the convention
ρ0 = 1.

Proof of P ∈ G (β, z)⇒ (KS). We decompose

H(x0 · · ·xn | η) = W (x0;x1, . . . , xn) +W (x0 | η) +H(x1, . . . , xn | η)

and obtain from Proposition 5.12 that

ρn+1(x0, x1, . . . , xn) = ze−βW (x0;x1,...,xn)E
[
zne−β[W (x0;η)+H(x1,...,xn|η)]

]
We can further expand

e−βW (x0;η) = 1 +

∞∑
k=1

1

k!

∫
Xk

k∏
j=1

(e−βv(x0,yj) − 1)dη(k)(y), (5.19)

which is absolutely convergent for P-almost all η ∈ N because of

E

1 +

∞∑
k=1

1

k!

∫
Xk

∣∣∣∣∣∣
k∏
j=1

(e−βv(x0,yj) − 1)

∣∣∣∣∣∣dη(k)(y)


≤ exp

(
ξ

∫
X
|e−βv(x0,y) − 1|dλ(y)

)
<∞, (5.20)

see the proof of Theorem 2.40. Applying (MGNZ) we get

E
[
zn
∫
Xk

k∏
j=1

(e−βv(x0,yj) − 1)e−βH(x1,...,xn|η)dη(k)(y)
]

=

∫
Xk

E
[ k∏
j=1

(e−βv(x0,yj) − 1)zn+ke−β[H(x1,...,xn|δy1+···+δyk+η)+H(y1,...,yk|η)]
]
dλk(y)

=

∫
Xk

k∏
j=1

(e−βv(x0,yj) − 1)E
[
zn+ke−βH(x1,...,xn,y1,...,yk|η)

]
dλk(y)

=

∫
Xk

k∏
j=1

(e−βv(x0,yj) − 1)ρn+k(x1, . . . , xn,y)dλk(y). (5.21)
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Similarly,

E
[
zn
∫
Xk

k∏
j=1

|e−βv(x0,yj) − 1|e−βH(x1,...,xn|η)dη(k)(y)
]

=

∫
Xk

k∏
j=1

|e−βv(x0,yj) − 1|ρn+k(x1, . . . , xn,y)dλk(y).

Combining with Ruelle’s moment bound (Rξ), we get

∞∑
k=1

1

k!
E
[
zn
∫
Xk

k∏
j=1

∣∣∣e−βv(x0,yj) − 1
∣∣∣e−βH(x1,...,xn|η)dη(k)(y)

]
≤ ξn exp

(
ξ

∫
X
|e−βv(x0,y) − 1|dλ(y)

)
<∞. (5.22)

This allows us to sum up the expressions (5.21) (after multiplication with 1/k!) and
to exchange summation and expectations and the claim follows. �

For the other direction, we show that (KS) implies the GNZ-equation in the form

E
[∑
x∈Sη

nx(η)F (x, η − δx)
]

=

∫
X
E
[
F (x0, η)ze−βW (x0;η)

]
dλ(x0) (5.23)

The equivalence with (GNZ) is readily recognized upon setting F̃ (x; η) := F (x; η−
δx). Theorem 5.10 then shows P ∈ G (β, z). We consider first the case

F (x0, η) = 1l∆(x0)

∫
Xn
gdη(n) (5.24)

with ∆ ∈ Xb and g : Xn → R a bounded measurable map with bounded support.

Lemma 5.16. Let P be a probability measure that satisfies Ruelle’s bound (Rξ), v
a stable, tempered pair potential, and H the associated energy. Let F : X×N → R
be as above. Then∫

X
E
[
F (x0, η)ze−βW (x0;η)

]
dλ(x0)

=

∫
Xn+1

1l∆(x0)g(x1, . . . , xn)ze−βW (x0;x1,...,xn)

×

 ∞∑
k=0

1

k!

∫
Xk

k∏
j=1

(e−βv(x0,yj) − 1)ρn+k(x,y)dλk(y)

dλn+1(x). (5.25)

We postpone the proof of the lemma and complete first the proof of Theorem 5.15.

Proof of (KS) ⇒ P ∈ G (β, z). Let F be as in (5.24). The right-hand side of Eq. (5.23)
is given by Lemma 5.16, the left-hand side is

E
[∑
x∈Sη

F (x, η − δx)
]

= E
[∫

Xn+1

1l∆(x0)g(x1, . . . , xn)dη(n)(x1, . . . , xn)
]

=

∫
Xn+1

1l∆(x0)g(x1, . . . , xn)ρn+1(x0, x1, . . . , xn)dλn+1(x).

(5.26)
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The Kirkwood-Salsburg equations show that the right-hand sides of (5.25) and (5.26)
are equal, hence (5.23) holds true for F given by (5.24). The usual arguments then
show that the statement extends first to all maps of the form F (x0, η) = 1l∆(x0)G(η)
with ∆ ∈ Xb and G ∈ Aloc, and then to all non-negative observables. Theorem 5.10
then guarantees P ∈ G (β, z). �

Proof of Lemma 5.16. In order to evaluate the right side of (5.23), we note that
for η =

∑κ
j=1 δyj

F (x0, η)e−βW (x0;η) = n!1l∆(x0)
∑
J⊂[κ]
#J=n

(
g
(
yJ
)
e−βW (x0;yJ )

)
e−βW (x0;y[κ]\J )

where [κ] = {1, . . . , κ} if κ ∈ N and [κ] = N if κ = ∞, and yI = (yi)i∈I . Let us
abbreviate

G(yJ) = g
(
yJ
)
e−βW (x0;yJ ), h(yI) :=

∏
i∈I

(
e−βv(x0,yi) − 1

)
.

Then

F (x0, η)e−βW (x0;η) = n!1l∆(x0)
∑
J⊂[κ]
#J=n

G(yJ)
∑

I⊂[κ]\J
#I<∞

h(yI)

= n!1l∆(x0)
∑
L⊂[κ]

n≤#L<∞

∑
I⊂L

#(L\I)=n

h(yI)G(yL\I)

Therefore

E
[
F (x0, η)e−βW (x0;η)

]
= n!1l∆(x0)

∞∑
m=n

1

m!

∫
Xm

 ∑
I⊂[m]

#I=m−n

h(yI)G(y[m]\I)

 ρm(y)dλm(y)

= n!1l∆(x0)

∞∑
m=n

1

m!

∫
Xm

(
m

n

)
G(y1, . . . , yn)h(yn+1, . . . , ym)ρm(y)dλm(y)

= 1l∆(x0)

∞∑
k=0

1

k!

∫
Xn+k

G(x1, . . . , xn)h(y1, . . . , yk)ρn+k(x,y)dλn(x)dλk(y)

and the proof is readily concluded. �

5.7. Proof of Theorem 5.8. Let (Λ`)`∈N be a sequence in Xb such that every
bounded set B ∈ Xb is eventually contained in one of the Λ`’s. For example,

Λ` = B(0, `). Let ρ
(`)
k be the k-point correlation function of PΛ` . By assump-

tion, ρ
(`)
k ≤ ξk on Λk` . Passing to a subsequence if need be, we may assume that

PΛ` converges locally to some measure P with correlation functions ρn. The k-
point correlation functions satisfy a finite volume version of the Kirkwood-Salsburg
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equations, namely,

ρ
(`)
n+1(x0, x1, . . . , xn) = ze−βW (x0;x1,...,xn)

×

(
ρ(`)
n (x1, . . . , xn) +

∞∑
k=1

1

k!

∫
Λk`

n∏
k=1

(e−βv(x0,yj) − 1)ρ
(`)
n+k(x1, . . . , xn,y)dλk(y)

)
(5.27)

on Λn+1
` , with the convention ρ

(`)
0 = 1. Choosing the version of the correlation

functions that satisfies the formula from Lemma 3.12 pointwise, we may assume
without loss of generality that (5.27) holds true for all x0, x1, . . . , xn ∈ Λ` and all
n ∈ N. Ruelle’s bound, the integrability of y 7→ exp(−βv(x0, y))− 1, and the weak
convergence of the correlation functions imply that the sum on the right-hand side

of (5.27) converges to the same expression with ρ
(`)
n+k replaced with ρn+k. This

holds true for all n ∈ N0 and all x0 ∈ X. For n = 0, we obtain

lim
`→∞

ρ
(`)
1 (x0) = z

(
1 +

n∏
k=1

(e−βv(x0,yj) − 1)ρk(y)dλk(y)

)
. (5.28)

and the one-point correlation function converges pointwise. But pointwise conver-
gence implies weak* convergence in L∞(X,X , λ), so the pointwise limit equals the
weak* limit, which is ρ1(x0). It follows that the correlation functions of P sat-

isfy (KS) for n = 0. An induction over n shows that ρ
(`)
n converges pointwise to ρn,

for all n ∈ N0, and that the correlation functions of P satisfy (KS) for all n ∈ N0.
Theorem 5.15 then guarantees P ∈ G (β, z). In particular, G (β, z) 6= ∅. �

5.8. Uniqueness for small z. In this section we assume that the pair potential
is locally stable,

n∑
j=1

v(x, yj) ≥ −2B (5.29)

for some B ≥ 0 and all n ∈ N, x, y1, . . . , yn ∈ X with H(x, y1, . . . , xn) <,∞, and
we ask that the integrability condition (I) holds true with some uniformity in x,

C(β) = sup
x∈X

∫
X
|e−βv(x,y) − 1|dλ(y) <∞. (5.30)

A sufficient condition for (5.29) and (5.30) to hold true, in X = Rd, is that v(x, y) =
v(0, y − x) is translationally invariant, has a hard core, and is two-sided regular as
in Theorem 4.5 .

Theorem 5.17. Assume that the pair potential satisfies (5.29) and (5.30). Then
for all β, z > 0 with

z < e−2βB−1C(β)−1, (5.31)

the Gibbs measure is unique, #G (β, z) = 1.

Example 5.18 (Hard spheres). Let X = Rd, λ = Leb and v(x, y) = ∞1l{|x−y|≤r}
(with the convention 0 · ∞ = 0). The pair potential is locally stable with B = 0
and C(β) = |B(0, r)|. The theorem shows that the condition

z|B(0, r)| < 1

e

is sufficient for the Gibbs measure to be unique.
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For the proof we show that the solution to the Kirkwood-Salsburg equations is
unique. First we rewrite the equations as a linear equation in a suitable Banach
space. For ξ > 0, let Eξ be the space of sequences ρ = (ρn)n∈N of real-valued
functions ρn ∈ L∞(Xn,X⊗n, λn) with

|ρn(x1, . . . , xn)| ≤ Cρ ξn

for some Cρ ≥ 0 and all n ∈ N. Let ||ρ||ξ be the smallest constant Cρ. The space
(Eξ, || · ||ξ) is a Banach space. For ρ ∈ Eξ, we define a new sequence (Kρ)n∈N by

(Kρ)1(x0) =

∞∑
k=1

1

k!

∫
(X)k

k∏
j=1

(
e−βv(x0,yj) − 1

)
ρk(y)dλk(y)

and for n ∈ N,

(Kρ)n+1(x0, x1, . . . , xn) = ze−βW (x0;x1,...,xn) ×
(
ρn(x1, . . . , xn)

+

∞∑
k=1

1

k!

∫
(X)k

k∏
j=1

(
e−βv(x0,yj) − 1

)
ρn+k(x1, . . . , xn,y)dλk(y)

)
.

Let e = (en)n∈N be the sequence defined by e1(x0) = 1 and en = 0 for n ≥ 2. The
Kirkwood-Salsburg equations become

ρ = ze+ zKρ. (5.32)

Lemma 5.19. Assume that the pair potential satisfies (5.29) and (5.30). Let ξ > 0.
Then Kρ ∈ Eξ for all ρ ∈ Eξ, and

||Kρ||ξ ≤
1

ξ
e2βBeξC(β)||ρ||ξ

Thus K : Eξ → Eξ is a bounded linear operator with operator norm ||K||ξ ≤
1
ξ e2βBeξC(β).

Proof. We have

|(Kρ)1(x0)| ≤ ||ρ||
∞∑
k=1

1

k!

∫
(X)k

k∏
j=1

∣∣e−βv(x0,yj) − 1
∣∣ξkdλk(y) = (eξC(β) − 1)||ρ||

and for n ∈ N,

|(Kρ)n+1(x0, . . . , xn)| ≤ ||ρ|| ξne2βBeξC(β).

Therefore for all n ∈ N0,

|(Kρ)n+1| ≤ ξn+1 × 1

ξ
e2βBeξC(β)||ρ||

and the lemma follows. �

Lemma 5.20. Assume that the pair potential satisfies (5.29) and (5.30). Suppose
that (β, z) satisfies (5.31). Then we can choose ξ > 0 such that

z ||K||ξ ≤ zξ−1e2βBeξC(β) < 1

and the equation ρ = ze+ zKρ, ρ ∈ Eξ, has a unique solution.
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Proof. We have

z ||K||ξ ≤ zC(β)e2βB exp(ξC(β))

ξC(β)
.

The right-hand side is strictly smaller than 1 if and only if

zC(β)e2βB < ξC(β)e−ξC(β). (5.33)

The function x 7→ x exp(−x) attains its maximum 1/e at x = 1, so if (5.33) holds
true, then necessarily

zC(β) exp(2βB) <
1

e
= sup

ξ>0
ξC(β)e−ξC(β).

i.e., (5.33) implies (5.31). Conversely, if zC(β) exp(2βB) < 1/e, then we can find
ξ > 1 such that (5.33) holds true and z||K||ξ < 1. We have ze ∈ Eξ because of

z ≤ ze2βB ≤ ξe−ξC(β) ≤ ξ.
The operator (id− zK) in Eξ has a bounded inverse operator given by a Neumann
series. It follows that the equation ρ = ze+zKρ in Eξ has a unique solution, given
by

ρ = (id− zK)−1ze = ze+

∞∑
`=1

z`+1K`e. (5.34)

The lemma is proven. �

Proof of Theorem 5.17. We already know from Theorem 5.8 that #G (β, z) ≥ 1.
Pick P ∈ G (β, z). Moreover by Proposition 5.12 and the local stability (5.29)
ensure that ρn ≤ zne2βBn. Let ξ > 0 be as in Lemma 5.20. Then ze2βBn ≤ ξ, hence
ρ = (ρn)n∈N ∈ Eξ. By Theorem 5.15, the correlation functions solve the Kirkwood-
Salsburg equation ρ = ze+zKρ. This determines ρ uniquely by Lemma 5.20. Since
P satisfies Ruelle’s moment bound, Theorem 2.42 in turn shows that P is uniquely
determined by the correlation functions, so altogether P ∈ G (β, z) is uniquely
determined. �

5.9. Summary.

• In infinite volume, Gibbs measures are defined by structural property called
DLR conditions after Dobrushin, Lanford and Ruelle: for each bounded ob-
servation window ∆, the behavior of the point process inside ∆ conditioned
on the outside ηX\∆ = γX\∆ is governed by the finite volume Gibbs measure
P∆|γ with boundary condition γ.

• The DLR conditions are equivalent to the GNZ equation named after
Georgii, Nguyen and Zessin. The GNZ equation singles out points x of
the configuration rather than regions of space ∆.

• For well-behaved interactions, the set G (β, z) of infinite-volume Gibbs mea-
sures is non-empty, and every accumulation point of sequences of finite-
volume Gibbs measures lies in G (β, z). Infinite-volume Gibbs measures are
not necessarily unique.

• The correlation functions ρn of a Gibbs measure exist and are given by zn

times the expected value of the exponential of an interaction term.
• For well-behaved pair potentials, under Ruelle’s bound (Rξ), a probability

measure P is a Gibbs measure if and only if its correlation functions satisfy
a set of integral equations, the Kirkwood-Salsburg equations. They allow
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us to map the uniqueness problem for Gibbs measures to a linear fixed point
problem ρ = ze + zKρ in a suitable Banach space. For small z, the fixed
point equation involves a contraction and the Gibbs measure is unique.

5.10. Exercises.

Exercise 5.1. Check properties (a) to (d) in Proposition 5.4.

Exercise 5.2. Let X = Z, λ(B) = #B. For a finite non-empty set ∆, define

π∆(γ,A) =

{
1

#∆

∑
x∈∆ 1lA(δx), NX\∆(γ) = 0,

1lA(γX\∆), else.

(a) Show that πΛπ∆ = πΛ for all ∆,Λ ∈ Xb with ∆ ⊂ Λ.
(b) Let G (π) be the set of probability measures P for which Pπ∆ = P for all

non-empty ∆ ∈ Xb. Show that for every P ∈ G (π), P(NX = 1) = 1.
(c) Show that G (π) = ∅.

(See Friedli and Velenik [16, Exercise 6.15] for a variant with spin systems.)

Exercise 5.3. Let v : X × X → R ∪ {∞} be a stable pair potential, so that in
particular, v(x, y) ≥ −2B > −∞ for all x, y ∈ X. Fix x ∈ X. Consider the
following statements:

(a)
∫
X | exp(−βv(x, y))− 1|dλ(y) <∞ for some β > 0.

(b)
∫
X | exp(−βv(x, y))− 1|dλ(y) <∞ for all β > 0.

(c) There exists a measurable set A = Ax ⊂ X with

λ(A) <∞,
∫
X\A
|v(x, y)|dλ(y) <∞.

Show that (a)⇔ (b) ⇔ (c).

Exercise 5.4 (Convolution I). Let Pf(N) be the collection of finite subsets of N (in-
cluding the empty set ∅ ∈ Pf(N)). We call a function f : Pf(N)→ R exchangeable
if f(I) depends on the cardinality of I ⊂ N alone. The generating function of f is
the formal power series

Gf (z) = f(∅) +

∞∑
n=1

zn

n!
f
(
[n]
)
.

For two exchangeable functions f, g, we define a new function f ∗ g by(
f ∗ g

)
(I) =

∑
J⊂I

f(J)g(I \ J).

Show that Gf∗g(z) = Gf (z)Gg(z).

Exercise 5.5 (Convolution II). For f, g, : Nf → R we define a new function f ∗ g :
Nf → R by

(f ∗ g)
( n∑
i=1

δxi

)
=
∑
I⊂[n]

f
(∑
i∈I

δxi

)
g
( ∑
i∈[n]\I

δxi

)
with the usual convention that the sum over the empty set is 0; so in particular,
f ∗ g(0) = f(0)g(0). Show that:

(a) ∗ is commutative and associative, i.e., f ∗g = g∗f and f ∗(g∗h) = (f ∗g)∗h
for all f, g, h : Nf → R.

(b) f ∗ 1l{NX=0} = f for all f : Nf → R.
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(c)
∫
Nf

(f ∗g)dλ̃ =
∫
Nf
fdλ̃

∫
Nf
gdλ̃ for all f, g that are either both non-negative

or both integrable with respect to λ̃.
(d) Show that Kf , Kg, and K(f ∗ g), as functions from Nf to R, satisfy Kf =

f ∗ 1 and K(f ∗ g) = f ∗ (Kg).

Exercise 5.6. Let K be the Kirkwood-Salsburg operator and e the seqeunce from
Section 5.6. Compute ze+ z2Ke+ z3K2e. Express the result with the help of the
graph weights w(G;x1, . . . , xn) from the cluster expansions.

Exercise 5.7 (Convolution III, relation with Kirkwood-Salsburg). Let P be a prob-
ability measure on (N ,N) with correlation functions ρn. For f : Nf → R+ and
g : N → R+, define f ∗ g : N → R+ ∪ {∞} by

(f ∗ g)(η) = f(0)g(η) +

∞∑
k=1

1

k!

∫
Xk
f
(
δx1 + · · ·+ δxk

)
g
(
η − δx1 − · · · − δxk

)
dη(k)(x).

Show that:

(a) K(f ∗ g) = f ∗ (Kg) on N .
(b) The expected value with respect to P satisfies

E
[
f ∗ (Kg)

]
=

∞∑
`=0

1

`!

∫
X`
f(δx1 + · · ·+ δx`)

×
( ∞∑
m=0

1

m!

∫
Xm

g(δy1
+ · · ·+ δym)ρ`+m(x,y)dλm(y)

)
dλ`(x).

(c) Fix x0 ∈ X and g : Nf → R+. Set h(δy1
+ · · ·+δyn) =

∏n
j=1(e−βv(x0,yj)−1)

and g̃(η) = g(η) exp(−βW (x0; η)). Use (a) and (b) to explain, formally
(don’t worry about convergence of sums and integrals), the identity

E
[
(Kg)(η)e−βW (x0;η)

]
= E

[
g̃ ∗Kh

]
=

∞∑
`=0

1

`!

∫
X`
g(δx1

+ · · ·+ δx`)e
−βW (x0;x1,...,x`)

×
( ∞∑
m=0

1

m!

∫
Xm

m∏
i=1

(e−βv(x0,yi) − 1)ρ`+m(x,y)dλm(y)
)

dλm(x).
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6. Phase transition for the Widom-Rowlinson model

We have already encountered the Widom-Rowlinson model with energy function
|
⋃n
i=1B(xi, 1)| − n|B(0, 1)|. It was introduced by Widom and Rowlinson [55] as

a model for liquid-vapor transitions and is one of the few continuum models for
which a phase transition is rigorously known [50, 6]. Our goal is to show that there
exists some βc <∞ such that at

β > βc, z = zc(β) := βe−β|B(0,1)| (6.1)

there is more than one Gibbs measure; moreover the partial derivative ∂zp(β, z)
of the pressure has a jump discontinuity. The interpretation is that of a phase
transition and phase coexistence: as the line z = zc(β) in the (β, z)-plane is crossed
from small to larger z, the system switches from a low-density phase (vapor) to a
high-density phase (liquid); on the line, both phases coexist, much in the same way
as vapor and liquid water coexist at the boiling point.

The proof builds on a “two-color” variant of the model. Throughout this chapter,
X = R2, λ is the Lebesgue measure. The proof presented here follows closely
Ruelle [50] and is a variant of the Peierls argument for the Ising model, see e.g. [16,
Chapter 3.7.2]. A completely different proof that uses notions from stochastic
geometry and percolation was given by J. Chayes, L. Chayes and Kotecký [6], see
also Chapter 10 in the survey by Georgii, Häggström and Maes [22].

6.1. The two-color Widom-Rowlinson model. Color symmetry. Define
H : Nf ×Nf → R+ by

H(δx1 + · · ·+ δxm , δy1 + · · ·+ δyn
)

=

{
0, |xi − yj | ≥ 1 ∀i ∈ [m], j ∈ [n],

∞, else.

Equivalently,

H(δx1
+ · · ·+ δxm , δy1

+ · · ·+ δyn
)

=

m∑
i=1

n∑
j=1

v(xi − yj)

with v(x−y) =∞1l{|x−y|≥1}. We view H(η, η′) as the energy for a system with two
types of particles, say blue and red. Same-color particles don’t interact, particles of
different color have a hard core interaction. Notice that the interaction has finite
range. Conditional energies H(η, η|γ, γ′) and energies with boundary conditions
HΛ(η, η′ | γ, γ′) are defined in a way analogous to single-color cases.

The connection of the two-color with the one-color model is understood with an
explicit computation: For z1, z2 > 0 and γ1, γ2 ∈ N , we define

ΞΛ|γ1,γ2
(z1, z2) :=

∞∑
m,n=0

zm1
m!

zn2
n!

∫
Λm

∫
Λn

e−HΛ(
∑
i δxi ,

∑
j δyj |γ1,γ2)dxdy.

The summand for m = n = 0 is to be read as 1, summands with m ≥ 1 and n = 0
as 1

m!z
m
∫

Λm
exp(−HΛ(

∑
i δxi , 0|γ1, γ2))dx, similarly for m = 0 and n ≥ 1. It is

instructive to integrate out one color. For empty boundary conditions γ1 = γ2 = 0,
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we have

ΞΛ(z1, z2) =

∞∑
m=0

zm1
m!

∫
Λm

( ∞∑
n=0

zn2
n!

∫
Xn

1l{∀i,j: |xi−yj |≥1}dy
)

dx

=

∞∑
m=0

zm1
m!

∫
Λm

ez1|Λ\∪
n
i=1B(xi,1)|dx

= ez1|Λ|
∞∑
m=0

zm

m!

∫
Λm

e−β[|Λ∩(∪mi=1B(xi,1))|−m|B(0,1)|]dx (6.2)

with

β = z2, z = z1e−z2|B(0,1)|. (6.3)

In the exponent in (6.2) we recognize essentially the energy of δx1
+ · · ·+δxn for the

one-color Widom-Rowlinson model. Thus integrating out a color in the two-color
model we end up with the one-color model. Notice

z1 = z2 ⇔ z = βe−β|B(0,1)|, (6.4)

so the curve z = zc(β) from (6.1) corresponds, in two-color model, to the two colors
having the same activity z1 = z2.

Pressure and Gibbs measure. The notions of pressure and Gibbs measure
generalize as follows to the two-color model: we define

p(z1, z2) = lim
1

|Λn|
log ΞΛn(z1, z2) (6.5)

with the limit taken along van-Hove sequences (Λn)n∈N; the limit exists and is
independent of the precise choice of the sequence. A measure P on N × N is a
Gibbs measure at (z1, z2) if∫
N 2

FdP =

∫
N 2

Λc

(∫
N 2

Λ

F
(
η + γΛc , η

′ + γ′Λc
)
e−HΛ(η,η′|γ,γ′)dλ̃(η)dλ̃(η′)

)
dP(γ, γ′)

(6.6)
for all non-negative measurable F : N 2 → R+, with

HΛ(η, η′|γ, γ′) =

{
0, if min

[
dist(Sη, Sη′+γ′

Λc
),dist(Sη′ , Sη+γΛc

)
]
≥ 1,

∞, else

(remember that Sη ⊂ Rd is just the support of η, i.e., the set of particle locations).
Eq. (6.6) is a two-color version of Ruelle’s equation, but we could just as well have
written down the analogue of the DLR conditions or a variant of the GNZ equation.
The set of Gibbs measures is denoted G (z1, z2); again it is non-empty.

Color symmetry. A key observation is the following: for all z1, z2 > 0,

• H(η, η′) = H(η′, η)—the energy is invariant with respect to the change-of-
color map (η, η′) 7→ (η′, η).
• p(z1, z2) = p(z2, z1).
• If P ∈ G (z1, z2), then the image Q of P under the change-of-color map

(η, η′) 7→ (η′, η) is in G (z2, z1).
• If z1 = z2 = z and P ∈ G (z, z), then the image Q of P under the change-of-

color map is in G (z, z) as well.
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As a consequence, if there exists a Gibbs measure P ∈ G (z, z) that is not invariant
under the change-of-color map, then #G (z, z) ≥ 2. In that case we speak of
spontaneous symmetry breaking : the energy and the activity are invariant under
change of color but there is a Gibbs measure that isn’t.

In finite volume, the only way to break the symmetry is via boundary conditions:
the finite volume Gibbs measure PΛ with empty boundary conditions is color-
symmetric, but with boundary conditions that are not color-blind, this is no longer
true. Therefore we are going to look at sequences of finite-volume measures with
different boundary conditions and show that for large z1 = z2, the color preference
induced by the boundary condition survives in the infinite volume limit.

6.2. Contours. Peierls argument. From now on z1 = z2 = z and the dimension
is d = 2. We want to construct an infinite-volume measure P ∈ G (z, z) that breaks
the color symmetry. The intuitive picture is the following: Let us think of the
system as a mixture of red and blue disks of radius 1/2 with the constraint that
disks of opposite color are not allowed to overlap. If a Gibbs measure is color-
symmetric, it should have red and blue particles in equal proportion. Because of
the hard-core interaction between distinct colors, regions occuped by red and blue
particles are separated by corridors that have no particles at all. But at large z, we
may expect that the system has a high density and it is highly unlikely that a given
region of space stays empty. Therefore the system should want to avoid changes of
color.

To make this picture precise, we discretize space into little cells and introduce a
notion of contours. Set a := 1

3
√

2
. For k = (k1, k2) ∈ Z2, let Qk = [k1a, (k1 + 1)a)×

[k2a, (k2 + 1)a). Two distinct cells Qk and Q` are neighbors if they share an edge
or a corner, i.e., if Qk ∩Q` 6= ∅. The side length is chosen in such a way that the
diagonal of a cube of sidelength 3a, comprising 3× 3 little cells, has length 1.

We only look at rectangular domains Λ that are unions of finitely many cells,
and impose blue boundary conditions: let χ = (0, χB) with NQk(χB) ≥ 1 for all
k ∈ Z2.

Let (ηR, ηB) ∈ N 2
Λ be a configuration such that (ηR, ηB + χB

Λc) is admissible,
i.e., opposite-color particles have mutual distance ≥ 1: we have |x − y| ≥ 1 for all
x ∈ SηR and y ∈ SηB+χB

Λc
. Given (ηR, ηB) ∈ N 2

Λ we mark the cells Qk as follows:

• A cell is blue if it contains a blue particle from η or χΛc , and red if it
contains a red particle. (Note that it cannot contain particles of differing
colors.) A cell is white if it contains no particles.
• In addition to the coloring, we shade every red cell and all its neighboring

eight cells. A shaded cell and a blue cell can never be neighbors.

We may view (ηR, ηB) as a random variable with distribution PΛ|χ, then the coloring
and shading are random as well. The boundary

Γ = Γ(ηR, ηB + χB
Λc) := ∂

( ⋃
k∈Z2, Qk⊂Λ:
Qk shaded

Qk

)

of the union of shaded regions is a collection of finite-length polygonal lines `1, . . . , `m
contained in Λ. The boundary Γ is the union of connected groups of lines, precisely:
A group of lines `1, . . . , `k is 1-connected if for all i, j ∈ {1, . . . , k}, there is a finite
sequence i0, . . . , iq in {1, . . . , k} such that i0 = i, iq = j, and dist(`ir , `ir+1

) ≤ 1 for
all r ∈ {1, . . . , q}. We may write Γ = γ1 ∪ · · · ∪ γm where each γr is a 1-connected



92 SABINE JANSEN

group of lines, and m is an integer depending on Γ. We call each 1-connected group
γi of lines a contour.

For a given contour γ, a point x ∈ R2 \ γ is interior to γ if any continuous path
in Λ connecting x to ∂Λ crosses γ an odd number of times. The contour is called
an outer contour for (ηR, ηB + χB

Λc) if it can be reached from ∂Λ by a continuous
path in Λ that does not cross Γ. Let CΛ(ηR, ηB) be the collection of outer contours.

The length of a contour is the sum of the lengths of the contained lines.

Lemma 6.1. Let Λ and χ be as above, z1 = z2 = z, and γ a group of 1-connected
lines (contour) of length `a with ` ∈ N. Then

PΛ|χ

(
γ ∈ CΛ(ηR, ηB)

)
≤ e−`a

2z/2.

Proof. Let
ΩΛ :=

{
(ηR, ηB) ∈ N 2

Λ | dist(SηR , SηB+χB
Λc

) ≥ 1
}

be the set of configurations without color conflicts. Note PΛ|χ(ΩΛ) = 1. Set

A := ΩΛ ∩ {η ∈ N 2
Λ | γ ∈ CΛ(ηR, ηB)}.

We want to show that A is unlikely. Roughly, the idea of the proof is to map each
configuration ω ∈ A to a configuration ω′′ that is much more likely. We do this
by first flipping colors in the interior of γ and then filling up the empty corridor
located along γ with blue particles; the previous color flip ensures that filling up
the corridor does not create color conflicts, and the filling up removes the empty
corridor, which should result in a much more likely configuration.

More rigorously, we define a new event B in two steps. First, given ω = (ηR, ηB) ∈
A, define a new configuration ω′ by flipping all colors in the interior Int(γ) of γ,
i.e.,

ω′ =
(
ηR

Λ\Int(γ) + ηB
Int(γ), η

B
Λ\Int(γ) + ηR

Int(γ)

)
.

Then ω′ ∈ ΩΛ, i.e., no color conflicts have been produced. Indeed, let x, y ∈
SηR+ηB ⊂ Λ be two points of the configuration ω with |x − y| < 1. Because of
ω ∈ ΩΛ, we know that x and y have the same color, i.e., either they are both in
SηR or they are both in SηB . We distinguish cases:

• If x and y are both in Λ \ Int(γ), their colors have not changed and so they
have the same color after the color flip.
• If x and y are both in Int(γ), then they both change colors and stay

compatible—either they were both blue before the flip and are both red
after the flip, or vice-versa.

• If x ∈ Int(γ) and y ∈ Λ\ Int(γ), we might be worried about a color conflict.

let A′ ⊂ N 2
Λ be the collection of �

Lemma 6.2. Let n(`) be the number of of contours of length `a enclosing Q0.
Then

n(`) ≤ `32`.

Lemma 6.3. Let Λ and χ be as above. Assume Q0 ⊂ Λ and z1 = z2 = z with z
large enough so that 9 exp(−a2z/2) < 1. Then

PΛ|χ

(
∃γ ∈ CΛ(ηR, ηB) : γ encloses Q0

)
≤ 9 exp(−a2z/2)

(1− 9 exp(−a2z/2))2
=: g(z).

So when z is large, the probability is small, and the bound is uniform in Λ.
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6.3. Phase transition for the two-color Widom-Rowlinson model.

Proposition 6.4. Let Λ be a union of little cells Qk, with Q0 ⊂ Λ, and χ a blue
boundary condition as above. Then as z1 = z2 = z →∞,

PΛ|χ
(
Q0 is red

)
= O

(
e−a

2z/2
)
, PΛ|χ

(
Q0 is blue

)
= 1 +O

(
e−a

2z/2
)
,

uniformly in Λ.

Theorem 6.5. Consider the two-color Widom-Rowlinson model in R2. There
exists zc <∞ such that for all z1 = z2 = z > zc, we have #G (z, z) ≥ 2.

Remark (Phase transition). In the mathematical literature, non-uniqueness of Gibbs
measures is sometimes adopted as a definition of phase transition, see e.g. [20, Def.
2.11]. Another definition is that a phase transition occurs at (z0

1 , z
0
2) if the pres-

sure p(z1, z2) is non-analytic at (z0
1 , z

0
2), see [27, Chapter 7]. For general models,

these two definitions need not coincide! For the two-color Widom-Rowlinson model,
however, points (z, z) with z large should correspond to a phase transition in both
senses: the partial derivatives ρ1 = z1∂1p(z1, z2), which represents an average den-
sity of red particles, should have a jump discontinuity at the line (z, z) with z > zc.

6.4. Phase transition for the one-color Widom-Rowlinson model.

Theorem 6.6. Consider the one-color Widom-Rowlinson model in R2. For β > 0,
let zc(β) := β exp(−β|B(0, 1)|). There exists βc < ∞ such that for all β > βc,
#G (β, zc(β)) ≥ 2.

6.5. Summary.

• The Widom-Rowlinson model comes in two variants, a two-color and a one-
color model. Roughly, the one-color model is obtained from the two-color
model by looking at marginals. The parameter correspondence is such that
the color-symmetry line z1 = z2 in the two-color model orresponds to an
activity-temperature curve z = zc(β) = β exp(−β|B(0, 1)|) in the one-color
model.

• Both models display a phase transition in the sense of non-uniqueness of
Gibbs measures.

• The two-color model has a color symmetry. In order to prove phase transi-
tion in the sense of non-uniqueness of Gibbs measures, we show that when
z1 = z2 = z is large, the color symmetry is spontaneously broken.

• Intuitively, if z1 = z2 = z is large, then borders between regions of differ-
ent colors are penalized because they are a no man’s land (the hardcore
exclusion between opposite colors imposes that they are separted by empty
corridors), but empty space should be unlikely at high z. Therefore color
preferences induced by boundary conditions should survive even in the ther-
modynamic limit.

• The intuition is formalized by discretizing space and working with blue
boundary conditions. Admissible configurations are associated with color-
ings and shadings of discretized space, leading to a picture of red islands in
a blue sea—islands may have lakes and islands within lakes—and a notion
of contours.

• For the Peierls-type argument one checks (1) the probability of finding a
given long contour is exponentially small in the contour length, and (2)
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the number of contours of a given length that enclose the origin is at most
exponentially large in `. For large z, (1) wins over (2).
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7. Cluster expansions

Let us come back to pair potentials v(x, y) that are stable and satisfy C(β) :=
supx∈X

∫
X |f(x, y)|dλ(y) < ∞, with f(x, y) = fβ(x, y) = exp(−βv(x, y)) − 1. Re-

member from Section 4.3 that

log ΞΛ(β, z) =

∞∑
n=1

zn

n!

∫
Λn

∑
G∈Cn

w(G;x1, . . . , xn)dλn(x)

with w(G;x1, . . . , xn) =
∏
{i,j}∈E(G) f(xi, xj). Section 4.3 dealt with translation-

ally invariant pair potentials in Rd, but the arguments generalize to the present
setup in a straightforward way. The goal of this chapter is to provide a bound for
the radius of convergence that is uniform in Λ. The key idea is to map graphs to
trees and group graphs that project to the same tree, systematizing and refining
the crude argument from the proof of Lemma 4.14.

7.1. Tree-graph inequality for non-negative interactions. One fairly natural
way of mapping a connected graph to a tree is as follows. Fix n ∈ N and G ∈ Cn.
Construct a tree T ∈ Tn by successively adding edges as follows:

• Add all edges {1, i} from G that are incident to 1. The vertices i1, . . . , im
such that {1, i} ∈ E(G) form the first generation of the tree, the vertex 1
is treated as the root.
• Label the first-generation vertices in increasing order, i.e., i1 < . . . < im.

– Go through the edges {i1, j1}, . . . , {i1, jr} (in increasing order j1 <
. . . < jr ) in E(G) that emanate from i1; for each edge, add it if it
doesn’t create a loop and skip it if does create a loop.

– Repeat the previous step for the other first generation vertices, in
increasing order (first i2, then i3, etc.)

The vertices j` appearing in this step form the second generation of the
tree.
• Repeat the previous step for the second generation vertices, then third

generation, etc., until there are no more edges to add.

The procedure ends with a tree T ∈ Tn. Let π : Cn → Tn be the map G 7→ T thus
constructed.

It is instructive to investigate which edges {i, j} from G have been discarded.
For i ∈ [n], let d(i) be the graph distance to the root 1; equivalently, the number
of the generation to which i belongs. Suppose that {i, j} ∈ E(G) \ E(T ) and
assume without loss of generality that d(i) < d(j). Then d(j) cannot be larger
than d(i) + 2; if it was, then it would connect to some same-generation cousin of
i and in the iterative construction of E(T ) we would have added it when going
through the generation of i. Thus we are left with two cases:

• either d(i) = d(j), i.e., i and j belong to the same generation,
• or d(j) = d(i) + 1. In that case let i′ be the parent of j in T (i.e. {i′, j} ∈
E(T ), d(i′) = d(j) − 1). Then we must have i′ < i, since otherwise we
would have added {i, j} before examining {i′, j}.

Thus E(G) \ E(T ) ⊂ E′(T ) where E′(T ) consists of all edges {i, j} that satisfy

• d(i) = d(j) (edge within a generation), or
• d(j) = d(i) + 1 and i′ < i, with i′ the parent of j (edges toward a younger

uncle).



96 SABINE JANSEN

Any graph G that is mapped to a given tree T , i.e., π(G) = T , satisfies E(T ) ⊂
E(G) ⊂ E(T ) ∪ E′(T ).

Conversely, given T ∈ Tn, define E′(T ) as above and let R(T ) be the graph with
vertex set E(T ) ∪ E′(T ). Then if G ∈ Cn satisfies E(T ) ⊂ E(G) ⊂ E(R(T )), we
have π(G) = T . Thus π(G) = T if and only if the graph is in the “interval” of
subgraphs of R(T ) that also contain T .

Definition 7.1. A map π : Cn → Tn is a tree partition scheme if for every T ∈ Tn,
there is a graph R(T ) ∈ Cn such that

π−1({T}) = [T,R(T )] := {G ∈ Cn | E(T ) ⊂ E(G) ⊂ E(R(T ))}.

Equivalently, a tree partition scheme is a set partition of the collection of connected
graphs into intervals [T,R(T )] indexed by trees T .

Example 7.2 (Penrose partition scheme). The map π described above is a tree
partition scheme, sometimes called Penrose partition scheme.

Proposition 7.3. Suppose that v ≥ 0 on X2. Then for every n ∈ N and all
x1, . . . , xn ∈ Xn, we have∣∣∣ ∑

G∈Cn

w(G;x1, . . . , xn)
∣∣∣ ≤ ∑

T∈Tn

|w(T ;x1, . . . , xn)|.

Proof. Let π : Cn → Tn be a tree partition scheme, for example, the Penrose
partition scheme, and R(T ) as in Definition 7.1. Then∑

G∈Cn

w(G;x) =
∑
T∈Tn

∑
G∈Cn:
π(G)=T

w(G;x)

=
∑
T∈Tn

∏
{i,j}∈E(T )

f(xi, xj)
∑

E′⊂E(R(T ))\E(T )

∏
{i,j}∈E′

f(xi, xj)

=
∑
T∈Tn

∏
{i,j}∈E(T )

f(xi, xj)
∏

{i,j}∈E(R(T ))\E(T )

(1 + f(xi, xj)). (7.1)

We take absolute values, use the triangle inequality and 1+f(xi, xj) = e−βv(xi,xj) ∈
[0, 1], and obtain the required inequality. �

Remark (Alternating sign property). Since every tree has n−1 edges and f(xi, xj) ≤
0 and 1 + f(xi, xj) ≥ 0, Eq. (7.1) shows that the weight has the sign of (−1)n−1,
i.e., ∑

G∈Cn

w(G;x) = (−1)n−1
∣∣∣ ∑
G∈Cn

w(G;x)
∣∣∣.

Remark (Tree-graph identity for hard-core interactions). Suppose that v(x, y) ∈
{0,∞} for all x, y ∈ X2, e.g., v(x, y) = ∞ if dist(x, y) < 1 and 0 otherwise. Then
f(x, y) ∈ {−1, 0} for all x, y. Let us write x ι y (“x intersects y”) if f(x, y) = −1,
v(x, y) =∞. Let G(x) ∈ Gn be the graph with edge set {{i, j} | xi ι xj}. Then∑

G∈Cn

w(G;x)

= (−1)n−1#{T ∈ Tn | E(T ) ⊂ E(G(x)),
(
E(R(T )) \ E(T )

)
∩ E(G(x)) = ∅}.

(7.2)
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Example 7.4 (Singletons X = {x} and expansion of the logarithm). Consider the
Penrose partition scheme and suppose that X = {x} is a singleton, λ is the counting
measure λ({x}) = 1, and v(x, x) = ∞. Then G(x) is the complete graph (i.e., it
contains all edges {i, j}) and the identity of the previous remark simplifies to∑

G∈Cn

w(G;x) = (−1)n−1#{T ∈ Tn | T = R(T )}.

A tree satisfies R(T ) = T if and only if 1 has outdegree 1 and the tree is linear,
i.e., if there exists an enumeration 1 = i1, . . . , in of the vertices 1, . . . , n such that
E(T ) = {{1, i2}, {i2, i3}, . . . , {in−1, in}}. The number of such trees is (n−1)!. Then
by (7.2), ∑

G∈Cn

w(G;x) = (−1)n−1(n− 1)!

and for |z| < 1,
∞∑
n=1

zn

n!
(−1)n−1(n− 1)! =

∞∑
n=1

(−1)n−1

n
zn = log(1 + z),

in agreement with

ΞX(z) = 1 +

∞∑
n=1

zn

n!

∑
x1,...,xn∈X

e−β
∑

1≤i<j≤n v(xi,xj)

= 1 +

∞∑
n=1

zn

n!
e−β

n(n−1)
2 v(x,x) = 1 + z.

7.2. Tree-graph inequality for stable interactions. If the pair potential v(x, y)
takes negative values, we can no longer estimate 1 + f ≤ 1 and need to be more
careful. Arecent approach [45, 54] rests on a specific choice of a tree partition
scheme.

Suppose that the set of edges {{i, j} | 1 ≤ i < j ≤ n} is equipped with a total
order ≺. Given a graph G ∈ Cn, let e1 ≺ e2 · · · ≺ em be an enumeration of the
edges of G. We define a tree T by adding edges successively as follows:

• First, add the smallest edge e1 from G. Add e2 as well.
• Next, add e3 unless it creates a loop.
• Repeat: go through the edges e4, e5, . . . in that order and for each edge,

either keep it if it doesn’t create a loop, or discard it if it does. Stop when
all edges of G have been examined.

This results in a graph T that has no loops and satisfies E(T ) ⊂ E(G). If {i, j} ∈
E(G) \ E(T ), adding {i, j} would have created a loop, which means that i and j
are connected by a path in G consisting of edges e ≺ {i, j} that have been added in
the iterative procedure described above before reaching {i, j}. In particular, i and
j are connected by a path in T . Thus T is loop-free and connected, i.e., a tree.

Conversely, fix a tree T ∈ Tn. Let E′(T ) be the collection of edges {i, j} that are
not in T and satisfy the following: every edge e in the path γi,j connecting i to j in
T satisfies e ≺ {i, j}. Let R(T ) ∈ Cn be the graph with edge set E(T )∪E′(T ). Then
for every G ∈ [T,R(T )], we have π(G) = T . It follows that π−1({T}) = [T,R(T )].
Thus we have checked:

Lemma 7.5. For every total order ≺ on {{i, j} | 1 ≤ i < j ≤ n}, the map
π = π≺ : Cn → Tn described above is a tree partition scheme.
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The key idea for the proof of a more general tree-graph identity is to pick a total
order ≺ on edges such that {i, j} 7→ v(xi, xj) is increasing, i.e.,

{i, j} ≺ {k, `} ⇒ v(xi, xj) ≤ v(xk, x`). (7.3)

The order depends on x1, . . . , xn but this is okay since we only need to prove
a tree-graph inequality pointwise, i.e., at fixed x. Another proof ingredient is a
clever decomposition of Mayer’s f -function.

Lemma 7.6. For all β > 0 and x, y ∈ X, we have∣∣e−βv(xi,xj) − 1
∣∣ = e(βv(xi,xj))−

(
1− e−β|v(xi,xj)|

)
.

Proof. Let u := βv(x, y). If u ≥ 0, then u− = 0 and

|e−u − 1| = 1− e−u = eu−
(
1− e−|u|

)
.

If u < 0, then |u| = −u = −u− and

|e−u − 1| = e−u − 1 = e−u
(
1− eu

)
= eu−

(
1− e−|u|

)
and the lemma follows. �

Theorem 7.7. Let v : X2 → R ∪ {∞} be a stable pair potential with stability
constant B. Then for all n ∈ N and x1, . . . , xn ∈ Xn, we have∣∣∣ ∑

G∈Cn

w(G;x1, . . . , xn)
∣∣∣ ≤ eβBn

∑
T∈Tn

∏
{i,j}∈E(T )

(
1− e−β|u(xi,xj)|

)
≤ eβBn

∑
T∈Tn

∣∣w(T ;x1, . . . , xn)
∣∣.

Proof. Fix n ∈ N and x ∈ Xn. Pick a total order ≺ on {{i, j} | 1 ≤ i < j ≤ n}
such that (7.3) holds true and consider the associated tree partition scheme π = π≺
with R(T ) and E′(T ) as defined above. Then∑

G∈Cn

w(G;x1, . . . , xn) =
∑
T∈Tn

∑
G∈Cn:
π(G)=T

w(G;x1, . . . , xn)

=
∑
T∈Tn

∏
{i,j}∈E(T )

f(xi, xj)
∏

{i,j}∈E′(T )

(
1 + f(xi, xj)

)
and∣∣∣ ∑

G∈Cn

w(G;x1, . . . , xn)
∣∣∣ ≤ ∑

T∈Tn

∏
{i,j}∈E(T )

∣∣e−βv(xi,xj) − 1
∣∣ ∏
{i,j}∈E′(T )

e−βv(xi,xj).

Given T ∈ Tn, let T− be the graph with edge set {{i, j} ∈ E(T ) | v(xi, xj) < 0}.
Lemma 7.6 yields∣∣∣ ∑

G∈Cn

w(G;x1, . . . , xn)
∣∣∣

≤
∑
T∈Tn

( ∏
{i,j}∈E(T )

(
1−e−β|v(xi,xj)|

))
e
−β

∑
{i,j}∈E(T−) v(xi,xj)−β

∑
{i,j}∈E′(T ) v(xi,xj).

(7.4)

Now, T− is a forest, i.e., a collection of subtrees T1, . . . , Tr whose vertex sets
V1, . . . , Vk form a partition of some subset of {1, . . . , n}. Any edge {i, j} from
T or E′(T ) connecting two distinct subtrees satisfies v(xi, xj) ≥ 0: for T this is
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true by definition of T− and T1, . . . , Tr, for E′(T ) this follows because v(xi, xj) ≥
v(xk, x`) ≥ 0 for any edge {k, `} in the path connecting i to j in T . Discarding
edges from E′(T ) that connect different subtrees, we find∑
{i,j}∈E(T−)

v(xi, xj) +
∑

{i,j}∈E′(T )

v(xi, xj)

≥
r∑

m=1

( ∑
{i,j}∈E(T−):

i,j∈Vm

v(xi, xj) +
∑

{i,j}∈E′(T ):
i,j∈Vm

v(xi, xj)
)
. (7.5)

Two distinct edges i, j ∈ Vm are connected by a path of edges {k, `} in T−, i.e.,
v(xk, x`) < 0. Consequently if i, j ∈ Vm and v(xi, xj) ≥ 0, then {i, j} ∈ E′(T ).
Therefore if i, j ∈ Vm with i 6= j and {i, j} /∈ E(T−) ∪ E′(T ), then v(xi, xj) < 0,
hence ∑

{i,j}∈E(T−)∪E′(T ):
i,j∈Vm

v(xi, xj) ≥
∑

i,j∈Vm:
i<j

v(xi, xj) ≥ −B#Vm. (7.6)

The inequalities (7.5) and (7.6) yield∑
{i,j}∈E(T−)∪E′(T )

v(xi, xj) ≥ −B
r∑

m=1

#Vm ≥ −Bn.

We plug this estimate into (7.4) and obtain the first inequality of the theorem. The
second inequality follows from (1− e−|u|) ≤ |1− e−u|. �

7.3. Activity expansion of the pressure.

Theorem 7.8. Let v : X2 → R ∪ {∞} be a stable pair potential with stability
constant B ≥ 0. Suppose that C(β) := supx∈X

∫
X |e
−βv(x,y) − 1|dλ(y) <∞ and

zeβBC(β) ≤ 1

e
.

Then for every x1 ∈ X, we have
∞∑
n=1

zn

n!

∫
Xn−1

∣∣∣ ∑
G∈Cn

w(G;x1, . . . , xn)
∣∣∣dλ(x2) · · · dλ(xn) ≤ C(β)−1

∞∑
n=1

nn−2

n!
e−n <∞.

Proof. By Theorem 7.7, we have

∞∑
n=1

zn

n!

∫
Xn−1

∣∣∣ ∑
G∈Cn

w(G;x1, . . . , xn)
∣∣∣dλ(x2) · · · dλ(xn)

≤
∞∑
n=1

zn

n!
eβBn

∑
T∈Tn

∫
Xn−1

∣∣w(T ;x1, . . . , xn)
∣∣dλ(x2) · · · dλ(xn).

Each tree has n− 1 edges and we can estimate∫
Xn−1

∣∣w(T ;x1, . . . , xn)
∣∣dλ(x2) · · · dλ(xn) ≤ C(β)n−1,

which gives
∞∑
n=1

zn

n!

∫
Xn

∣∣∣ ∑
G∈Cn

w(G;x1, . . . , xn)
∣∣∣dλ(x2) · · · dλ(xn) ≤

∞∑
n=1

zn

n!
C(β)n−1eβBn #Tn.
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By Cayley’s theorem, the number of non-rooted, labelled trees with vertex set
{1, . . . , n} is #Tn = nn−2 and the first inequality of the theorem follows. The
second follows from Stirling’s formula: we have

nn−2

n!
e−n ∼ 1

n2

(n/e)n√
2πn(n/e)n

=
1

n2
√

2πn
.

Since
∑
n

(
n2
√

2πn)−1 <∞, the series
∑
n
nn−2

n! e−n is convergent. �

Corollary 7.9. Under the assumptions of Theorem 7.8, we have, for all non-empty
Λ ∈ Xb,

1

|Λ|
log ΞΛ(β, z) =

∞∑
n=1

zn

n!

1

|Λ|

∫
Λn

( ∑
G∈Cn

w(G;x1, . . . , xn)
)

dλn(x)

with
∞∑
n=1

zn

n!

1

|Λ|

∫
Λn

∣∣∣ ∑
G∈Cn

w(G;x1, . . . , xn)
∣∣∣dλn(x) ≤

∞∑
n=1

nn−2

n!
e−n <∞.

In particular, the radius of convergence RΛ(β) of the expansion of the pressure in
finite volume satisfies

RΛ(β) ≥ e−βB

eC(β)
. (7.7)

The lower bound is uniform in the volume Λ.

Theorem 7.10. Suppose X = Rd, λ = Leb. Suppose that v is a translationally
invariant pair potential v(x, y) = v(0, y− x) that is stable with stability constant B
and satisfies C(β) =

∫
Rd |e

−βv(0,y) − 1|dy < ∞. Assume zeβBC(β) < 1/e. Then
the pressure is given by

βp(β, z) =

∞∑
n=1

zn

n!

∫
(Rd)n−1

( ∑
G∈Cn

w(G; 0, x2, . . . , xn)
)

dx2 · · · dxn

with absolutely convergent series.

Proof. The absolute convergence of the series follows from Theorem 7.8. By The-
orem 4.12, we have, for every Λ ∈ Xb,

1

|Λ|
log ΞΛ(β, z) =

∞∑
n=1

zn

n!

1

|Λ|

∫
Λn

( ∑
G∈Cn

w(G;x1, . . . , xn)
)

dx (7.8)

whenever 0 ≤ z < RΛ(β), with RΛ(β) the radius of convergence of the power
series, which by (7.7) covers the case zeβBC(β) ≤ 1/e. Let (Λk)k∈N be a van Hove
sequence. By Lemma 4.14, we have for each fixed n

lim
k→∞

zn

n!

1

|Λk|

∫
Λnk

( ∑
G∈Cn

w(G;x1, . . . , xn)
)

dx

=
zn

n!

∫
(Rd)n−1

( ∑
G∈Cn

w(G; 0, x2, . . . , xn)
)

dx2 · · · dxn.

Just as in the proof of Theorem 7.8, we see that∣∣∣zn
n!

∫
(Rd)n−1

( ∑
G∈Cn

w(G; 0, x2, . . . , xn)
)

dx2 · · · dxn
∣∣∣ ≤ 1

C(β)

nn−2

n!
zn



GIBBSIAN POINT PROCESSES 101

for all n, k. Monotone convergence shows that we may exchange summation and
limits in (7.8) and the theorem follows. �

The condition zeβBC(β) ≤ 1/e is quite similar to the condition ze2βBC(β) < 1/e
encountered in Section 5.8 on uniqueness of Gibbs measures via the Kirkwood-
Salsburg equation. In fact for non-negative interactions we may pick B = 0 and
the two conditions coincide except that one allows for equality and the other one
does not. Combining the results, we see that for small z, there is absence of phase
transition in two senses: (1) #G (β, z) = 1, (2) z 7→ βp(β, z) is analytic.

7.4. Summary.

• For stable pair potentials with C(β) = supx∈X
∫
X |e
−βv(x,y) − 1|dλ(y) <∞,

a sufficient condition for the expansion of the pressure in powers of the
activity to converge is that zeβBC(β) ≤ 1/e.
• The estimates are uniform in the volume. For translationally invariant pair

potentials, they allow us to exchange summation and the infinite-volume
limit, leading to a formula for βp(β, z) at small z as a power series in z.
• The proof builds on tree-graph inequalities and tree partition schemes. For

non-negative interactions, it doesn’t matter which tree partition scheme we
work with and we may choose the Penrose partition scheme. For general
stable interactions, we have worked with a partition scheme defined with a
total order on edges such that {i, j} 7→ v(xi, xj) is increasing.
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Appendix A. Monotone class theorems

Let Ω be a set. A π-system is a class C ⊂ P(Ω) that is closed under finite
intersections (A,B ∈ C ⇒ A ∩ B ∈ C). A Dynkin system, also called λ-system,
is a class D ⊂ P(Ω) that contains Ω, is closed with respect to proper differences
(A,B ∈ D, A ⊂ B ⇒ B \A ∈ D) and under countable unions of disjoint sets.

Theorem A.1 (Dynkin system theorem). Let C and D be classes of subsets of Ω
with C ⊂ D. Suppose that C is a π-system and that D is a Dynkin system. Then
σ(C) ⊂ D.

See [24, Theorem 1.1]. Every Dynkin system is in particular a monotone class: it
is closed under countable increasing unions and countable decreasing intersections,
i.e., An ∈ D, An ⊂ An+1 implies ∪n∈NAn ∈ D, and An ∈ M, An ⊃ An+1 implies
∩n∈NAn ∈ D. Therefore Theorem A.1 is also called a monotone class theorem.
Variants of the theorem ask less of D (e.g. that it be a monotone class), but more
of C (e.g. that it be an algebra), see [33, Theorem A.2].

There are also monotone class theorems for functions, called functional monotone
class theorems. For example, the following holds true.

Theorem A.2 (Functional monotone class theorem). Let Ω be a set, M a set of
bounded maps f : Ω→ R, and K ⊂M. Suppose that:

• K is closed with respect to multiplication, i.e., f, g ∈ K ⇒ fg ∈ K.
• The constant function 1 is in M.
• M is a linear vector space.
• M is closed with respect to pointwise monotone limits of uniformly bounded,

non-negative sequences: if (fn)n∈N is a sequence in M with fn ≥ 0 and
fn ↗ f for some bounded function f : Ω→ R, then f ∈M.

Then M contains all σ(K)-measurable bounded functions.

The theorem is often proven under the additional assumption that M is closed
with respect to uniform convergence, see e.g. [2, Theorem 2.12.9]. As observed by
Sharpe [51, p. 365], however, every monotone vector space is closed with respect to
uniform convergence, so the extra assumption is not needed. The following proof
is taken from the website planetmath.6

Proof of Theorem A.2. Step 1: M is closed with respect to uniform convergence.
Let f : Ω → R be a bounded function and (fn)n∈N a sequence in M with ||f −
fn||∞ = supx∈Ω |f(x) − fn(x)| → 0. Passing to a subsequence if necessary, we
may assume that ||fm − fn||∞ ≤ 2−n for all m,n ∈ N with m ≥ n. Set gn :=
fn − 21−n + 2 + ||f ||∞. One checks that gn ∈ M, gn ≥ 0, gn ≤ gn+1, and
gn ↗ f + 2 + ||f ||∞, and concludes that f ∈M.

For the remaining steps, let H1 consist of the linear combinations of functions
in K and the constant functions, and H = H1 the closure of H1 with respect to
uniform convergence. Then H ⊂ M by Step 1, and one can check that H1 and H
are closed with respect to multiplication.

6http://planetmath.org/sites/default/files/texpdf/41387.pdf, downloaded 30 Oct. 2017.

http://planetmath.org/sites/default/files/texpdf/41387.pdf
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Step 2: If f, g ∈ H, then max(f, g) ∈ H and min(f, g) ∈ H. Since H is a vector
space and

max(f, g) =
f + g

2
+
|f − g|

2
, min(f, g) =

f + g

2
− |f − g|

2
,

it is enough to show that f ∈ H, f bounded, implies |f | ∈ H. Since H is a vector
space and closed under pairwise products, we have p(f) ∈ H for every polynomial
p : R → R and f ∈ H. By the Weierstrass approximation theorem, there exists
a sequence of polynomials (pn) such that pn(y) → |y| uniformly on the compact
interval [−||f ||∞, ||f ||∞]. Then pn(f(x)) → |f(x)| uniformly on Ω. It follows that
|f | ∈ H.

Step 3: M contains all indicator functions of the form 1l{f>a}, a ∈ R, f ∈ K.
For f ∈ K and n ∈ N, define fn := min(1, n(f−a)+) where (f−a)+ = max(f−a, 0).
Then fn ∈ H ⊂ M by Step 2. Clearly fn ≥ 0. One checks that fn ↗ 1l{f>a} and
concludes that the indicator is in M.

Step 4: There is a π-system C with σ(C) = σ(K) such that M contains all in-
dicator functions 1lC , C ∈ C. Let C be the collection of subsets A ⊂ Ω such that
fn ↗ 1lA for some sequence (fn)n∈N of non-negative functions in H. By Step 3,
C contains all sets of the form {f > a} with f ∈ K and a ∈ R. These sets generate
σ(K), so we also have σ(K) = σ(C). Moreover C is a π-system because fn ↗ 1lA,
gn ↗ 1lB implies fngn ↗ 1lA∩B , and because H is closed under multiplication.

Step 5: M contains all indicator functions of the form 1lA, A ∈ σ(K): Let D
be the collection of sets A ⊂ R for which 1lA ∈ M and C a π-system as in Step 4.
Then C ⊂ D, D is a Dynkin system, hence σ(K) = σ(C) ⊂ D by Theorem A.1.
Consequently 1lA ∈M for all A ∈ σ(K).

It follows thatM contains all linear combinations of indicator functions 1lA with
A ∈ σ(K), and all bounded functions that are pointwise monotone limits of such
linear combinations. This concludes the proof. �
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[6] J. T. Chayes, L. Chayes, R. Kotecký: The analysis of the Widom-Rowlinson model by

stochastic geometric methods. Comm. Math. Phys. 172 551–569 (1995).

[7] S. N. Chiu, D. Stoyan, W. S. Kendall, J. Mecke: Stochastic geometry and its applications.
Third ed. Wiley Series in Probability and Statistics. John Wiley & Sons, Ltd., Chichester,

2013.

[8] D. J. Daley, D. Vere-Jones: An introduction to the theory of point processes. Vol. I. El-
ementary theory and methods. Second ed. Probability and its Applications (New York).

Springer-Verlag, New York, 2003.

[9] R. Durrett: Probability: theory and examples. Second edition. Duxbury Press, Belmont,
CA, 1996.

[10] D. J. Daley, D. Vere-Jones: An introduction to the theory of point processes. Vol. II. General

theory and structure. Second ed. Probability and its Applications (New York). Springer, New
York, 2008.

[11] F. den Hollander: Large deviations. American Mathematical Soc. (2008)
[12] D. Dereudre: Introduction to the theory of Gibbs point processes. Online preprint,

arXiv:1701.08105v1 [math.PR] (2017).

[13] D. Dereudre: The existence of quermass-interaction processes for nonlocally stable interac-
tion and nonbounded convex grains. Adv. in Appl. Probab. 41, 664–681 (2009).

[14] R. L. Dobrushin: Gibbsian random fields for particles without hard core, Theor. Math.

Fizika 4, 458–486 (1970).
[15] R. Ellis: Entropy, large deviations, and statistical mechanics. Springer (2007)

[16] S. Friedli, I. Velenik: Statistical Mechanics of Lattice Systems: a Concrete Mathematical

Introduction. to be published by Cambridge University Press (2017+)
[17] G. Gallavotti: Statistical mechanics. A short treatise. Texts and Monographs in Physics.

Springer-Verlag, Berlin, 1999.

[18] H.-O. Georgii: Canonical and grand canonical Gibbs states for continuum systems. Com-
mun. Math. Phys. 48, 1–51 (1976)

[19] H.-O. Georgii: Canonical Gibbs measures. Some extensions of de Finetti’s representation

theorem for interacting particle systems. Lecture Notes in Mathematics, 760. Springer,
Berlin, 1979.

[20] H.-O. Georgii: Gibbs measures and phase transitions. Second ed., de Gruyter Studies in
Mathematics, 9. Walter de Gruyter & Co., Berlin, 2011.

[21] H.-O. Georgii: Stochastics: introduction to probability and statistics. Walter de Gruyter,
2013.
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[37] I. Müller: Grundzüge der Thermodynamik: Mit historischen Anmerkungen. 3. Aufl.,
Springer-Verlag, 2001.

[38] : X. X. Nguyen, H. Zessin: Integral and differential characterizatinos of the Gibbs process.

Math. Nachr. 88, 105-115 (1979)
[39] K. R. Parthasarathy, Probability measures on metric spaces. Probability and Mathematical

Statistics, No. 3. Academic Press, Inc., New York-London, 1967
[40] T. Pasurek: Theory of Gibbs measures with unbounded spins: probabilistic and analytical

aspects, Habilitationsschrift, 2007.

[41] C. Preston: Random fields. Lecture Notes in Mathematics, Vol. 534. Springer-Verlag, Berlin-
New York, 1976.

[42] C. Preston: Specifications and their Gibbs states. https://www.math.uni-bielefeld.de/

~preston/rest/gibbs/files/specifications.pdf (abgerufen am 15.07.2016)
[43] E. Presutti: Scaling limits in statistical mechanics and microstructures in continuum me-

chanics. Theoretical and Mathematical Physics. Springer, Berlin, 2009.

[44] E. Presutti: From equilibrium to nonequilibrium statistical mechanics. Phase transitions
and the Fourier law. Braz. J. Probab. Stat. Volume 29, Number 2 (2015), 211-281.

[45] A. Procacci, S. Yuhjtman: Convergence of Mayer and virial expansions and the Penrose
tree-graph identity, Lett. Math. Phys. 107, 31 (2009).
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